# Passage times of random walks and Lévy processes across power law boundaries 

Doney, R. A. and Maller, R.A.

2005

MIMS EPrint: 2007.160

Manchester Institute for Mathematical Sciences
School of Mathematics

The University of Manchester

```
Reports available from: http://eprints.maths.manchester.ac.uk/
    And by contacting: The MIMS Secretary
    School of Mathematics
    The University of Manchester
    Manchester, M13 9PL, UK
```

R.A. Doney • R.A. Maller

# Passage times of random walks and Lévy processes across power law boundaries 

Received: 4 May 2004 / Revised version: 17 November 2004 /<br>Published online: 3 May 2005 - © Springer-Verlag 2005


#### Abstract

We establish an integral test involving only the distribution of the increments of a random walk $S$ which determines whether $\lim \sup _{n \rightarrow \infty}\left(S_{n} / n^{\kappa}\right)$ is almost surely zero, finite or infinite when $1 / 2<\kappa<1$ and a typical step in the random walk has zero mean. This completes the results of Kesten and Maller [9] concerning finiteness of one-sided passage times over power law boundaries, so that we now have quite explicit criteria for all values of $\kappa \geq 0$. The results, and those of [9], are also extended to Lévy processes.


## 1. Random walks

In [9] an almost complete solution was given to the problem of finding analytic conditions, expressed directly in terms of the step distribution $F$ of the random walk $S=\left(S_{n}, n \geq 0\right)$, for first-passage times over one-sided and two-sided power law boundaries of the random walk to be almost surely (a.s.) finite. The exception was for the one-sided passage time

$$
\begin{equation*}
T_{\kappa}^{*}(a)=\min \left\{n \geq 1: S_{n}>a n^{\kappa}\right\}, a>0, \tag{1.1}
\end{equation*}
$$

in the case that

$$
\begin{equation*}
\frac{1}{2}<\kappa<1, E|X|<\infty, E X=0, E\left(X^{+}\right)^{\frac{1}{\kappa}}<\infty \text { and } E\left(X^{-}\right)^{\frac{1}{\kappa}}=\infty \tag{1.2}
\end{equation*}
$$

(Here $X$ denotes a generic step in the random walk.) This passage time is a.s. finite for all $a>0$ if and only if

$$
\limsup _{n \rightarrow \infty}\left(\frac{S_{n}}{n^{\kappa}}\right)=+\infty \text { a.s., }
$$

[^0]and although Theorem 3 of [9] does give a necessary and sufficient condition for this when (1.2) holds, it is complicated and not expressed directly in terms of $F$.

In this section, Theorem 1.1 and Corollary 1.1 contain quite explicit necessary and sufficient conditions of the required form, and also give some additional information. In the following section, we extend the present results, and those of [9], to Lévy processes, again giving explicit criteria for finiteness of passage times above power law boundaries, in terms of the characteristics of the process.

To state our main results, define, for $y \geq 0$, the function

$$
\begin{equation*}
W(y)=\int_{0}^{y} \int_{-\infty}^{-z}|x| F(d x) d z=\int_{0}^{y} \int_{x}^{\infty} F(-z) d z d x+\int_{0}^{y} x F(-x) d x \tag{1.3}
\end{equation*}
$$

and note that $W(y)>0$ for all $y>0$ if $F$ is not concentrated on $[0, \infty)$, thus, certainly if $E\left(X^{-}\right)^{\frac{1}{\kappa}}=\infty$ for some $\kappa>0$, and $W(y)<\infty$ for all $y>0$ if $E X^{-}<\infty$. When $W(y)>0$ for all $y>0$, define, for $\lambda>0$,

$$
\begin{equation*}
I_{\kappa}(\lambda):=\int_{1}^{\infty} \exp \left\{-\lambda\left(\frac{y^{\frac{2 \kappa-1}{\kappa}}}{W(y)}\right)^{\frac{\kappa}{1-\kappa}}\right\} \frac{d y}{y} \leq \infty \tag{1.4}
\end{equation*}
$$

Theorem 1.1. Assume (1.2) holds, and let

$$
\lambda^{*}=\inf \left\{\lambda>0: I_{\kappa}(\lambda)<\infty\right\}
$$

Then:
(i) if $\lambda^{*}=\infty$, we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\frac{S_{n}}{n^{\kappa}}\right)=+\infty \text { a.s. } \tag{1.5}
\end{equation*}
$$

(ii) if $\lambda^{*}=0$, we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\frac{S_{n}}{n^{\kappa}}\right) \stackrel{\text { a.s. }}{=} 0 \tag{1.6}
\end{equation*}
$$

(iii) if $0<\lambda^{*}<\infty$ we have, for some $0<b<\infty$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\frac{S_{n}}{n^{\kappa}}\right) \stackrel{\text { a.s. }}{=} b . \tag{1.7}
\end{equation*}
$$

Applying Theorem 1.1 and the results of [9] gives the following criterion for (1.5):

Corollary 1.1. Assume $\frac{1}{2}<\kappa<1, E|X|<\infty$, and $E X=0$. Then (1.5) holds if and only if (i) $E\left(X^{+}\right)^{\frac{1}{\kappa}}=\infty$, or (ii) $E\left(X^{+}\right)^{\frac{1}{\kappa}}<\infty=E\left(X^{-}\right)^{\frac{1}{\kappa}}$ and $I_{\kappa}(\lambda)=\infty$ for all $\lambda>0$.

Remark 1.1. If $F(-y) \sim 1 /\left(y^{1 / \kappa} L(y)\right)$ as $y \rightarrow \infty$, with $L$ slowly varying, it follows that $W(y) \sim c y^{2-1 / \kappa} / L(y)$ for some $c>0$, and the result of Theorem 1.1 holds with $I_{\kappa}(\lambda)$ replaced by

$$
\int_{1}^{\infty} \exp \left\{-\lambda(L(y))^{\frac{\kappa}{1-\kappa}}\right\} \frac{d y}{y}
$$

So, writing $\ell_{k}$ for the $k$-th iterated logarithm, examples of the three possibilities in the theorem are got by taking (i) $L(y)=\left(\ell_{3}(y)\right)^{\frac{1-\kappa}{\kappa}}$, (ii) $L(y)=\left(\ell_{1}(y)\right)^{\frac{1-\kappa}{\kappa}}$, and (iii) $L(y)=\left(\ell_{2}(y)\right)^{\frac{1-\kappa}{\kappa}}$.

It was observed in [9] that there is no loss of generality in assuming that the distribution of $X^{+}$is concentrated at a single point, and it is not difficult to extend this argument to show that it is suffices to deal with the case that $F$ is concentrated on $\{\cdots,-2,-1,0,1\}$. We refer to this as the u.s.f. (upwards skip free) case. Now the condition given in Theorem 3 of [9] is got by applying a result in Zhang [13] to the renewal process ( $\sigma_{n}, n \geq 1$ ) of increasing ladder times in $S$. Our contribution is to exploit the fact that in the u.s.f. case the Wiener-Hopf factorisation gives a simple analytic link between the tail behaviour of $\sigma_{1}$ and that of $-X$. (This observation goes back at least to Spitzer; see [12], p. 228.) We also notice that Zhang's result can be used to get (ii) and (iii) of Theorem 1.1. The final ingredient is some inequalities connecting the distribution tail of a non-negative random variable with its Laplace transform; these may have some independent interest, and are given in the Appendix. The proof of Theorem 1.1 is given in Section 3. In Section 2 we use the present ideas and those of Kesten and Maller [9] to give criteria for finiteness of passage times of Lévy processes above power law boundaries. Proofs of the Section 2 results are in Section 4.

## 2. Lévy processes

In this section $X=\left(X_{t}, t \geq 0\right)$ will be a Lévy process with characteristic triplet $(\gamma, \sigma, \Pi(\cdot))$. We use throughout similar notation to, and some of the results of, Doney [4] and Doney and Maller [5], [6]. In particular, we write

$$
\begin{equation*}
\bar{\Pi}^{+}(x)=\Pi((x, \infty)), \bar{\Pi}^{-}(x)=\Pi((-\infty,-x)), x>0 \tag{2.1}
\end{equation*}
$$

for the tails of $\Pi(\cdot)$, and assume $X$ is not spectrally negative, so $\bar{\Pi}^{+}(x)$ is not identically zero. (For the spectrally negative case, see Remark 2.3 below.) By a rescaling which will not affect the results we can and will assume $\bar{\Pi}^{+}(1)>0$. Let $\Pi^{\#}(\cdot)$ be the Lévy measure of $-X$, and define

$$
\begin{equation*}
J_{-}^{\Pi}=\int_{[1, \infty)}\left(\frac{x}{\bar{\Pi}^{+}(1)+\int_{1}^{x} \bar{\Pi}^{+}(y) d y}\right) \Pi^{\#}(d x) \tag{2.2}
\end{equation*}
$$

If $\bar{\Pi}^{-}(1)>0$ define

$$
J_{+}^{\Pi}=\int_{[1, \infty)}\left(\frac{x}{\bar{\Pi}^{-}(1)+\int_{1}^{x} \bar{\Pi}^{-}(y) d y}\right) \Pi(d x)
$$

If $\bar{\Pi}^{-}(1)=0$ we set $J_{+}^{\Pi}=E X_{1}^{+} \in(0, \infty]$ (thus if $\Pi(\cdot)$ is bounded on the left we can say that $J_{+}^{\Pi}$ is finite or infinite according as $E X_{1}^{+}$is finite or infinite).

From [7], [6] and [11], the following four equivalences can be deduced:

$$
\begin{align*}
\lim _{t \rightarrow \infty}\left(\frac{X_{t}}{t}\right) & =+\infty \text { a.s. } \Longleftrightarrow J_{-}^{\Pi}<\infty=E X_{1}^{+} ;  \tag{2.3}\\
\lim _{t \rightarrow \infty} X_{t} & =+\infty \text { a.s. } \Longleftrightarrow J_{-}^{\Pi}<\infty=E X_{1}^{+} \text {or } 0<E X_{1} \leq E\left|X_{1}\right|<\infty ;  \tag{2.4}\\
\limsup _{t \rightarrow \infty} X_{t} & =+\infty \text { a.s. } \Longleftrightarrow J_{+}^{\Pi}=\infty \text { or } 0 \leq E X_{1} \leq E\left|X_{1}\right|<\infty ;  \tag{2.5}\\
\limsup _{t \rightarrow \infty}\left(\frac{X_{t}}{t}\right) & =+\infty \text { a.s. } \Longleftrightarrow J_{+}^{\Pi}=\infty . \tag{2.6}
\end{align*}
$$

Next, let $c_{1}=\bar{\Pi}^{+}(1)+\bar{\Pi}^{-}(1)>0, \tilde{\mu}=\gamma / c_{1}$, and define, for $y>0$,

$$
\begin{equation*}
W^{\Pi}(y)=\frac{1}{c_{1}} \int_{0}^{y} \int_{x}^{\infty}|z| \Pi(d z-\tilde{\mu}) 1_{\{|z-\tilde{\mu}|>1\}} d x \tag{2.7}
\end{equation*}
$$

Note that $W^{\Pi}(y)$ is positive for all $y>0$ if $\bar{\Pi}^{-}(1)>0$, which certainly holds if $E\left(X_{1}^{-}\right)^{\frac{1}{\kappa}}=\infty$ for any $\kappa>0$, and is finite if $E X_{1}^{-}<\infty$.

Our main result gives necessary and sufficient conditions for

$$
\begin{equation*}
\limsup _{t \rightarrow \infty}\left(\frac{X_{t}}{t^{\kappa}}\right)=+\infty \text { a.s. } \tag{2.8}
\end{equation*}
$$

Theorem 2.1. The following conditions are necessary and sufficient for (2.8).
(a) For $\kappa>1$ :

$$
\begin{equation*}
\int_{[1, \infty)}\left(\frac{x^{\frac{1}{\kappa}}}{1+x^{\frac{1}{\kappa}-1} \int_{1}^{x} \bar{\Pi}^{-}(y) d y}\right) \Pi(d x)=\infty . \tag{2.9}
\end{equation*}
$$

(b) For $\kappa=1$ :

$$
\begin{equation*}
J_{+}^{\Pi}=\infty \tag{2.10}
\end{equation*}
$$

(c) For $\frac{1}{2}<\kappa<1$ and $E\left|X_{1}\right|=\infty$ :

$$
\begin{equation*}
J_{+}^{\Pi}=\infty \tag{2.11}
\end{equation*}
$$

(d) For $0 \leq \kappa \leq \frac{1}{2}$ :

$$
\begin{equation*}
J_{+}^{\Pi}=\infty \text { or } 0 \leq E X_{1} \leq E\left|X_{1}\right|<\infty . \tag{2.12}
\end{equation*}
$$

(e) For $\frac{1}{2}<\kappa<1, E\left|X_{1}\right|<\infty$, and $E X_{1} \neq 0$ :

$$
\begin{equation*}
E X_{1}>0 \tag{2.13}
\end{equation*}
$$

(f) For $\frac{1}{2}<\kappa<1, E\left|X_{1}\right|<\infty$ and $E X_{1}=0$ :

$$
\text { (i) } E\left(X_{1}^{+}\right)^{\frac{1}{\kappa}}=\infty \text {, or (ii) } E\left(X_{1}^{+}\right)^{\frac{1}{\kappa}}<\infty=E\left(X_{1}^{-}\right)^{\frac{1}{\kappa}}
$$

and

$$
\begin{equation*}
I_{\kappa}^{\Pi}(\lambda):=\int_{1}^{\infty} \exp \left\{-\lambda\left(\frac{y^{\frac{2 \kappa-1}{\kappa}}}{W^{\Pi}(y)}\right)^{\frac{\kappa}{1-\kappa}}\right\} \frac{d y}{y}=\infty \text { for all } \lambda>0 \tag{2.14}
\end{equation*}
$$

Remark 2.1. The moment conditions on $X$ in this theorem can easily be expressed in terms of the characteristics of $X$; see [10], p. 163.

Remark 2.2. Using

$$
\frac{1}{1 / a+1 / b} \leq \min (a, b)=\frac{1}{\max (1 / a, 1 / b)} \leq \frac{2}{1 / a+1 / b}, a>0, b>0
$$

the integral condition in (2.9) can alternatively be written

$$
\int_{[1, \infty)} \min \left(x^{\frac{1}{\kappa}}, \frac{x}{\int_{1}^{x} \bar{\Pi}^{-}(z) d z}\right) \Pi(d x)=\infty .
$$

In this form it corresponds to condition (1.6) of [9] for random walks (the criterion due to Chow and Zhang 1986), and, similarly, that condition can be written

$$
\begin{equation*}
\int_{[1, \infty)}\left(\frac{x^{\frac{1}{\kappa}}}{1+x^{\frac{1}{\kappa}-1} \int_{0}^{x} F(-z) d z}\right) F(d x)=\infty \tag{2.15}
\end{equation*}
$$

which is perhaps more convenient. Condition (2.15) is thus necessary and sufficient for $\lim \sup _{n \rightarrow \infty}\left(S_{n} / n^{\kappa}\right)=\infty$ a.s. (using the notation of Section 1) when $\kappa>1$.

Remark 2.3. Suppose $\bar{\Pi}^{+}(x)=0$ for all $x>0$, so that $E X_{1}^{+}<\infty$ and $\lim _{t \rightarrow \infty}$ $\left(X_{t} / t\right)=E X_{1} \in[-\infty, \infty)$ a.s. In this case we make the convention that $J_{+}^{\Pi}$ and the integral in (2.9) converge regardless of whether $\bar{\Pi}^{-}(1)>0$ or not. Then parts (a) and (b) of Theorem 2.1 remain true in the sense that neither (2.9) nor (2.10) holds. If in addition $E\left|X_{1}\right|=\infty$, so $E X_{1}^{-}=\infty$ and $\lim _{t \rightarrow \infty}\left(X_{t} / t\right)=-\infty$ a.s., part (c) of Theorem 2.1 remains true in the sense that (2.11) does not hold. If instead $E\left|X_{1}\right|<\infty$ then part (d) of Theorem 2.1 remains true since $\lim \sup _{t \rightarrow \infty}\left(X_{t} / t^{\kappa}\right)=$ $+\infty$ a.s. if and only if $E X_{1}=0$, as is shown in the proof of (2.11). Part (e) obviously remains true. The proof of Part (f) of Theorem 2.1 does not depend on $\bar{\Pi}^{+}(1)>0$, so it remains true in this spectrally negative case too.

The two-sided exit results of [9] for random walks can also be extended to Lévy processes as follows:
Theorem 2.2. (a) If $\kappa \geq 1$ or if $\frac{1}{2}<\kappa<1, E\left|X_{1}\right|<\infty$ and $E X_{1}=0$, then

$$
\limsup _{t \rightarrow \infty}\left(\frac{\left|X_{t}\right|}{t^{\kappa}}\right)=\infty \text { a.s. if and only if } E\left|X_{1}\right|^{1 / \kappa}=\infty
$$

(b) In all other cases, we have

$$
\limsup _{t \rightarrow \infty}\left(\frac{\left|X_{t}\right|}{t^{\kappa}}\right)=\infty \text { a.s. }
$$

Theorem 2.2 is proved just as in Theorem 1 of [9], using the following version of the Marcinkiewicz-Zygmund strong law of large numbers for Lévy processes. We omit the details of these, as, for the two-sided case, they are almost the same as for the random walk proofs.

Proposition 2.1. Fix $\kappa>1 / 2$. Then

$$
\limsup _{t \rightarrow \infty}\left(\frac{\left|X_{t}-c t\right|}{t^{\kappa}}\right)<\infty \text { a.s. }
$$

for some finite c implies $E\left|X_{1}\right|^{1 / \kappa}<\infty$, and $E\left|X_{1}\right|^{1 / \kappa}<\infty$ implies

$$
\lim _{t \rightarrow \infty}\left(\frac{X_{t}-c^{\prime} t}{t^{\kappa}}\right)=0 \text { a.s. }
$$

where $c^{\prime}=E X_{1}$ if $\frac{1}{2}<\kappa \leq 1$ and $c^{\prime}=0$ if $\kappa>1$.

## 3. Proof of Theorem 1.1 and Corollary 1.2

### 3.1. The u.s.f. case

Throughout this sub-section we will assume that $S_{n}=\sum_{1}^{n} X_{i}$, where the $X_{i}$ are independent and identically distributed copies of a random variable $X$ whose distribution is given by

$$
X=\left\{\begin{array}{cl}
1 & \text { with probability } p  \tag{3.1}\\
-Y & \text { with probability } q
\end{array}\right.
$$

in which $p+q=1, Y$ takes non-negative integer values only, and has finite mean $\mu$, and $E X=p-q \mu=0$.

The crucial point is that if $\sigma_{n}$ is the $n$th strict increasing ladder time of $S$ then in this u.s.f. case we have $S_{\sigma_{n}} \equiv n$, so

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\frac{S_{n}}{n^{\kappa}}\right)=\lim \sup _{n \rightarrow \infty} \frac{n}{\left(\sigma_{n}\right)^{\kappa}}=\left(\liminf _{n \rightarrow \infty}\left(\frac{\sigma_{n}}{n^{\frac{1}{\kappa}}}\right)\right)^{-\kappa} . \tag{3.2}
\end{equation*}
$$

By specialising Theorem 1 of [13] to the case $\gamma(x)=x^{1 / \kappa}$ we see that (1.5), (1.6) or (1.7) holds according as $\lambda_{0}^{*}=\infty, \lambda_{0}^{*}=0$, or $0<\lambda_{0}^{*}<\infty$, where $\lambda_{0}^{*}=\inf \left\{\lambda>0: I_{\kappa}^{(0)}(\lambda)<\infty\right\}$, and, writing $(1-\kappa)^{-1}=\gamma \in(2, \infty)$ and $A_{\sigma}(x)=\int_{0}^{x} P(\sigma>y) d y$,

$$
\begin{equation*}
I_{\kappa}^{(0)}(\lambda)=\int_{1}^{\infty} \exp \left\{-\lambda x^{-1}\left(A_{\sigma}(x)\right)^{\gamma}\right\} \frac{d x}{x} . \tag{3.3}
\end{equation*}
$$

Here we have written $\sigma$ for a random variable with the distribution of $\sigma_{1}$. Now put $\psi_{\sigma}(\lambda)=E\left(e^{-\lambda \sigma}\right)$; then Corollary 5.1 of the Appendix tells us that the ratio

$$
\frac{A_{\sigma}(x)}{x\left(1-\psi_{\sigma}(1 / x)\right)}
$$

is bounded above and below by positive constants for all $x>0$. It follows that the previous statement holds good with $\lambda_{0}^{*}$ replaced by $\lambda_{1}^{*}$, where the latter is defined by replacing $I_{\kappa}^{(0)}(\lambda)$ by

$$
\begin{equation*}
I_{\kappa}^{(1)}(\lambda)=\int_{1}^{\infty} \exp \left\{-\lambda x^{\gamma-1}\left(1-\psi_{\sigma}(1 / x)\right)^{\gamma}\right\} \frac{d x}{x} \tag{3.4}
\end{equation*}
$$

To relate this to the distribution of $X$, note that $-X$ is left-continuous, in the notation of p .185 of Spitzer [12]. Let $Q(z)=E\left(z^{-X+1}\right)$, which is the analogue in our notation of Spitzer's $P(z)$. Our $\sigma$, the first upwards ladder time of $S$, is Spitzer's $T^{*}$, the first downwards ladder time of $-S$, so our $\psi_{\sigma}(z)=E\left(e^{-z \sigma}\right)=E\left(t^{T^{*}}\right)$, with $t=e^{-z}, 0<t<1, z>0$, in Spitzer's notation. Thus from p. 228 of [12] we have

$$
\begin{equation*}
Q\left(\psi_{\sigma}(z)\right)=e^{z} \psi_{\sigma}(z), \text { for } 0<z \leq 1 \tag{3.5}
\end{equation*}
$$

Now the fact that $E X=0$ shows that $\Phi_{X}(\lambda):=E\left(e^{\lambda X}\right)-1$ has a positive derivative on $(0, \infty)$ for $\lambda>0$ and hence possesses a strictly increasing inverse function $\Phi_{X}^{\overleftarrow{ }}(\cdot)$ on $(0, \infty)$. From (3.5)

$$
\Phi_{X}\left(-\log \psi_{\sigma}(z)\right)=\frac{Q\left(e^{-\left(-\log \psi_{\sigma}(z)\right)}\right)}{e^{-\left(-\log \psi_{\sigma}(z)\right)}}-1=e^{z}-1
$$

so, for all $z>0$,

$$
\psi_{\sigma}(z)=\exp \left(-\Phi_{X}^{\overleftarrow{ }}\left(e^{z}-1\right)\right)
$$

Thus, as $x \rightarrow \infty$,

$$
1-\psi_{\sigma}(1 / x) \asymp-\log \psi_{\sigma}(1 / x)=\Phi_{X}^{\overleftarrow{( }}\left(e^{1 / x}-1\right)
$$

This allows us to replace $1-\psi_{\sigma}(1 / x)$ in $I_{\kappa}^{(1)}(\lambda)$ by $\Phi_{X}^{\overleftarrow{( }}\left(e^{1 / x}-1\right)$, and if we then write $e^{1 / x}=1+1 / y$ in the resulting integral we see easily that we can replace $\lambda_{1}^{*}$ by $\lambda_{2}^{*}$, defined by replacing $I_{\kappa}^{(1)}(\lambda)$ by

$$
I_{\kappa}^{(2)}(\lambda)=\int_{1}^{\infty} \exp \left[-\lambda y^{\gamma-1}\left\{\Phi_{X}^{\overleftarrow{( }}(1 / y)\right\}^{\gamma}\right] \frac{d y}{y}
$$

A further change of variable $z=1 / \Phi_{X}^{\overleftarrow{K}}(1 / y)$ shows that we can replace $\lambda_{2}^{*}$ by $\lambda_{3}^{*}$, defined by replacing $I_{\kappa}^{(2)}(\lambda)$ by

$$
I_{\kappa}^{(3)}(\lambda)=\int_{1}^{\infty} \exp \left\{-\lambda\left(\Phi_{X}(1 / z)\right)^{1-\gamma} z^{-\gamma}\right\} \frac{\Phi_{X}^{\prime}(1 / z) d z}{z^{2} \Phi_{X}(1 / z)}
$$

In the appendix we will prove the following result.

Lemma 3.1. Assume (3.1) holds, and that $E Y^{2}=\infty$. Then, with $\Phi_{X}(\lambda)=$ $E\left(e^{\lambda X}\right)-1$ and

$$
\begin{equation*}
V(x)=V_{Y}(x)=\int_{0}^{x} \int_{y}^{\infty} z P(Y \in d z) d y \tag{3.6}
\end{equation*}
$$

we have

$$
\begin{equation*}
\Phi_{X}(\lambda) \asymp \lambda^{2} V(1 / \lambda) \text { and } \Phi_{X}^{\prime}(\lambda) \asymp \lambda V(1 / \lambda) \text { as } \lambda \downarrow 0, \tag{3.7}
\end{equation*}
$$

where " $\asymp$ as $\lambda \downarrow 0$ " means that the ratio of the two sides is bounded above and below by positive constants on some interval $\left(0, \lambda_{0}\right]$.

Using this result, and noting that in this case $W(y)=q V(y)$, we see that we can replace $\lambda_{3}^{*}$ by $\lambda^{*}$, as required.

### 3.2. The general case.

Now suppose that $X$ has any distribution satisfying (1.2). Then, as pointed out in [9], the Marcinkiewicz-Zygmund law (see [2], p. 125) gives

$$
\frac{\sum_{i=1}^{n}\left\{X_{i}^{+}-E\left(X_{i} \mid X_{i}>0\right) \mathbf{1}_{\left(X_{i}>0\right)}\right\}}{n^{\kappa}} \xrightarrow{\text { a.s. }} 0,
$$

and this means can we replace $X_{i}$ by the constant $E\left(X_{i} \mid X_{i}>0\right)$ when $X_{i}>0$, without affecting the value of $\lim \sup _{n \rightarrow \infty}\left(S_{n} / n^{\kappa}\right)$, or of course $\lambda^{*}$. In other words there is no loss of generality in assuming that $X$ can take only one positive value; furthermore by scaling, we can take this value to be 1 . Thus we almost have the situation discussed in the previous sub-section, the difference being that in the representation (3.1) the non-negative random variable $Y$ has an arbitrary distribution, rather than one concentrated on the integers. However the random walk $S^{(0)}$ defined by

$$
S_{n}^{(0)}=\sum_{i=1}^{n} X_{i}^{(0)}, \text { where } X_{i}^{(0)}=\left\lfloor X_{i}\right\rfloor
$$

and $\lfloor x\rfloor$ denotes the integer part of $x$, is u.s.f.. Moreover, the i.i.d. sequence $Z_{i}=$ $X_{i}-X_{i}^{(0)}$ take values in $[0,1), X_{i}=1$ implies $Z_{i}=0$, and $p:=E\left(Z_{i} \mid Z_{i}>\right.$ $0) \in(0,1)$ if $S$ is not u.s.f., which we assume from now on. Let $I_{1}, I_{2}, \cdots$, denote a sequence of i.i.d. random variables, independent of $S$, with $P\left(I_{r}=1\right)=p$ and $P\left(I_{r}=0\right)=1-p$, and define another u.s.f. random walk by

$$
S_{n}^{(1)}=\sum_{r=1}^{n} X_{r}^{(1)} \text { where } X_{r}^{(1)}=X_{r}^{(0)}+I_{r} \mathbf{1}_{\left\{Z_{r} \neq 0\right\}}
$$

The point is that

$$
E X_{r}^{(1)}=E X_{r}^{(0)}+p P\left\{Z_{r} \neq 0\right\}=E X_{r}^{(0)}+E Z_{r}=E X_{r}=0,
$$

and

$$
S_{n}=S_{n}^{(1)}+S_{n}^{(2)}, \text { where } S_{n}^{(2)}=\sum_{r=1}^{n} V_{r} \text { and } V_{r}=Z_{r}-I_{r} \mathbf{1}_{\left\{Z_{r} \neq 0\right\}}
$$

Now $S^{(2)}$ is a random walk whose steps take values in $[-1,1]$ and have zero mean. Thus by the Marcinkiewicz-Zygmund law

$$
\frac{S_{n}^{(2)}}{n^{\kappa}} \rightarrow 0 \text { a.s. }
$$

and consequently (1.5) holds for $S$ if and only if it holds for $S^{(1)}$. By construction (1.2) holds for $X^{(1)}$, and we finish the proof by showing that the $\lambda^{*}$ of Theorem 1.1 evaluated for $S$ and for $S^{(1)}$ are the same. Since $E\left(X^{-}\right)^{\frac{1}{\kappa}}=\infty \operatorname{implies} W(y) \rightarrow \infty$ as $y \rightarrow \infty$ this will certainly follow if we can show that, in the obvious notation,

$$
\sup _{y>0}\left|W(y)-W^{(1)}(y)\right|<\infty .
$$

However, using the representations

$$
\begin{aligned}
W(y) & =\int_{0}^{y} E\{|X| ; X \leq-z\} d z \\
W^{(1)}(y) & =\int_{0}^{y} E\{|X+V| ; X+V \leq-z\} d z,
\end{aligned}
$$

where $|V| \leq 1$ a.s., this is easy to check.
Proof of Corollary 1.1. Fix $\frac{1}{2}<\kappa<1, E|X|<\infty$, and $E X=0$. Suppose (1.5) holds. If $E\left(X^{+}\right)^{\frac{1}{\kappa}}<\infty$ and $E\left(X^{-}\right)^{\frac{1}{\kappa}}<\infty$, that is, $E|X|^{\frac{1}{\kappa}}<\infty$, then $\lim _{n \rightarrow \infty}\left(S_{n}-n E X\right) / n^{\kappa}=\lim _{n \rightarrow \infty}\left(S_{n} / n^{\kappa}\right)=0$ a.s. by the Marcinkiewicz-Zygmund law, a contradiction. If $E\left(X^{+}\right)^{\frac{1}{\kappa}}<\infty=E\left(X^{-}\right)^{\frac{1}{\kappa}}$, then also $I_{\kappa}(\lambda)=\infty$ for all $\lambda>0$ or else we get a contradiction from Theorem 1.1.

Conversely, if $E\left(X^{+}\right)^{\frac{1}{\kappa}}=\infty$ then (1.5) holds by Part (f) of Theorem 2 of [9], while if $E\left(X^{+}\right)^{\frac{1}{\kappa}}<\infty=E\left(X^{-}\right)^{\frac{1}{\kappa}}$ and $I_{\kappa}(\lambda)=\infty$ for all $\lambda>0$ then (1.5) follows from Part (i) of Theorem 1.1.

## 4. Proof of Theorem 2.1

We will make repeated use of results of [4], [5] and [6] to transfer between the Lévy process and approximating random walks. For the "large time" $(t \rightarrow \infty)$ results we are concerned with here, "small jumps" in $X$ can be neglected, with some care. Most useful is a representation in [4] which leads to inequality (4.6) below. Let $J_{n}$ be the $n-$ th jump in $X$ with absolute value exceeding 1 , occurring at time $\tau_{n}$, say. Since we assume $c_{1}=\bar{\Pi}^{+}(1)+\bar{\Pi}^{-}(1)>0$, there are such jumps and the $\left(J_{i}\right)_{i=1,2, \ldots}$ are i.i.d. with distribution $\Pi(d x) 1_{\{|x|>1\}} / c_{1}$.
(a) Keep $\kappa>1$. Suppose the integral in (2.9) is infinite. Then

$$
\begin{equation*}
\int_{[1, \infty)}\left(\frac{x^{\frac{1}{\kappa}}}{1+x^{\frac{1}{\kappa}-1} \int_{0}^{x} P\left(J_{1} \leq-z\right) d z}\right) d P\left(J_{1} \leq x\right)=\infty \tag{4.1}
\end{equation*}
$$

so from (1.6) of [9] (and see also Remark 2.2) we get that $\lim \sup _{n \rightarrow \infty}\left(\sum_{1}^{n} J_{i} / n^{\kappa}\right)=+\infty$ a.s. Since $\kappa>1$ this means $\lim \sup _{n \rightarrow \infty}\left(\sum_{1}^{n}\left(J_{i}+\tilde{\mu}\right) / n^{\kappa}\right)=+\infty$ a.s. for any $\tilde{\mu} \in \mathbb{R}$. Now by (2.19) of [6],

$$
\begin{equation*}
\hat{S}_{n}=\sum_{i=1}^{n}\left(J_{i}+\tilde{\mu}\right)+\sum_{i=1}^{n} W_{i}=S_{n}^{*}+\sum_{i=1}^{n} W_{i}, \text { say } \tag{4.2}
\end{equation*}
$$

where $\tilde{\mu}=\gamma / c_{1}$, and the $W_{i}$ are i.i.d. random variables with expectation 0 and a finite moment generating function (m.g.f.). So $\lim \sup _{n \rightarrow \infty}\left(S_{n}^{*} / n^{\kappa}\right)=+\infty$ a.s. We can write (see the display after (2.19) of [6])

$$
\begin{equation*}
X_{t}=S_{N_{t}}^{*}-\gamma\left(N_{t}-c_{1} t\right) / c_{1}+\bar{X}_{t}, \tag{4.3}
\end{equation*}
$$

where $N_{t}=\max \left\{n: \tau_{n} \leq t\right\}$ is a Poisson process of rate $c_{1}$, and $\bar{X}$ is a Lévy process with $E \bar{X}_{t}=0$, having a finite m.g.f. for each $t>0$, and being independent of $S$. and $N$. , which are also independent processes. Since $\lim _{t \rightarrow \infty}\left(N_{t} / t\right)=c_{1}$ a.s. and both $N_{t}-c_{1} t$ and $\bar{X}_{t}$ are $o(t)$ a.s. as $t \rightarrow \infty$ by the strong law of large numbers, we get

$$
\begin{equation*}
\limsup _{t \rightarrow \infty}\left(\frac{X_{t}}{t^{\kappa}}\right)=\infty \text { a.s. } \tag{4.4}
\end{equation*}
$$

as required. Conversely, still with $\kappa>1$, let (4.4) hold. Then (4.3) and the strong law give $\lim \sup _{t \rightarrow \infty}\left(S_{N_{t}}^{*} / N_{t}^{\kappa}\right)=+\infty$ a.s., so

$$
\limsup _{t \rightarrow \infty}\left(\sum_{1}^{N_{t}}\left(J_{i}+\tilde{\mu}\right) / N_{t}^{\kappa}\right)=+\infty \text { a.s. }
$$

thus $\lim \sup _{n \rightarrow \infty}\left(\sum_{1}^{n} J_{i} / n^{\kappa}\right)=+\infty$ a.s. Thus (4.1) holds by (1.6) of [9]. But (4.1) is equivalent to (2.9).
(b) (2.10) is immediate from (2.6).
(c) Keep $\frac{1}{2}<\kappa<1$ and $E\left|X_{1}\right|=\infty$. Then (4.4) implies $\lim \sup _{t \rightarrow \infty} X_{t}=$ $+\infty$ a.s. and hence $J_{+}^{\Pi}=\infty$ by (2.5) and the fact that $E\left|X_{1}\right|=\infty$. Conversely, suppose $J_{+}^{\Pi}=\infty$. Then for all constants $\tilde{\mu} \in \mathbb{R}$,

$$
\begin{equation*}
J_{+}(\tilde{\mu}):=\int_{[\tilde{\mu}, \infty)}\left(\frac{x d P\left(\left(J_{1}+\tilde{\mu}\right)^{+} \leq x\right)}{\int_{0}^{x} P\left(J_{1}+\tilde{\mu} \leq-y\right) d y}\right)=\infty \tag{4.5}
\end{equation*}
$$

To show this, suppose $J_{+}(\tilde{\mu})<\infty$ for some $\tilde{\mu} \in \mathbb{R}$. If $E\left(J_{1}+\tilde{\mu}\right)^{-}<\infty$, or, equivalently, $E J_{1}^{-}<\infty$, then the denominator of (4.5) is
bounded as $x \rightarrow \infty$ and so $J_{+}^{\Pi}<\infty$, a contradiction. Consequently $E\left(J_{1}+\tilde{\mu}\right)^{-}=$ $\infty$, so $E J_{1}^{-}=\infty$ and thus, as $x \rightarrow \infty$,

$$
\int_{1}^{x} P\left(J_{1}+\tilde{\mu} \leq-y\right) d y=\int_{1+\tilde{\mu}}^{x+\tilde{\mu}} P\left(J_{1} \leq-y\right) d y \sim \int_{0}^{x} P\left(J_{1} \leq-y\right) d y
$$

This means that

$$
\begin{aligned}
J_{+}(\tilde{\mu}) & =\int_{(0, \infty)}\left(\frac{x+\tilde{\mu}}{\int_{\tilde{\mu}}^{x+2 \tilde{\mu}} P\left(J_{1} \leq-y\right) d y}\right) d P\left(J_{1}^{+} \leq x\right) \\
& \sim \int_{(0, \infty)}\left(\frac{x}{\int_{1}^{x} P\left(J_{1} \leq-y\right) d y}\right) d P\left(J_{1}^{+} \leq x\right)
\end{aligned}
$$

is also infinite, thus $J_{+}^{\Pi}<\infty$, a contradiction. So (4.5) holds.
Now (4.5) together with $E\left|J_{1}+\tilde{\mu}\right|=\infty$ gives $\lim \sup _{n \rightarrow \infty}\left(S_{n}^{*} / n^{\kappa}\right)=+\infty$ a.s., where $S_{n}^{*}=\sum_{1}^{n}\left(J_{i}+\tilde{\mu}\right)$, by [9], equation (1.8). Thus by (4.2) and the law of the iterated logarithm, $\lim \sup _{n \rightarrow \infty}\left(\hat{S}_{n} / n^{\kappa}\right)=+\infty$ a.s.. From equations (1.3) and (1.8) of [4] we see that

$$
\begin{equation*}
S_{n}^{(-)}+\tilde{i}_{0} \leq X_{t} \leq S_{n}^{(+)}+\tilde{m}_{0}, \text { for } \tau_{n} \leq t<\tau_{n+1} \tag{4.6}
\end{equation*}
$$

where $S^{(-)}$and $S^{(+)}$are random walks with the same distribution as $\hat{S}$, and $\tilde{i}_{0}$ and $\tilde{m}_{0}$ are finite random variables. Thus

$$
\limsup _{n \rightarrow \infty}\left(\frac{S_{n}^{(-)}}{n^{\kappa}}\right)=\limsup _{n \rightarrow \infty}\left(\frac{\hat{S}_{n}}{n^{\kappa}}\right)=+\infty \text { a.s. }
$$

Then (4.6) together with $\tau_{n} \sim c_{1} n$ a.s. gives

$$
\limsup _{n \rightarrow \infty}\left(\frac{X_{\tau_{n}}}{\tau_{n}^{\kappa}}\right)=\frac{1}{c_{1}^{\kappa}} \limsup _{n \rightarrow \infty}\left(\frac{S_{n}^{(-)}}{n^{\kappa}}\right)=+\infty \text { a.s. }
$$

so (4.4) holds for this case.
(d) Keep $0 \leq \kappa \leq \frac{1}{2}$. Then (4.4) implies (4.4) for $\kappa=0$, so $J_{+}^{\Pi}=\infty$ or $0 \leq E X_{1} \leq E\left|X_{1}\right|<\infty$ by (2.5). If $J_{+}^{\Pi}=\infty$ then (4.4) holds for $\kappa=1$ hence for $0 \leq \kappa \leq 1 / 2$ by (2.6). So suppose $0 \leq E X_{1} \leq E\left|X_{1}\right|<\infty$. If $E X_{1}>0$ we have $\lim _{t \rightarrow \infty}\left(X_{t} / t\right)=E X_{1}>0$ by the strong law, so (4.4) holds for $0 \leq \kappa \leq 1 / 2$. Finally, suppose $E X_{1}=0$. Now $X_{n}=\sum_{1}^{n} \Delta X_{i}$, where $\Delta X_{i}=X_{i}-\overline{X_{i-1}}$ are i.i.d. as $X_{1}$, thus $0 \leq E \Delta X_{1} \leq E\left|\Delta X_{1}\right|<\infty$, and so $\lim \sup _{n \rightarrow \infty}\left(X_{n} / \sqrt{n}\right)=+\infty$ a.s. by [9], Eq. (1.9). But this implies (4.4) for $0 \leq \kappa \leq 1 / 2$.
(e) Keep $\frac{1}{2}<\kappa<1, E\left|X_{1}\right|<\infty, E X_{1} \neq 0$. Clearly $E X_{1}>0$ implies (4.4) by the strong law, while (4.4) implies $J_{+}^{\Pi}=\infty$ or $0 \leq E X_{1} \leq E\left|X_{1}\right|<\infty$ by (2.5). In the present case, since $E\left|X_{1}\right|<\infty, E X_{1} \neq 0$, we must have $E X_{1}>0$.
(f) Keep $\frac{1}{2}<\kappa<1, E\left|X_{1}\right|<\infty$, and $E X_{1}=0$. Suppose $E\left(X_{1}^{+}\right)^{\frac{1}{\kappa}}=$ $\infty$. Then from Corollary 1.1, we get $\lim \sup _{n \rightarrow \infty}\left(X_{n} / n^{\kappa}\right)=+\infty$ a.s., hence $\lim \sup _{t \rightarrow \infty}\left(X_{t} / t^{\kappa}\right)=+\infty$ a.s.

Alternatively, suppose $E\left(X_{1}^{+}\right)^{\frac{1}{\kappa}}<\infty=E\left(X_{1}^{-}\right)^{\frac{1}{\kappa}}$ and (2.14) holds. From the definition of $W^{\Pi}(y)$ in (2.7) we see that

$$
\begin{equation*}
W^{\Pi}(y)=\int_{0}^{y} \int_{-\infty}^{-x}|z| P\left(J_{1}+\tilde{\mu} \in d z\right) d x \tag{4.7}
\end{equation*}
$$

coincides with the $W$ of Section 1 evaluated for $J_{1}+\tilde{\mu}$. Recall from (4.2) that $S_{n}^{*}=\sum_{1}^{n}\left(J_{i}+\tilde{\mu}\right)$, where $\tilde{\mu}=\gamma / c_{1}$. Now $E\left|X_{1}\right|<\infty$ gives $E\left|J_{1}+\tilde{\mu}\right|<\infty$, while, from (4.3), $E X_{1}=0$ implies $E S_{n}^{*}=0$ hence $E\left(J_{1}+\tilde{\mu}\right)=0$. Also, $E\left(X_{1}^{+}\right)^{\frac{1}{\kappa}}<\infty$ implies $E\left(\left(J_{1}+\tilde{\mu}\right)^{+}\right)^{\frac{1}{\kappa}}<\infty$, and, similarly, $E\left(X_{1}^{-}\right)^{\frac{1}{\kappa}}=\infty$ implies $E\left(\left(J_{1}+\tilde{\mu}\right)^{-}\right)^{\frac{1}{\kappa}}=\infty$. Thus, with (4.7), we can apply Corollary 1.2 to get

$$
\limsup _{n \rightarrow \infty}\left(\frac{\sum_{i=1}^{n}\left(J_{i}+\tilde{\mu}\right)}{n^{\kappa}}\right)=\limsup _{n \rightarrow \infty}\left(\frac{S_{n}^{*}}{n^{\kappa}}\right)=+\infty \text { a.s. }
$$

So $\lim \sup _{n \rightarrow \infty}\left(S_{n}^{(-)} / n^{\kappa}\right)=+\infty$ a.s. and (4.4) holds, by (4.6).
Conversely, assume (4.4). Then (4.3) and the law of the iterated logarithm give $\lim \sup _{n \rightarrow \infty}\left(S_{n}^{*} / n^{\kappa}\right)=+\infty$ a.s. As above, we have $E\left(J_{1}+\tilde{\mu}\right)=0$, so we can apply Corollary 2 to see that $E\left(\left(J_{1}+\tilde{\mu}\right)^{+}\right)^{\frac{1}{\kappa}}=\infty$, hence $E\left(J_{1}^{+}\right)^{\frac{1}{\kappa}}=\infty$ and $E\left(X_{1}^{+}\right)^{\frac{1}{\kappa}}=\infty$, or else $E\left(J_{1}^{+}\right)^{\frac{1}{\kappa}}<\infty=E\left(J_{1}^{-}\right)^{\frac{1}{\kappa}}$, thus $E\left(X_{1}^{+}\right)^{\frac{1}{\kappa}}<\infty=E\left(X_{1}^{-}\right)^{\frac{1}{\kappa}}$ and (by virtue of (4.7)), (2.14) holds.

## 5. Appendix

We want to establish some inequalities involving $\phi_{Y}(\lambda)=E\left(e^{-\lambda Y}\right)$, where $Y$ is an arbitrary non-negative random variable, but we start with a more general set-up.

Lemma 5.1. Suppose that for $\lambda>0$

$$
\begin{equation*}
f(\lambda)=\lambda \int_{0}^{\infty} e^{-\lambda y} U(y) d y=\int_{0}^{\infty} e^{-y} U(y / \lambda) d y \tag{5.1}
\end{equation*}
$$

where $U$ is non-negative, non-decreasing, and such that there is a positive constant $c$ with

$$
\begin{equation*}
U(2 x) \leq c U(x) \text { for all } x>0 \tag{5.2}
\end{equation*}
$$

Then

$$
\begin{equation*}
U(x) \asymp f(1 / x) \tag{5.3}
\end{equation*}
$$

where $\asymp$ means that the ratio of the two sides is bounded above and below by positive constants for all $x>0$.

Proof. (This proof is similar to that of Proposition 1, p. 74 of Bertoin [1]. Since (5.2) implies that $U$ is O-regularly varying, it is also related to a Tauberian theorem
for functions of dominated variation, due to de Haan and Stadtmūller, [8].) It is immediate from (5.1) that for any $k>0, \lambda>0$,

$$
\begin{equation*}
U(k / \lambda)=e^{k} U(k / \lambda) \int_{k}^{\infty} e^{-y} d y \leq e^{k} \int_{k}^{\infty} e^{-y} U(y / \lambda) d y \leq e^{k} f(\lambda) \tag{5.4}
\end{equation*}
$$

and with $k=1$ this is one of the required bounds. Next, condition (5.2) gives

$$
f(\lambda / 2)=\int_{0}^{\infty} e^{-y} U(2 y / \lambda) d y \leq c \int_{0}^{\infty} e^{-y} U(y / \lambda) d y=c f(\lambda)
$$

Using this and rewriting (5.4) as

$$
U(y / \lambda)=U((y / 2) /(\lambda / 2)) \leq e^{y / 2} f(\lambda / 2)
$$

gives, for any $x>0$,

$$
\begin{aligned}
f(\lambda) & \leq U(x / \lambda) \int_{0}^{x} e^{-y} d y+f(\lambda / 2) \int_{x}^{\infty} e^{y / 2} e^{-y} d y \\
& =\left(1-e^{-x}\right) U(x / \lambda)+2 f(\lambda / 2) e^{-x / 2} \\
& \leq\left(1-e^{-x}\right) U(x / \lambda)+2 c f(\lambda) e^{-x / 2} .
\end{aligned}
$$

Assuming, with no loss of generality, that $c>1 / 4$, and choosing $x=x_{0}:=2 \log 4 c$ and an integer $n_{0}$ with $2^{n_{0}} \geq x_{0}$ we deduce, using (5.2) again, that

$$
f(\lambda) \leq 2\left(1-\frac{1}{16 c^{2}}\right) U\left(x_{0} / \lambda\right) \leq 2 c^{n_{0}}\left(1-\frac{1}{16 c^{2}}\right) U(1 / \lambda),
$$

and this is the other bound.
Corollary 5.1. Let $\phi_{Y}(\lambda)=E\left(e^{-\lambda Y}\right)$, where $Y$ is an arbitrary non-negative random variable, and for $x>0$ put $A_{Y}(x)=\int_{0}^{x} P(Y>y) d y$. Then

$$
\begin{equation*}
1-\phi_{Y}(x) \asymp x A_{Y}(1 / x) . \tag{5.5}
\end{equation*}
$$

Proof. Two integrations by parts give

$$
f(\lambda):=\frac{1-\phi_{Y}(\lambda)}{\lambda}=\int_{0}^{\infty} e^{-\lambda y} P(Y>y) d y=\lambda \int_{0}^{\infty} e^{-\lambda y} A_{Y}(y) d y
$$

which is (5.1) with $U(y)=A_{Y}(y)$, and it is obvious that (5.2) holds for $A_{Y}$ with $c=2$.

Corollary 5.2. Let $\phi_{Y}(\lambda)=E\left(e^{-\lambda Y}\right)$, where $Y$ is an arbitrary non-negative random variable with finite mean $\mu>0$, and for $x>0$ put

$$
V_{Y}(x)=\int_{0}^{x} \int_{y}^{\infty} z P(Y \in d z) d y
$$

Then

$$
\begin{equation*}
\mu+\phi_{Y}^{\prime}(x) \asymp x V_{Y}(1 / x) \tag{5.6}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\phi_{Y}(x)-1+\mu x \asymp x^{2} V_{Y}(1 / x) . \tag{5.7}
\end{equation*}
$$

Proof. Note that $V_{Y}(x)=\mu A_{Z}(x)$, where the distribution of $Z$ is given by

$$
P(Z \in d y)=\frac{y P(Y \in d y)}{\mu}
$$

Since $\phi_{Z}(\lambda):=E\left(e^{-\lambda Z}\right)=-\phi_{Y}^{\prime}(\lambda) / \mu$, (5.6) follows from (5.5), and then (5.7) follows by integration.

We can now prove Lemma 3.1:
Proof. Just note that with $\phi_{Y}(\lambda)=E\left(e^{-\lambda Y}\right)$ we have

$$
\begin{aligned}
\Phi_{X}(\lambda)-1 & =p\left(e^{\lambda}-1\right)+q\left(\phi_{Y}(\lambda)-1\right) \\
& =p\left(e^{\lambda}-1-\lambda\right)+q\left(\phi_{Y}(\lambda)-1+\mu \lambda\right) \\
& =q\left(\phi_{Y}(\lambda)-1+\mu \lambda\right)+O\left(\lambda^{2}\right),
\end{aligned}
$$

and

$$
\Phi_{X}^{\prime}(\lambda)=p\left(e^{\lambda}-1\right)+q\left(\phi_{Y}^{\prime}(\lambda)+\mu\right)=q\left(\phi_{Y}^{\prime}(\lambda)+\mu\right)+O(\lambda)
$$

and use (5.6) and (5.7).
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