
Periodic solutions of discrete Volterra equations

Baker, Christopher and Song, Yihong

2004

MIMS EPrint: 2007.135

Manchester Institute for Mathematical Sciences
School of Mathematics

The University of Manchester

Reports available from: http://eprints.maths.manchester.ac.uk/
And by contacting: The MIMS Secretary

School of Mathematics

The University of Manchester

Manchester, M13 9PL, UK

ISSN 1749-9097

http://eprints.maths.manchester.ac.uk/


Mathematics and Computers in Simulation 64 (2004) 521–542

Periodic solutions of discrete Volterra equations�

Christopher T.H. Bakera,∗, Yihong Songb
a Department of Mathematics, The Victoria University of Manchester, Oxford Road, Manchester M13 9PL, UK

b c/o Department of Mathematics, Suzhou University, Suzhou, Jiangsu 215006, PR China

Received 19 December 2002; received in revised form 14 October 2003; accepted 14 October 2003

Abstract

In this paper, we investigate periodic solutions of linear and nonlinear discrete Volterra equations of convolution
or non-convolution type with unbounded memory.

For linear discrete Volterra equations of convolution type, we establish Fredholm’s alternative theorem and for
equations of non-convolution type, and we prove that a unique periodic solution exists for a particular bounded initial
function under appropriate conditions. Further, this unique periodic solution attracts all other solutions with bounded
initial function. All solutions of linear discrete Volterra equations with bounded initial functions are asymptotically
periodic under certain conditions. A condition for periodic solutions in the nonlinear case is established.
© 2003 IMACS. Published by Elsevier B.V. All rights reserved.
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1. Introduction

In the widest use of the term, “Volterra equations” are equations that arecausalor non-anticipative.
Discrete Volterra equations (DVEs) can be considered as the discrete analogue of classical Volterra integral
equations such as

x(t) = f(t) +
∫ t

−∞
B(t, s)x(s)ds, (1.1a)

and

x(t) = f(t) +
∫ t

0
B(t, s)x(s)ds, (1.1b)
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or corresponding integro-differential equations[12], and they arise, in particular, when one applies certain
numerical methods[1,3] to Volterra integral (or integro-differential) equations. (They also arise directly,
from modelling of discrete systems.)

The discrete analogues of (1.1a) could quite properly be described as Volterrasummationequations.
In a preceding work[2], we established several fixed-point theorems for discrete Volterra operators

and related existence results of solutions of discrete Volterra equations. This paper is devoted to the study
of periodic or asymptotically periodic(see below) solutions of linear and nonlinear discrete Volterra
“summation” equations with unbounded memory, which may be of convolution or non-convolution type.
We first consider the linear system

x(n) =
n∑

j=−∞
B(n, j)x(j), n ≥ 0, (1.2a)

and1 the corresponding inhomogeneous form

x(n) = f(n) +
n∑

j=−∞
B(n, j)x(j), n ≥ 0. (1.2b)

In addition, we consider (inSection 4) equations of the form

x(n) = f(n) +
n∑
0

B(n, j)x(j), n ≥ 0. (1.2c)

We also discuss the corresponding convolution equations, e.g.,

x(n) =
n∑

j=−∞
K(n − j)x(j), n ≥ 0, (1.2d)

or

x(n) = f(n) +
n∑

j=−∞
K(n − j)x(j), n ≥ 0, (1.2e)

where we shall assume a summability condition
∑∞

n=0 |K(n)| < ∞.
The above equations will be considered ind-dimensional Euclidean spaceEd , where we takeE to be

consistently eitherR or C. We assume thatf(n) ∈ Ed for n = 0,1,2, . . . , that the matricesB(n, j) ∈
E
d×d , for n, j ∈ {0,1,2, . . . }, satisfyB(n, j) ≡ 0 for j > n, or thatK(n) ∈ Ed×d for n ∈ {0,1,2, . . . }

and we seek a solution{x(n)}n≥0 in the appropriate space, withx(n) ∈ Ed for n = 0,1,2, . . . , given
appropriatex(n) ∈ Ed for n = −1,−2,−3, . . . . A solution {x(n)}n≥0 of Eq. (1.2a)or of (1.2b) is
said to be aperiodic solutionif there existsN ∈ Z+ such thatx(n + N) = x(n) for n ≥ 0. (When
{x(n) ≡ x(n, φ)}n≥0 is a periodic solution, it does not follow thatx(n + N) = x(n) for n < 0.)

In [10], Elaydi et al. gave an overview of results, that have been obtained in the last two decades, on
the existence of periodic solutions of difference equations. That survey covers both ordinary difference

1 Eq. (1.2b)can be converted to an explicit problem, in simple cases; (1.2b) includes corresponding explicit problems as a
special case. Generally, we cannot in practice convert implicit nonlinear discrete Volterra equations (see, e.g.,Section 5) to an
explicit form.
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equations, such asx(n + 1) = A(n)x(n), and Volterra difference equations. Although several papers
[6,8–10] relate to periodic solutions of systems of explicit difference equations, little work has been
done on questions of the periodic solution of implicit Volterra summation equations, to the best of our
knowledge.

The structure of this paper is as follows. InSection 2, we give a representation theorem for periodic
sequences. InSection 3, we deal with periodic solutions of linear convolution discrete Volterra equations
and give Fredholm’s alternative for this system. InSection 4, we establish, for non-convolution discrete
Volterra equations, the existence of a unique periodic solution of (1.2b). This result is obtained under more
general conditions than those given in[6] for Volterra difference equations, and we prove the attractivity
of the periodic solution. In fact, we prove that all solutions of (1.2b) with bounded initial functions are
asymptotically periodic.

In Section 5, we discuss nonlinear discrete Volterra equations, which include nonlinear “ordinary”
implicit difference equations as a special case, and prove the existence of a unique periodic solution under
certain conditions. We investigate periodic solutions of linear and nonlinear discrete Volterra equations
of convolution or non-convolution type with unbounded memory.

2. Preliminaries

We formalize our notation. Denote byZ,Z+,Z−, respectively, the set of integers, the set of nonnegative
integers, and the set of non-positive integers. In the following, we use| · | to denote a norm of a vector in
E
d and also the corresponding subordinate norm of a matrix acting on the corresponding Banach space

of vectors.

Definition 2.1. We denote byS(Ed) = {ξ : ξ = {ξn}n≥0, ξn ∈ Ed} the linear space of sequences inEd . A
sequence{ξ(n)}n≥0 ∈ S(Ed) is periodic of periodN ∈ Z+ if ξ(n + N) = ξ(n) for n ≥ 0, and forN ≥ 0
we denote byPN(E

d) the space ofN-periodic sequences inS(Ed):

PN(E
d) := {ξ|ξ = {ξn}n≥0 ∈ S(Ed), ξn+N = ξn, n ≥ 0}, (2.1a)

with norm‖ξ‖ = sup0≤n≤N−1 |ξn|. With this norm,PN(E
d) is a finite-dimensional Banach space whose

elements areN-periodic sequences; further,PN(E
d) is a subspace of the Banach space�∞(Ed)of bounded

sequences,

�∞(Ed) := {ξ ∈ S(Ed), ‖ξ‖∞ = sup
n≥0

|ξn| < ∞}. (2.1b)

To discuss the solution of equations such as (1.2a), we need to introduce the concept of an initial
function.

Definition 2.2. We define aninitial functionφ(n) for (1.2a) or (1.2b) as a function fromZ− toEd , such
thatx(n, φ) = φ(n) for n ∈ Z−. A solutionx = {x(n) ≡ x(n, φ)}n≥0 of (1.2a) or (1.2b) is a sequence of
elementsx(n) ∈ Ed that satisfies (1.2a) or (1.2b) forn ≥ 0 and

x(r, φ) = φ(r) ∈ Ed for r ∈ Z−. (2.2)
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Definition 2.3. We say that a homogeneous system (1.2a) or (1.2d) isnoncritical with respect toS(Ed)
if the only solution is the trivial solution (x(n) = 0 for n ≥ 0). It admits no nontrivial solution{x(n)}n≥0

in S(Ed). Otherwise, (1.2a) is said to becritical with respect toS(Ed).

We take eitherE = C or E = R. Whenφ(n) ∈ Ed for n ∈ Z−, K(n), B(n, j) ∈ Ed , andf(n) ∈ Ed
(for n, j ∈ Z+ andj ≤ n), then any solution of (1.2a)–(1.2e) is also inEd . In consequence, results for
E = R can be deduced from results forE = C, and it will be sufficient to discuss the caseE = C and
obtain the corresponding result forE = R as an immediate corollary.

If we introduce the inner product forξ = {ξn}n≥0, η = {ηn}n≥0 ∈ PN(C
d), defined (whereξ∗ = ξ̄T

denotes the conjugate transpose ofξ) by

〈ξ, η〉 :=
N−1∑
n=0

ξ∗
nηn, whereξn, ηn ∈ Cd, (2.3)

then we can construct an orthogonal basis forPN(C
d), based upon the roots of unity and the columns of

the identity matrix of orderd. For simplicity, let us discuss the cased = 1. Letωj = exp(2iπj/N) be the
N-th roots of unity, where i2 = −1, and letΩj = {(ωj)

n}n≥0 j = 0,1, ... , N − 1. It is clear that each
Ωj is anN-periodic sequence and

〈Ωs,Ωj〉 =
N−1∑
n=0

exp

[
2πi(j − s)

N

]n
= Nδjs,

whereδjs = 0 if j �= s and δjs = 1 if j = s. Thus, the sequencesΩj, j = 0,1, . . . , N − 1, form
an orthogonal basis forPN(C). Then any sequence{u(n)}n≥0 ∈ PN(C) can be written in the form
u(n) = ∑N−1

s=0 csω
n
s for n ≥ 0, wherecs ∈ C, s = 0, . . . , N − 1. Since we can obviously extend the

argument to the spacePN(C
d) (d > 1), we have the following result.

Lemma 2.4. Any{u(n)}n≥0 ∈ PN(E
d) can be represented

u(n) =
N−1∑
s=0

csω
n
s , n ≥ 0, (2.4)

where

ωs = exp

(
2iπs

N

)
, s = 0, . . . , N − 1.

The vectorscs ∈ Cd , s = 0, . . . , N − 1, are uniquely determined byu(0), u(1), . . . , u(N − 1).

An explicit expression forcs ∈ Cd , s = 0, . . . , N − 1 can be given. For the spacePN(R
d) of real

sequences, it is clear thatPN(R
d) can be embedded inPN(C

d), and we have the following result. Any
{u(n)}n≥0 ∈ PN(R

d) can be represented for somecs ∈ Cd by (2.4):

u(n) =
N−1∑
s=0

csω
n
s = R(u(n)) = R

(
N−1∑
s=0

csω
n
s

)
, n ≥ 0. (2.5)

We shall employ (2.5) for convenience, but we can deduce the following result from (2.4).
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Lemma 2.5. Any{x(n)}n≥0 ∈ PN(R
d) can be represented, with correspondingaj, bj ∈ Rd , as

x(n) = a0 + (−1)nam +
m−1∑
j=1

(
aj cos

(
njπ

m

)
+ bj sin

(
njπ

m

))
, if N = 2m, (2.6a)

or as

x(n) = a0 +
m∑
j=1

(
aj cos

(
2πnj

2m + 1

)
+ bj sin

(
2πnj

2m + 1

))
, ifN = 2m + 1. (2.6b)

Formulas (2.6a) and (2.6b) are from Carvalho’s Lemma[4]. It is possible to use formulas (2.6) to treat
the case whereE isR. However, it is more convenient to embed the real caseE = R in the caseE = C,
and employ (2.5); we mention (2.6) only for completeness.

3. Linear equations of convolution type

In this section, we consider the system

x(n) =
n∑

j=−∞
K(n − j)x(j), n ≥ 0, (3.1)

of discrete Volterra equations of convolution type, and its inhomogeneous analogue

x(n) = f(n) +
n∑

j=−∞
K(n − j)x(j), n ≥ 0, (3.2)

where{f(n)}n≥0 ∈ S(Ed). Here,{K(n)}n≥0 ∈ S(Ed×d) is a sequence ofd × d matrices with entries inE.
We assume that{K(n)}n≥0 ∈ �1(Ed×d), that is:

Assumption H1.

∞∑
j=0

|K(j)| < ∞.

From (3.1) and (3.2), we can obtain the equivalent forms

x(n) =
∞∑
j=0

K(j)x(n − j) and x(n) = f(n) +
∞∑
j=0

K(j)x(n − j). (3.3)

Definition 3.1. TheZ-transformZ{u}(z) of a sequence{u(n)}n≥0 ∈ S(Ed) is

Z{u}(z) =
∞∑
n=0

u(n)z−n. (3.4a)
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Similarly, theZ-transformZ{M}(z) of a sequence{M(n)}n≥0 ∈ S(Ed×d) is

Z{M}(z) =
∞∑
n=0

M(n)z−n. (3.4b)

Remark 3.2. Associated with (3.4a) and (3.4b) are the series

A(x)(ξ) :=
∞∑
n=0

x(n)ξn and A(M)(ξ) :=
∞∑
n=0

M(n)ξn, ξ ∈ C.

If R is the largest real number such thatA(x)(ξ) converges for|ξ| ≤ R, then the series
∑∞

n=0 x(n)z
−n

converges for|z| ≥ 1/R. It is clear that if{x(n)}n≥0 ∈ �1(Ed), then (3.4a) converges at least for|z| ≥ 1.
If {x(n)}n≥0 ∈ �∞(Ed), then (3.4a) converges for|z| > 1 (see[7]).

Remark 3.3. If {K(n)}n≥0 ∈ �1,
∑∞

j=0 K(j)ω
−j
s converges for eachωs (0 ≤ s ≤ N − 1), which

implies that for sequences{K(n)}n≥0 ∈ �1 and{ω−n
s }n≥0 we can define a matrix

∑∞
j=0 K(j)ω

−j
s by the

Z-transform. Naturally, for a vector sequence{csω−n
s }n≥0, we define a vector inCd by

∞∑
j=0

K(j)csω
−j
s =:


 ∞∑

j=0

K(j)ω−j
s


 cs,

wherecs ∈ Cd . Similarly, for a vector sequence{∑N−1
s=0 csω

−n
s }n≥0 we define

∞∑
j=0

K(j)

N−1∑
s=0

csω
−j
s =:

N−1∑
s=0


 ∞∑

j=0

K(j)ω−j
s


 cs. (3.5)

Thus, the left-hand side of (3.5) makes sense for any vectorscs ∈ Cd for 0 ≤ s ≤ N − 1. We always
assume the above definition in this section if needed.

Having presented our notation, we can now state the main purpose of this section. It is to establish the
relationship between the periodic solutions of (3.1) or (3.2) and the roots of the corresponding equation

det(I − Z{K}(z)) = 0.

In fact, we show that anyN-periodic solutions of (3.1) and (3.2) can be written down in the form of a
Z-transform. The relation between periodic solutions of (3.2) and the associated equations

x(n) = f(n) +
n∑

j=0

K(n − j)x(j), n ≥ 0,

will be discussed inSection 4.
The main result of this section now follows. In the form stated, the results are apparently new but the

method of proof is adapted from results already in the literature.
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Theorem 3.4. SupposeK(n) ∈ Ed×d for n ∈ Z+. UnderAssumption H1, (3.1) has a nontrivial periodic
solution inPN(E

d) if and only ifdet(I −Z{K}(z)) = 0 has a rootz = eiθ on the unit complex circle for
whichθ/2π is rational. Specifically, ifθ = 2πm/N, then (3.1) has a N-periodic solution.

Proof.

(i) Assuming that (3.1) has a nontrivialN-periodic solution{x(n)}n≥0 ∈ PN(E
d), by (2.4) we can write

it in the form

x(n) =
N−1∑
s=0

csω
n
s , n ≥ 0, (3.6)

wherecs ∈ Cd andωs = exp(2iπs/N), s = 0, . . . , N − 1. Thus, there exists at least one integerq

(0 ≤ q ≤ N − 1) such thatcq �= 0. Substituting (3.6) into (3.3), yields

N−1∑
s=0

csω
n
s =

∞∑
j=0

K(j)

N−1∑
s=0

csω
n−j
s =

N−1∑
s=0




 ∞∑

j=0

K(j)ω−j
s


 cs


ωn

s .

Comparing both sides, we obtain (seeLemma 2.4) cs = (
∑∞

j=0 K(j)ω
−j
s )cs; equivalently

[I − Z{K}(ωs)]cs = 0, 0 ≤ s ≤ N − 1, (3.7)

whereZ{K}(z) is theZ-transform of{K(n)}n≥0, andI is thed × d identity matrix. Notice that
cq �= 0. It follows from [I − Z{K}(ωq)]cq = 0 that the equation det(I − Z{K}(z)) = 0 has a root
z = ωq = e2iπq/N .

(ii) Conversely, if det(I −Z{K}(z)) = 0 has a rootz = ωm = eiθ with θ = 2πm/N, andm is an integer
(0 ≤ m ≤ N − 1), then there exists a vectorcm ∈ Cd , cm �= 0, such that

[I − Z{K}(ωm)]cm = 0. (3.8)

It is clear that the sequence{cmωn
m}n≥0 isN-periodic. Letx(n) = cmω

n
m (n ≥ 0). From (3.8), we have

cm = Z{K}(ωm)cm = ∑∞
j=0 K(j)ω

−j
m cm and

x(n) = cmω
n
m = Z{K}(ωm)cmω

n
m =

∞∑
j=0

K(j)(cmω
n−j
m ) =

∞∑
j=0

K(j)x(n − j),

which shows thatx(n) = cmω
n
m (n ≥ 0) is a solution of (3.1). �

Remark 3.5. Let SN denote the set

SN = {s : det(I − Z{K}(ωs)) = 0}. (3.9)

If (3.1) is critical, then the setSN is not empty. ByTheorem 3.4, {csωn
s }n≥0 is a non-trivialN-periodic

solution of (3.1) for eachs ∈ SN , wherecs �= 0 satisfies(I−Z{K}(ωs))cs = 0. Since any combination of
such solutions{csωn

s }n≥0 (s ∈ SN) is also anN-periodic solution of (3.1), we conclude that any non-trivial
N-periodic solution{x(n)}n≥0 of (3.1) can be represented by

x(n) =
∑
s∈SN

τs(csω
n
s ), τs ∈ C.
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The periodic solution of (3.2) is closely related to that of (3.1):

Theorem 3.6. LetAssumption H1hold and let{f(n)}n≥0 ∈ PN(E
d) with f(n) = ∑N−1

s=0 fsω
n
s for n ≥ 0.

If (3.1) is noncritical with respect toPN(E
d), then (3.2) has a unique N-periodic solution{x(n)}n≥0 given

by formula

x(n) =
N−1∑
s=0

([I − Z{K}(ωs)]
−1fs)ω

n
s , n ≥ 0. (3.10)

Proof. By Theorem 3.4, if (3.1) has no nontrivialN-periodic solution, thenI −Z{K}(ωs) is nonsingular
for s = 0,1, ... , N − 1. For givenf(n) = ∑N−1

s=0 fsω
n
s , let xs(n) = ([I − Z{K}(ωs)]−1fs)ω

n
s for s =

0,1, ... , N − 1 andx(n) = ∑N−1
s=0 xs(n). Obviously,{xs(n)}n≥0 and{x(n)}n≥0 areN-periodic sequences.

We show that{x(n)}n≥0 is a solution of (3.2). Indeed, we have

−
∞∑
j=0

K(j)xs(n − j)= −
∞∑
j=0

K(j)([I − Z{K}(ωs)]
−1fs)ω

n−j
s

= −
∞∑
j=0

K(j)ω−j
s ([I − Z{K}(ωs)]

−1fs)ω
n
s

= −Z{K}(ωs)([I − Z{K}(ωs)]
−1fs)ω

n
s

= [I − Z{K}(ωs)]([I − Z{K}(ωs)]
−1fs)ω

n
s − ([I − Z{K}(ωs)]

−1fs)ω
n
s

= fsω
n
s − xs(n)

and

x(n) =
N−1∑
s=0

xs(n) =
N−1∑
s=0

fsω
n
s +

∞∑
j=0

K(j)

N−1∑
s=0

xs(n − j) = f(n) +
∞∑
j=0

K(j)x(n − j).

Thus,{x(n)}n≥0 is a solution of (3.2). It remains to prove thatx(n) in (3.10) is a unique solution of
(3.2). Suppose that (3.2) has anotherN-periodic solution{y(n)}n≥0. We can write it in the formy(n) =∑N−1

s=0 csω
n
s (n ≥ 0). Now substitution ofy(n) = ∑N−1

s=0 csω
n
s andf(n) = ∑N−1

s=0 fsω
n
s into (3.2) yields

[I − Z{K}(ωs)]cs = fs (0 ≤ s ≤ N − 1). Consequently,cs = [I − Z{K}(ωs)]−1fs. Hence,x(n) =∑N−1
j=0 ([I − Z{K}(ωs)]−1fs)ω

n
s (n ≥ 0) is a uniqueN-periodic solution of (3.2).

If (3.1) is critical, we have a result for (3.2) in the spirit of the Fredholm Alternative (see, e.g.,[5],
pp. 609–610): �

Theorem 3.7. SupposeK(n) ∈ Ed×d (n = 0,1, . . . ) and (3.1) is critical. LetAssumption H1hold and
suppose{f(n)}n≥0 ∈ PN(E

d) with f(n) = ∑N−1
j=0 fjω

n
j for n ≥ 0 (fj ∈ Cd). Then (3.2) has a nontrivial

N-periodic solution inPN(E
d) if and only if

N−1∑
j=0

z∗(j)f(j) = 0, (3.11)
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whenever{z(n)}n≥0 ∈ PN(E
d) is a nontrivial N-periodic solution of

z(n) =
∞∑
j=0

K∗(j)z(n − j), n ≥ 0. (3.12)

For f = {f(n)}n≥0 that satisfy (3.11), (3.2) has N-periodic solutions inPN(E
d) given by

x(n) =
∑
s∈SN

csω
n
s +

∑
s/∈SN

[(I − Z{K}(ωs))
−1fs]ω

n
s , n ≥ 0, (3.13)

wherecs (s ∈ SN) satisfies[I − Z{K}(ωs)]cs = fs, s ∈ SN . The second term,∑
s/∈SN

[(I − Z{K}(ωs))
−1fs]ω

n
s , n ≥ 0,

of the solution (3.13) is orthogonal to the nontrivial solutions of (3.1) lying inPN(E
d).

Proof.

(i) Suppose that (3.2) has anN-periodic solution{x(n)}n≥0. It follows from (2.4) thatx(n) can be written
asx(n) = ∑N−1

s=0 csω
n
s , cs ∈ Cd (n ≥ 0). Substitutingx(n) andf(n) = ∑n

j=0 fjω
n
j into (3.2), yields

both

[I − Z{K}(ωs)]cs = fs, s ∈ SN (3.14a)

and

[I − Z{K}(ωs)]cs = fs, s /∈ SN. (3.14b)

Thus, from (3.14b),cs = (I − Z{K}(ωs))
−1fs (s /∈ SN). Notice that (3.14a) has a solutioncs for

fixed s ∈ SN if and only if for all solutionsds of

[I − Z{K}∗(ωs)]ds = 0, s ∈ SN, (3.15)

fs andds are orthogonal (d∗
s fs = 0). It is readily shown thatz(n) = ∑

s∈SN dsω
n
s is a solution of the

adjointEq. (3.12)if ds satisfies (3.15). In addition, byRemark 3.5anyN-periodic solution{z(n)}n≥0

of (3.12) is in the formz(n) = ∑
s∈SN dsω

n
s andds ∈ Cd satisfies (3.15). Since

∑N−1
n=0 ωn

i ω̄
n
j = 0 if

i �= j and
∑N−1

n=0 ωn
i ω̄

n
i = N, we have

〈{z(n)}, {f(n)}〉 =
N−1∑
n=0

z∗(n)f(n) =
N−1∑
n=0

∑
s∈SN

N−1∑
j=0

d∗
s fjω

n
j ω̄

n
s

=
∑
s∈SN

N−1∑
j=0

d∗
s fj

N−1∑
n=0

ωn
j ω̄

n
s = N

∑
s∈SN

d∗
s fs = 0,

or {f(n)}n≥0 is orthogonal to all solutions{z(n)}n≥0 of (3.12) in the inner product defined by (2.3).
Similarly, any nontrivialN-periodic solution{x0(n)}n≥0 of (3.1) is in the formx0(n) = ∑

s∈SN esω
n
s ,

wherees satisfies [I − Z{K}(ωs)]es = 0, s ∈ SN . If x-(n) = ∑
s/∈SN [(I − Z{K}(ωs))

−1fs]ωn
s
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(n ≥ 0), then< {x0(n)}, {x-(n)} >= 0, which implies that{x-(n)}n≥0 is orthogonal to the nontrivial
N-periodic solutions of (3.1).

(ii) Conversely, suppose thatf(n) = ∑N1
j=0 fjω

n
j (n ≥ 0) satisfies (3.11). Note that anyN-periodic

solution{z(n)}n≥0 of (3.12) is in the formz(n) = ∑
s∈SN dsω

n
s andds ∈ Cd satisfies (3.15). It follows

from< {z(n)}, {f(n)} >= 0 thatd∗
s fs = 0 for s ∈ SN . Thus, (3.14a) has a solutioncs for each fixed

s ∈ SN . Let

y(n) =
∑
s∈SN

csω
n
s +

∑
s/∈SN

([I − Z{K}(ωs)]
−1fs)ω

n
s , n ≥ 0,

wherecs (s ∈ SN) satisfies (3.14a). Obviously,{y(n)}n≥0 isN-periodic sequence. It remains to show
that{y(n)}n≥0 satisfies (3.2). Indeed, from (3.14a) we have

−
∞∑
j=0

K(j)y(n − j)= −
∑
s∈SN

∞∑
j=0

K(j)csω
n−j
s −

∑
s/∈SN

∞∑
j=0

K(j)([I − Z{K}(ωs)]
−1fs)ω

n−j
s

= −
∑
s∈SN
Z{K}(ωs)csω

n
s −

∑
s/∈SN
Z{K}(ωs)([I − Z{K}(ωs)]

−1fs)ω
n
s

=
∑
s∈SN

(fs − cs)ω
n
s +

∑
s/∈SN

[I − Z{K}(ωs)]([I − Z{K}(ωs)]
−1fs)ω

n
s

−
∑
s/∈SN

([I − Z{K}(ωs)]
−1fs)ω

n
s

=
∑
s∈SN

(fs − cs)ω
n
s +

∑
s/∈SN

fsω
n
s −

∑
s/∈SN

([I − Z{K}(ωs)]
−1fs)ω

n
s

= f(n) − y(n).

Thus, (3.13) is a solution of (3.2), and the proof is completed. �

4. Equations of non-convolution type

Consider the discrete Volterra equations of non-convolution type,

x(n) = f(n) +
n∑

j=0

B(n, j)x(j), n ≥ 0, (4.1)

wheren andj are integers,x(n) ∈ Ed , B(n, j) ∈ Ed×d , B(n, j) ≡ 0 for j > n, and{f(n)}n≥0 ∈ Ed is
a given sequence. We shall show that the boundedness of the solution of (4.1) is closely related to the
existence of periodic solutions of (1.2b), namely,

z(n) = f(n) +
n∑

j=−∞
B(n, j)z(j), n ≥ 0, (4.2)

when

B(n + N,m + N) = B(n,m) for all n,m ∈ Z, (4.3a)
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f(n + N) = f(n) for all n ∈ Z (4.3b)

whereN is some positive integer.

Definition 4.1. If f(n+N) = f(n) for all n ∈ Z holds, we say that the termf = {f(n)}n∈Z isN-periodic
and if {B(n, j)}n,j∈:Z (orB : Z+ × Z+ → E

d×d) satisfies (4.3a) we say it isN-periodic.

Remark 4.2. Although theN-periodic sequences{f(n)}n∈Z and{B(n, j)}n,j∈Z are defined on the set of
integers by the above definition, we show in the following that anyN-periodic sequence{f(n)}n∈Z or
{B(n, j)}n,j∈Z is, in fact, uniquely determined by the restriction{f(n)}n∈Z+ or {B(n, j)}n,j∈Z+ .

Suppose thatA : Z × Z → E
d×d is N-periodic. Denote byA+ : Z+ × Z+ → E

d×d the restriction
of the mappingA from Z × Z to Z+ × Z+. Then,A+ satisfiesA+(n + N,m + N) = A+(n,m) for all
n,m ∈ Z+. In this case, we say thatA+ is N-periodic onZ+. We use the sequence{A+(n,m)}n,m∈Z+ to
define a matrix mappingD : Z× Z→ E

d×d , or {D(n,m)}n,m∈Z, as follows:

D(n,m) =
{
A+(n,m) for all n ≥ andm ≥ 0,

A+(n + lN,m + lN) if n + lN ≥ andm + lN ≥ 0,
(4.4)

where l > 0 is any positive integer. It is clear thatD(n,m) is well defined for anyn, m ∈ Z, and
{D(n,m)}n,m∈Z is alsoN-periodic. It is readily shown that

A(n,m) = D(n,m) for anyn,m ∈ Z. (4.5)

SinceD is constructed only by extending{A+(n,m)}n,m∈Z+ by the relation (4.4), we can conclude that
anyN-periodic matrix mappingA+ : Z+ × Z+ → E

d×d can be extended uniquely to be anN-periodic
matrix mappingD : Z× Z→ E

d×d by the relation (4.4). Corresponding arguments apply tof .

Definition 4.3. The sequenceD = {D(n,m)}n,m∈Z defined by (4.4) is called the periodic extension of
{A+(n,m)}n,m∈Z+ satisfying (4.3a).

There are some preliminary results that we need. We assume thatB(n, n) (n ≥ 0) satisfies

det(I − B(n, n)) �= 0 for alln ≥ 0. (4.6)

Thus, the unique solution of (4.1) and (4.2) exists. ForB(n,m) in (4.2), we assume

Assumption H2.

∞∑
r=0

|B(n, n − r)| < ∞ for eachn ∈ Z+.

Then, the sum
∑n

j=−∞ B(n, j)g(j) is bounded in the case supn∈Z|g(n)| < ∞.
For our main result we need the following crucial lemma.

Lemma 4.4. If {x(n)}n≥0 is a solution of (4.1) and{x(n)}n≥0 ∈ �∞(Ed), then there is a corresponding
solution{z(n)} of (4.2) such that (for everyn = 0,±1,±2, ... ) z(n) is the limit of some subsequence of
x(n).
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Proof. Our proof is a more detailed version of that in[6, pp. 485–486]. Let {x(n)}n≥0 be a bounded
solution of (4.1). Then{x(jN)}∞j=1, with N as defined in (4.3a), is bounded and thus has a convergent
subsequence{x(ji0)} which convergences to a point inEd , sayz(0). Similarly, there is a subsequence
{ji1} of {ji0} such that both subsequences{x(1+ ji0N)} and{x(−1+ ji0N)} converge toz(1) andz(−1),
respectively. Inductively, one may show that for each nonnegative integern, {x(±(n − 1) + ji(n−1)N)}
converge toz(n − 1) andz(−(n − 1)), respectively, and{x(±n + jinN)} converge toz(n) andz(−n),
respectively, where{jin} is a subsequence of{ji(n−1)}.

We need to show that{z(n)}∞−∞ is actually a solution of (4.2). From (4.1) and (4.3a), we have

x(n + jinN)= f(n + jinN) +
n+jinN∑
r=0

B(n + jinN, r)x(r)

= f(n) +
n∑

r=−jinN

B(n + jinN, r + jinN)x(r + jinN)

= f(n) +
n∑

r=−jinN

B(n, r)x(r + jinN). (4.7)

Since{z(r)} (−∞ < r < ∞) is bounded,
∑n

r=−∞ B(n, r)z(r) is well defined for eachn ≥ 0. For fixed
n ≥ 0 and anyε > 0, it follows fromAssumption H2that there is ajin0 > 0 such that

−jin0N∑
r=−∞

|B(n, r)| < ε

1 + 2M
,

whereM = supn≥0|x(n)| < ∞. Then forjin > jin0, we have∣∣∣∣∣∣
n∑

r=−∞
B(n, r)z(r) −

n∑
r=−jinN

B(n, r)x(r + jinN)

∣∣∣∣∣∣
≤

−jin0N∑
r=−∞

|B(n, r)||z(r) − x(r + jinN)| ≤ 2M

−jin0N∑
r=−∞

|B(n, r)| < ε.

Then, we can take the limit in (4.7) by lettingjin → ∞. In this case, the left-hand side of (4.7) converges
to z(n) and the right-hand side of (4.7) converges tof(n) +∑n

r=−∞ B(n, r)z(r). Hence,z(n) = f(n) +∑n
r=−∞ B(n, r)z(r) is a solution of (4.2). �

Definition 4.5. The resolvent{R(n,m)} of the kernel{B(n,m)} in (4.1) is defined by the solutions of
the matrix equations

R(n,m) =
n∑

j=m

R(n, j)B(j,m) − B(n,m), 0 ≤ m ≤ n, n ≥ 0, (4.8)

with R(n,m) ≡ 0 for n < m.
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The existence and uniqueness of{R(n,m)} is guaranteed by (4.6). By using the resolvent{R(n,m)}, the
solution of (4.1) can be given by thevariation of constants formula

x(n) = f(n) −
n∑

j=0

R(n, j)f(j), n ≥ 0. (4.9)

For details of resolvent matrices and variation of constants formula, see[11]. The periodic relation between
the kernel{B(n,m)} and the resolvent{R(n,m)} is as follows.

Lemma 4.6. If, for some positive integerN, B(n + N,m + N) = B(n,m) for all 0 ≤ m ≤ n, then the
solution of (4.8) satisfies

R(n + N,m + N) = R(n,m), 0 ≤ m ≤ n. (4.10)

Proof. For any 0≤ m ≤ n, we have

R(n + N,m + N)=
n+N∑

j=m+N

R(n + N, j)B(j,m + N) − B(n + N,m + N)

=
n∑

i=m

R(n + N, i + N)B(i + N,m + N) − B(n,m)

=
n∑

j=m

R(n + N,m + N)B(j,m) − B(n,m),

implying thatR(n + N,m + N) is also a solution of (4.8). Hence, (4.10) follows. �

Lemma 4.6shows that if the kernel{B(n,m)} in (4.1) is N-periodic onZ+, then its resolvent
{R(n,m)}n,m∈Z+ is alsoN-periodic onZ+. From Remark 4.2, we can extend{R(n,m)}n,m∈Z+ by the
relation (4.4) to beN-periodic forn,m ∈ Z. In this section, we always assume this extension.

To investigate periodic solutions, we assume the following conditions.

Assumption H3. The resolvent{R(n,m)} satisfies limn→∞ |R(n, r)| = 0 for eachr ∈ Z+.

Assumption H4. The resolvent{R(n,m)} satisfies
∑∞

r=0 |R(n, n − r)| < ∞ for eachn ∈ Z+.

Remark 4.7. Suppose thatB(n,m) = K(n − m) (for all 0 ≤ m ≤ n), thenR(n,m) = RK(n − m)

is a convolution type. In addition, if{K(n)}n≥0 ∈ �1, det(I − K(0)) �= 0 and det(I − Z{K}(z)) �= 0
for |z| ≥ 1, then{RK(n)}n≥0 ∈ �1 by the discrete Paley-Wiener theorem (see, e.g.,[13]). In this case,
one readily sees that theAssumptions H2, H3 and H4are satisfied. Thus, our discussion in this section
includes corresponding convolution equations as a special case.

Remark 4.8. In [13], the discrete Paley-Wiener theorem for convolution equations has been extended
to non-convolution equations. From the results in[13], we know that if supn≥0

∑n
j=0 |B(n, j)| < 1, then

supn≥0

∑n
j=0 |R(n, j)| < ∞. If, in addition, limn→∞ B(n, j)= 0 for eachj ≥ 0, then limn→∞R(n, j) = 0

for eachj ≥ 0. For details, see[13] or [15].
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Remark 4.9. If {R(n,m)} satisfies

|R(n,m)| ≤ vn−m for 0 ≤ m ≤ n, (4.11)

wherev ∈ (0,1), then{R(n,m)}satisfies conditionsAssumption H3 and H4. Thus, conditionsAssumption
H3 and H4include the condition (4.11) as a special case. In[6], Elaydi investigated periodic solutions of
linear Volterra difference equations under the condition (4.11).

The remarks followingAssumption H2concerning the summability of{B(n, r)} apply here equally for
{R(n, r)}. The numbern in Assumption H2 and H4can only be taken with 0≤ n ≤ N − 1 if B(n,m)

satisfies (4.3a). We have the following.

Lemma 4.10. Suppose thatB(n,m) satisfies (4.3a) and theAssumptions H2 and H4hold. Then the
following conditions are true:

(i) supn∈Z+

∑∞
r=0 |B(n, n − r)| = supn∈Z+

∑n
r=−∞ |B(n, r)| < ∞ and

sup
n≥0

n∑
r=0

|B(n, r)| < ∞;

(ii) for anyε > 0 there exists a numberr0 = r0(ε) ∈ Z+ such that, for alln ∈ Z+,

∞∑
r=r0

|B(n, n − r)| =
n−r0∑
r=−∞

|B(n, r)| < ε;

(iii) supn∈Z+

∑∞
r=0 |R(n, n − r)| = supn∈Z+

∑n
r=−∞ |R(n, r)| < ∞, and

sup
n≥0

n∑
r=0

|R(n, r)| < ∞;

(iv) for anyε > 0 there exists a numberr0 = r0(ε) ∈ Z+ such that, for alln ∈ Z+,

∞∑
r=r0

|R(n, n − r)| =
n−r0∑
r=−∞

|R(n, r)| < ε.

Proof. We notice that eachn ≥ 0 can be written asn = s+ lN, where 0≤ s ≤ N − 1 andl ∈ Z+. Since
B(n + N,m + N) = B(n,m) for n,m ∈ Z, then,

|B(n, n − r)| = |B(s + lN, s + lN − r)| = |B(s + lN, s − r + lN)| = |B(s, s − r)|.
Thus, supn∈Z+

∑∞
r=0 |B(n, n− r)| = max0≤s≤N−1

∑∞
r=0 |B(s, s− r)| < ∞ by Assumption H2. Similarly,

for anyε > 0 and 0≤ s ≤ N − 1, it follows from Assumption H2that there existsr0 ∈ Z+ such that∑∞
r=r0

|B(s, s − r)| < ε. Then for anyn ∈ Z+, there exists (0 ≤ s ≤ N − 1) andl ∈ Z+ such that
n = s + lN. Thus,

∞∑
r=r0

|B(n, n − r)| =
∞∑
r=r0

|B(s, s − r)| < ε.
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As for the proof of statements (iii ) and (iv), we notice thatR(n,m) satisfies (4.10). With the same
technique, we can readily complete the proof. �

4.1. Existence and uniqueness of periodic solution

We are now in a position to state the main result in this section.

Theorem 4.11. Let theAssumptions H2, H3 and H4and (4.3a) and (4.3b) hold. Then (4.2) has the unique
N-periodic solution

z(n) = f(n) −
n∑

m=−∞
R(n,m)f(m), n ≥ 0. (4.12)

Proof. From Lemma 4.10(iii ) and formula (4.9), it can be readily shown that the solution of (4.1) is
bounded. ByLemma 4.6, one can construct a sequencex(n + rinN) from a solutionx(n) of (4.1) such
thatx(n + rinN) converges to a solutionz(n) of (4.2). Formula (4.9) gives

x(n + rinN)= f(n + rinN) −
n+rinN∑
j=0

R(n + rinN, j)f(j)

= f(n) −
n∑

i=−rinN

R(n + rinN, i + rinN)f(i + rinN)

= f(n) −
n∑

i=−rinN

R(n, i)f(i). (4.13)

Note that
∑n

i=−∞ R(n, i)f(i) is well defined byAssumption H4. For fixedn and anyε > 0, it follows
from Assumption H4that there existsrin0 > 0 such that

−rin0N∑
r=−∞

|R(n, r)| < ε

1 + ‖f‖∞
,

where‖f‖∞ = supn∈Z |f(n)|. Then forrin > rin0, we have∣∣∣∣∣
n∑

i=−∞
R(n, i)f(i) −

n∑
i=−rinN

R(n, r)f(i + rinN)

∣∣∣∣∣ ≤
−rin0N∑
r=−∞

|R(n, r)||f(i)| ≤ ‖f‖∞

−jin0N∑
r=−∞

|R(n, r)| < ε.

Thus, we can take the limit in (4.13) by lettingrin → ∞ and obtain

z(n) = lim
rin→∞

[
f(n) −

n∑
i=−rinN

R(n, i)f(i)

]
= f(n) −

n∑
r=−∞

R(n, r)f(r).

By Lemma 4.6, z(n) is N-periodic.
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It remains to show thatz(n) in (4.12) is the onlyN-periodic solution of (4.2). Let us assume that there
is anotherN-periodic solution̄z(n) of (4.2). Thenψ(n) = z(n) − z̄(n) is anN-periodic solution of the
equation

ψ(n) =
n∑

r=0

B(n, r)ψ(r) +
−1∑

r=−∞
B(n, r)ψ(r).

By the variation of constants formula (4.9), we have

ψ(n)=
−1∑

r=−∞
B(n, r)ψ(r) −

n∑
j=0

R(n, j)

[ −1∑
r=−∞

B(j, r)ψ(r)

]

=
∞∑

r=n+1

B(n, n − r)ψ(n − r) −
n∑

j=0

R(n, j)


 ∞∑

r=j+1

B(j, j − r)ψ(j − r)


 .

Thus,

|ψ(n)| ≤ M

∞∑
r=n+1

|B(n, n − r)| + M

n∑
j=0

|R(n, j)|

 ∞∑

r=j+1

|B(j, j − r)|

 ,

whereM = supn∈Z− {|ψ(n)|}. For anyε > 0, it follows from Lemma 4.10that there exists a number
r0 = r0(ε) ∈ Z+ such that

∑∞
r=r0

|B(n, n − r)| < ε for all n ∈ Z+. Thus,
∑∞

r=n+1 |B(n, n − r)| < ε for
n > r0 −1. LetC = supn∈Z+

∑∞
r=0 |B(n, n− r)| andn > r0. (By Lemma 4.10,C < ∞.) From the above

inequality, we obtain

|ψ(n)| ≤M

∞∑
r=n+1

|B(n, n − r)| + M

n∑
j=0

|R(n, j)|

 ∞∑

r=j+1

|B(j, j − r)|



≤Mε + M

r0−1∑
j=0

|R(n, j)|
∞∑

r=j+1

|B(j, j − r)| + M

n∑
j=r0

|R(n, j)|
∞∑

r=j+1

|B(j, j − r)|

≤Mε + MC
r0−1∑
j=0

|R(n, j)| + MC
∞∑

r=r0+1

|B(j, j − r)|.

It follows from Assumption H3that for the aboveε > 0, there exists a numberr1 > 0 such that∑r0−1
j=0 |R(n, j)| < ε for n > r1. Let r2 = max(r0, r1). Forn > r2, we have

|ψ(n)| ≤ Mε + MCε + MCε = M(1 + C + C)ε.

Hence, limn→∞ ψ(n) = 0. Sinceψ(n) is periodic, it follows thatψ(n) ≡ 0. Consequently,z(n) =
z̄(n). �

Remark 4.12. Suppose that system (4.1) has anN-periodic solution{x(n)}n≥0 and{z(n)}n≥0 is the unique
N-periodic solution (4.12) of (4.2). Then,ψ(n) = z(n) − x(n) is a solution of the equation



C.T.H. Baker, Y. Song / Mathematics and Computers in Simulation 64 (2004) 521–542 537

ψ(n) =
−1∑

j=−∞
B(n, j)φ(j) +

n∑
j=0

B(n, j)ψ(j), (4.14)

whereφ is the initial function ofz(n). By the variation of constants formula (4.9) we have

ψ(n) =
−1∑

j=−∞
B(n, j)φ(j) −

n∑
j=0

R(n, j)

( −1∑
i=−∞

B(j, i)φ(i)

)
, n ≥ 0.

Using the same technique in the proof of the uniqueness ofTheorem 4.11, we can show that
limn→∞ ψ(n) = limn→∞ (z(n) − x(n)) = 0. Consequently,z(n) ≡ x(n) by periodicity. It follows
from (4.14) that

∑−1
j=−∞ B(n, j)φ(j) = 0.

4.2. The periodic attractor

FromTheorem 4.11, we know that only one particular bounded initial function generates anN-periodic
solution of (4.2). By the followingTheorem 4.14, we show that all solutions of (4.2) with bounded
initial functions are asymptoticallyN-periodic. More specifically, all these solutions are attracted by the
N-periodic solution (4.12). Let us first give the definition of asymptoticallyN-periodic sequence.

Definition 4.13. LetN be a positive integer. A sequenceφ = {φ(n)}n≥0 ∈ S(Ed) is called asymptotically
N-periodic if and only if there exists a sequenceψ = {ψ(n)}n≥0 which isN-periodic, namely,ψ(n+N) =
ψ(n) for eachn ∈ Z+, such that lim(φ(n) − ψ(n)) = 0 asn → ∞. In this case, we writeφ ∼ ψ.

We are now in a position to give a theorem on periodic attraction.

Theorem 4.14. Let theAssumptions H2, H3 and H4and (4.3a) hold. Then all solutions of (4.2) with
bounded initial function onZ− are asymptotically N-periodic. In fact, all these solutions tend to the
N-periodic solution (4.12) asn → ∞.

Proof. Suppose that{y(n)}n≥0 is a solution of (4.2) with bounded initial dataφ(r), r ∈ Z−. Then,

y(n) = f(n) +
n∑

r=−∞
B(n, r)y(r) = f(n) +

−1∑
j=−∞

B(n, r)φ(r) +
n∑

r=0

B(n, r)y(r).

From the variation of constants formula, we obtain

y(n)= f(n) +
−1∑

r=−∞
B(n, r)φ(r) −

n∑
r=0

R(n, r)


f(r) +

−1∑
j=−∞

B(r, j)φ(j)




= f(n) −
n∑

r=0

R(n, r)f(r) +
−1∑

r=−∞
B(n, r)φ(r) −

n∑
r=0

R(n, r)

−1∑
j=−∞

B(r, j)φ(j).

The last term of the right-hand side of the above equation tends to zero asn → ∞ by the proof of
Theorem 4.11. It remains to show that

∑−1
r=−∞ B(n, r)φ(r) tends to zero andf(n) −∑n

r=0 R(n, r)f(r)
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tends to the solution (4.12) asn → ∞. To do this, we notice that everyn ≥ 0 can be written asn = s+ lN,
where 0≤ s ≤ N−1 andl ∈ Z+. Therefore,n → ∞ implies thatl → ∞ and vice versa. Letn = s+ lN.
Thus,

−1∑
r=−∞

B(n, r)φ(r)=
−1∑

r=−∞
B(s + lN, r)φ(r) =

−1−lN∑
i=−∞

B(s + lN, i + lN)φ(i + lN)

=
−1−lN∑
i=−∞

B(s, i)φ(i + lN).

It follows from Assumption H2that
∑∞

r=0 |B(n, n− r)| = ∑n
j=−∞ |B(n, j)| < ∞ for eachn. Therefore,

|∑−1−lN
i=−∞ B(s, i)φ(i + lN)| ≤ M

∑−1−lN
i=−∞ |B(s, i)| → 0 asl → ∞, whereM = supn≤0 |φ(n)|. Similarly,

let n = s + lN. Then,

f(n) −
n∑

r=0

R(n, r)f(r)= f(s + lN) −
s+lN∑
r=0

R(s + lN, r)f(r)

= f(s + lN) −
s∑

r=−lN

R(s + lN, r + lN)f(r + lN)

= f(s) −
s∑

r=−lN

R(s, r)f(r),

which tends tof(s) −∑s
r=−∞ R(s, r)f(r). This provesTheorem 4.14. �

Theorem 4.14shows that theN-periodic solution (4.12) is attractive.

Remark 4.15. If the kernelB(n,m) = K(n − m) in (4.1) is of convolution type, then the resolvent
R(n,m) = RK(n − m) is also of convolution type,B(n + N,m + N) = K(n,m) = K(n − m) and
R(n + N,m + N) = RK(n,m) = RK(n − m) for all N > 0. If in addition {K(n)}n≥0 ∈ �1(Rd),
det(I − K(0)) �= 0 and det(I − Z{K}(z)) �= 0 for |z| ≥ 1, then{RK(n)}n≥0 ∈ �1(Rd), by the discrete
Paley-Wiener theorem (see[13]). In this case, one readily sees that theAssumptions H2, H3 and H4are
satisfied. Thus,Theorem 4.11andTheorem 4.14include convolution equations as special cases.

5. The nonlinear case

Consider the nonlinear discrete Volterra equations onPN(E
d)

z(n) = f(n) + λ

n∑
j=−∞

B(n, j)z(j) + Q(n, z(n)) + G(z)(n), (5.1)

where

f(n + N) = f(n), B(n + N,m + N) = B(n,m), (5.2)
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for all n,m ∈ Z and for some positive integerN, G : PN(E
d) → PN(E

d) is a functional,Q(n+N, ·) =
Q(n, ·), n ∈ Z, are functions fromEd toEd , and the parameterλ is a small real number.

In this section, we assume thatG andQ satisfy the following conditions:

Assumption H5. (i) G(0) = 0 andQ(·,0) ≡ 0, (ii ) for eachτ > 0, there exists a numberδ > 0 such
that

|G(φ)(n) − G(ψ)(n)| ≤ τ‖φ − ψ‖∞ for all n (5.3)

wheneverφ,ψ ∈ PN(E
d) with ‖φ‖∞ ≤ δ, ‖ψ‖∞ ≤ δ, and (iii ) for all n

|Q(n, x) − Q(n, y)| < τ|x − y|, if |x| < δ, |y| < δ. (5.4)

As examples of this kind of “small” functionalG we have those of the form

G(φ)(n) =
n∑

j=−∞
C(n, j)φ2(j) or G(φ)(n) = φ(n)

n∑
j=−∞

C(n, j)φ(j)

whereC(n + N,m + N) = C(n,m), which occur in many applications.
If {f(n)}n≥0 ∈ PN(E

d) is N-periodic, which meansf(n + N) = f(n) for everyn ≥ 0, we can readily
extend it to beN-periodic in−∞ < n < ∞ by setting

f(n) = f(−n) if n < 0. (5.5)

In the sequel, we always assume this extension when needed and use the same notationf for the doubly
infinite sequence as for the original sequence. In this case, we note thatPN(E

d) is the Banach space of
doubly infinite sequences and the norm‖{f(n)}‖∞ = supn∈Z|f(n)| is the same as that of the one-side
infinite sequences.

Let S(ε) = {φ ∈ PN(E
d) : ‖φ‖∞ ≤ ε} (a ball of radiusε > 0); it is a closed subset ofPN(E

d).

Theorem 5.1. LetAssumption H2andAssumption H5hold. Then there existsε0 > 0 such that for each
ε, 0 < ε ≤ ε0, there exists a numberη > 0 such that if‖{f(n)}‖∞ ≤ η and |λ| < η, thenEq. (5.1),
namely

z(n) = f(n) + λ

n∑
j=−∞

B(n, j)z(j) + Q(n, z(n)) + G(z)(n),

has a unique periodic solution{z(n)} in S(ε).

Proof. By Lemma 4.10, there is a constantC > 0 such that supn∈Z
∑∞

r=0 |B(n, n − r)| ≤ C (< ∞). By
AssumptionAH5, there exists a numberδ > 0 such that

|Gφ − Gψ| ≤ {‖φ − ψ‖∞}
{4C} if ‖φ‖∞ ≤ δ, ‖ψ‖∞ ≤ δ

and

|Q(n, x) − Q(n, y)| < {|x − y|}
{4C} if |x| ≤ δand|y| ≤ δ
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for all n. Let ε0 = δ. Givenε, 0 < ε ≤ ε0, define

η = min

{
δ,

ε

{4C} ,
ε

{4} ,
1

{4C} ,1

}
and S(ε) = {φ ∈ PN(E

d) : ‖φ‖∞ ≤ ε}.

For anyφ ∈ S(ε), {f(n)} ∈ PN(E
d) with ‖f‖∞ ≤ η andλ satisfying|λ| < η, we define the operatorT

onS(ε) by the relation

(Tφ)(n) = f(n) + λ

n∑
j=−∞

B(n, j)φ(j) + Q(n, φ(n)) + G(φ)(n).

It is readily shown thatTφ ∈ PN(E
d). It follows from Assumption H2andAssumption H5thatTφ is

well defined and

|(Tφ)(n)| ≤ |f(n)| + |λ|
n∑

j=−∞
|B(n, j)||φ(j)| + |Q(n, φ(n))| + |G(φ)(n)|

for all n ≥ 0. Thus,‖Tφ‖∞ ≤ ε. Similarly, if φ,ψ ∈ S(ε), then

|Tφ(n) − Tψ(n)| ≤ |λ|
n∑

j=−∞
|B(n, j)||φ(j) − ψ(j)| + |Q(n, φ(n)) − Q(n,ψ(n))|

+ |G(φ)(n) − G(ψ)(n)|
and

‖Tφ − Tψ‖∞ ≤ C
ε

4C
‖φ − ψ‖∞ + ε

4C
‖φ − ψ‖∞ + ε

4C
‖φ − ψ‖∞ ≤ 3

4
ε.

Hence,T is a contraction mapping onS(ε). By the contraction mapping theorem (see[16]), the system
(5.1) has a unique solution inPN(E

d). The proof is completed. �

Next we represent this periodic solution using the resolvent ofBλ = λB(n,m). We assume det(I −
λB(n, n)) �= 0. As inSection 4, we define the resolventRλ(n,m) as the unique solution of the following
two equations

Rλ(n,m) =
n∑

j=m

Rλ(n, j)Bλ(j,m) − Bλ(n,m). (5.6)

Thus,Rλ(n,m) is N-periodic, and the solutionz(n) of (5.1) (if it exists) can be given byvariation of
constants formula

z(n)= f(n) −
n∑

j=0

Rλ(n, j)(f(j) + Q(j, z(j)) + G(z)(j)) +
−1∑

j=−∞
Bλ(n, j)z(j)

−
n∑

j=0

Rλ(n, j)

( −1∑
i=−∞

Bλ(j, i)z(i)

)
. (5.7)
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Corollary 5.2. Suppose thatBλ(n,m), Rλ(n,m) satisfyAssumptions H2, H4 and H5. Then the unique
solutionz(n) of (5.1) satisfies the equation

z(n) = f(n) −
n∑

j=−∞
Rλ(n, j)(f(j) + Q(j, z(j)) + G(z)(j)). (5.8)

Proof. Sincez(n) is N-periodic, one gets for any integerl > 0

z(n) = z(n + lN)=

f(n + lN) −

n+lN∑
j=0

Rλ(n + lN, j)(f(j) + Q(j, z(j)) + G(z)(j))




+

 −1∑

j=−∞
Bλ(n + lN, j)z(j) −

n+lN∑
j=0

Rλ(n + lN, j)

( −1∑
i=−∞

Bλ(j, i)z(i)

)

=

f(n) −

n∑
j=−lN

Rλ(n, j)(f(j) + Q(j, z(j)) + G(z)(j))




+
−1−lN∑
j=−∞

Bλ(n, j)z(j) −
n∑

k=−lN

Rλ(n, k)

(−1−lN∑
i=−∞

Bλ(k + lN, i + lN)z(i + lN)

)

=

f(n) −

n∑
j=−lN

Rλ(n, j)(f(j) + Q(j, z(j)) + G(z)(j))




+

−1−lN∑

j=−∞
Bλ(n, j)z(j) −

n∑
k=−lN

Rλ(n, k)

(−1−lN∑
i=−∞

Bλ(k, i)z(i)

) .

Let l → ∞, the first term of the above equation tends to (5.8) and the second term to zero.Corollary 5.2
is proved. �

Remark 5.3. If the kernel{B(n, j) = K(n− j)} is of convolution type and{K(n)}n≥0 is in �1(Rd), then
the resolventRλ(n,m) = RK

λ (n − m) is also of convolution type and{RK
λ (n)} ∈ �1(Rd) if and only if

det(I − λK(0)) �= 0 and det(I − λZ{K}(z)) �= 0 for |z| ≥ 1, by virtue of the discrete Paley-Wiener
Theorem (see[13]), whereZ{K}(z) is theZ-transform of{K(n)}n≥0.

If λ = 0, theEq. (5.1)reduces toz(n) = f(n)+Q(n, z(n))+G(z)(n), an implicit ordinary difference
equation. ThenTheorem 5.1includes implicit ordinary difference equations as a special case.

Remark 5.4. We may relate our work to that in[14], concerning nonlinear equations, that are analogous
to (4.2) but have the form

x(n) = f(n) +
n∑

j=0

B(n, j){x(j) + Gj(x(j))}, n ≥ 0. (5.9)
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Notice that, in contrast to (4.2), the lower limit of summation in (5.9) is 0. We have discussed asymptoti-
cally periodic solutions for (5.9) in[14]. We show that if{f(n)}n≥0 is an asymptotically periodic sequence,
theAssumptions H3 and H4and the condition (4.3a) are satisfied, then (5.9) has a unique asymptotically
periodic solution under certain conditions forGj(·) (see[14] for details).
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