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#### Abstract

The distributions of the ratio $X / Y$ are derived when $(X, Y)$ has the elliptically symmetric Pearsontype II distribution, elliptically symmetric Pearson-type VII distribution and the elliptically symmetric Kotz-type distribution. © 2005 Elsevier Inc. All rights reserved.
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## 1. Introduction

For a bivariate random vector $(X, Y)$, the distribution of the ratio $X / Y$ is of interest in problems in biological and physical sciences, econometrics, and ranking and selection. Examples include Mendelian inheritance ratios in genetics, mass to energy ratios in nuclear physics, target to control precipitation in meteorology, and inventory ratios in economics. The distribution of $X / Y$ has been studied by several authors especially when $X$ and $Y$ are independent random variables and come from the same family. For instance, see [8,12] for normal family, [13] for Student's $t$ family, [1] for Weibull family, [16] for stable family, [4] for non-central chi-squared family, and [14] for gamma family. However, there is relatively little work of this kind when $X$ and $Y$ are correlated random variables. Some of the known

[^0]work include [5] for bivariate normal family, [7] for bivariate $t$ family, and [11] for bivariate gamma family.

In this paper, we study the distribution of $X / Y$ when $(X, Y)$ has the

1. Elliptically symmetric Pearson-type II distribution given by the joint pdf

$$
\begin{align*}
& \quad f(x, y)=\frac{N+1}{\pi \sqrt{1-\rho^{2}}}\left(1-\frac{(x-\alpha)^{2}+(y-\beta)^{2}-2 \rho(x-\alpha)(y-\beta)}{1-\rho^{2}}\right)^{N}  \tag{1}\\
& \text { for }\{(x-\alpha) 2+(y-\beta) 2-2 \rho(x-\alpha)(y-\beta)\} /\left(1-\rho^{2}\right)<1,-\infty<x<\infty,-\infty<y<\infty \\
& -\infty<\alpha<\infty,-\infty<\beta<\infty, N>-1 \text {, and }-1<\rho<1
\end{align*}
$$

2. Elliptically symmetric Pearson-type VII distribution given by the joint pdf

$$
\begin{equation*}
f(x, y)=\frac{N-1}{\pi m \sqrt{1-\rho^{2}}}\left(1+\frac{(x-\alpha)^{2}+(y-\beta)^{2}-2 \rho(x-\alpha)(y-\beta)}{m\left(1-\rho^{2}\right)}\right)^{-N} \tag{2}
\end{equation*}
$$

for $-\infty<x<\infty,-\infty<y<\infty,-\infty<\alpha<\infty,-\infty<\beta<\infty, N>1, m>0$, and $-1<\rho<1$. The bivariate $t$-distribution and the bivariate Cauchy distribution are special cases of (2) for $N=(m+2) / 2$ and $m=1, N=\frac{3}{2}$, respectively.
3. Elliptically symmetric Kotz-type distribution given by the joint pdf

$$
\begin{align*}
f(x, y)= & \frac{\left.s r^{N / s}\left\{(x-\alpha)^{2}+(y-\beta)^{2}-2 \rho(x-\alpha) y-\beta\right)\right\}^{N-1}}{\pi \Gamma(N / s)\left(1-\rho^{2}\right)^{N-1 / 2}} \\
& \times \exp \left\{-r\left(\frac{(x-\alpha)^{2}+(y-\beta)^{2}-2 \rho(x-\alpha)(y-\beta)}{1-\rho^{2}}\right)^{s}\right\} \tag{3}
\end{align*}
$$

for $-\infty<x<\infty,-\infty<y<\infty,-\infty<\alpha<\infty,-\infty<\beta<\infty, N>0, r>0$, $s>0$ and $-1<\rho<1$. When $s=1$, this is the original Kotz distribution introduced in [9]. When $N=1, s=1$ and $r=\frac{1}{2}$, (3) reduces to a bivariate normal density.
The parameter $\rho$ is the correlation coefficient between the $x$ and $y$ components. For details on properties of these distributions see $[2,6,10]$.

The last two decades have seen a vigorous development of elliptically symmetric distributions as direct generalizations of the multivariate normal distribution which has dominated statistical theory and applications for almost a century. Elliptically symmetric distributions retain most of the attract properties of the multivariate normal distribution. The distributions mentioned above are three of the most popular elliptical symmetric distributions. For instance, since 1990, there has been a surge of activity relating to the elliptical symmetric Kotz-type distribution. It has attracted applications in areas such as Bayesian statistics, ecology, discriminant analysis, mathematical finance, repeated measurements, shape theory and signal processing. The elliptical symmetric Pearson-type VII is becoming increasingly important in classical as well as in Bayesian statistical modeling. Its application is a very promising approach in multivariate analysis. Classical multivariate analysis is soundly and
rigidly tilted toward the multivariate normal distribution while the Pearson-type VII distribution offers a more viable alternative with respect to real-world data, particularly because its tails are more realistic. We have seen recently some unexpected applications in novel areas such as cluster analysis, discriminant analysis, missing data imputation, multiple regression, portfolio optimization, robust projection indices, security returns, and speech recognition.

The aim of this paper is to calculate the distributions of the ratio $X / Y$ when $(X, Y)$ has the joint pdfs (1), (2) and (3). The calculations of this paper involve the complementary incomplete gamma function defined by

$$
\Gamma(a, x)=\int_{x}^{\infty} t^{a-1} \exp (-t) d t
$$

and the Gauss hypergeometric function defined by

$$
F(\alpha, \beta ; \gamma ; x)=\sum_{k=0}^{\infty} \frac{(\alpha)_{k}(\beta)_{k}}{(\gamma)_{k}} \frac{x^{k}}{k!}
$$

where $(c)_{k}=c(c+1) \cdots(c+k-1)$ denotes the ascending factorial. The properties of these special functions can be found in [3,15].

## 2. Pearson-type II distribution

Theorem 1 derives an explicit elementary expression for the pdf of $Z=X / Y$. Note that the resulting pdf depends only on $\rho$. The proof of this theorem is presented in the appendix.

Theorem 1. If $X$ and $Y$ are jointly distributed according to (1) then the pdf of $Z=X / Y$ is

$$
\begin{equation*}
f(z)=\frac{2 g(\arctan (z))}{1+z^{2}} \tag{4}
\end{equation*}
$$

where

$$
g(\theta)=\frac{\sqrt{1-\rho^{2}}}{2 \pi\{1-\rho \sin (2 \theta)\}}
$$

## 3. Pearson-type VII distribution

Theorem 2 derives an explicit expression for the pdf of $Z=X / Y$ in terms of the Gauss hypergeometric function. Its proof is also presented in the appendix.

Theorem 2. If $X$ and $Y$ are jointly distributed according to (2) and let

$$
\begin{align*}
& A=1-\rho \sin (2 \theta)  \tag{5}\\
& B=(\rho \beta-\alpha) \cos \theta+(\rho \alpha-\beta) \sin \theta \tag{6}
\end{align*}
$$



Fig. 1. Plots of the pdf (8) for $N=2, m=1$ and (a) $\alpha=0$ and $\beta=0$; (b) $\alpha=0$ and $\beta=2$; (c) $\alpha=0$ and $\beta=5$; and, (d) $\alpha=1$ and $\beta=0$.
and

$$
\begin{equation*}
C=\alpha^{2}+\beta^{2}-2 \rho \alpha \beta+m\left(1-\rho^{2}\right) \tag{7}
\end{equation*}
$$

Then, provided that $B^{2}<A C$, the pdf of $Z$ can be expressed as

$$
\begin{equation*}
f(z)=\frac{2 g(\arctan (z))}{1+z^{2}} \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
g(\theta)= & \frac{C^{1-N} \Gamma(2 N-2)(N-1) m^{N-1}\left(1-\rho^{2}\right)^{N-1 / 2}}{A \Gamma(2 N) \pi} \\
& F\left(1, N-1 ; N+\frac{1}{2} ; 1-\frac{B^{2}}{A C}\right) . \tag{9}
\end{align*}
$$

Figs. 1 and 2 illustrate possible shapes of the pdf (8) for a range of values of $\alpha, \beta, \rho$ and $N$.


Fig. 2. Plots of the pdf (8) for $m=1$ and (a) $\alpha=1, \beta=1$ and $N=2$; (b) $\alpha=3, \beta=3$ and $N=2$; (c) $\alpha=1$, $\beta=1$ and $N=5$; and, (d) $\alpha=1, \beta=1$ and $N=20$.

Theorems 3 and 4 and Corollaries $1-4$ consider three particular forms for the $\operatorname{pdf}$ of $Z$ involving only elementary forms. Corollary 1 considers the case $\alpha=\beta=0$. Note that the resulting pdf depends only on $\rho$. Theorem 3 and Corollaries 2 and 3 consider integer values for $N$ while Theorem 4 and Corollary 4 consider half-integer values for $N$.

Corollary 1. If $X$ and $Y$ are jointly distributed according to (2) and if $\alpha=\beta=0$ then (9) reduces to

$$
g(\theta)=\frac{\sqrt{1-\rho^{2}}}{2 \pi\{1-\rho \sin (2 \theta)\}}
$$

Theorem 3. Suppose $X$ and $Y$ are jointly distributed according to (2). Assume $N \geqslant 2$ is an integer and $B>0$, where $A, B$ and $C$ are given by (5), (6) and (7), respectively. Then, the pdf of $Z$ can be expressed as

$$
\begin{equation*}
f(z)=\frac{2 g(\arctan (z))}{1+z^{2}} \tag{10}
\end{equation*}
$$

where

$$
g(\theta)=\left\{\begin{array}{l}
\frac{m^{N-1}\left(1-\rho^{2}\right)^{N-1 / 2}}{2(-1)^{N-1} \pi(N-2)!} \frac{\partial^{N-2}}{\partial C^{N-2}} \\
\times\left(\frac{B}{\left(A C-B^{2}\right)^{3 / 2}} \arctan \frac{B}{\sqrt{A C-B^{2}}}-\frac{1}{A C-B^{2}}\right), \\
i f A C>B^{2}, \\
\frac{m^{N-1}\left(1-\rho^{2}\right)^{N-1 / 2}}{2(-1)^{N-1} \pi(N-2)!} \frac{\partial^{N-2}}{\partial C^{N-2}} \\
\times\left(\frac{B}{\left(B^{2}-A C\right)^{3 / 2}} \ln \frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}-\frac{1}{A C-B^{2}}\right) \\
\text { if } A C<B^{2}, \\
\frac{A^{N-2} m^{N-1}\left(1-\rho^{2}\right)^{N-1 / 2}}{2 \pi(2 N-1) B^{2 N-2}} \quad \text { if } A C=B^{2} .
\end{array}\right.
$$

Corollary 2. Under the assumptions of Theorem 3 , if $A C>B^{2}$ and $N=2,3,4,5,6$ then (11) reduces to

$$
\begin{aligned}
g(\theta)= & -\frac{m}{2 \pi}\left(\frac{1-\rho^{2}}{A C-B^{2}}\right)^{3 / 2}\left\{\arctan \left(\frac{B}{\sqrt{A C-B^{2}}}\right) B-\sqrt{A C-B^{2}}\right\} \\
g(\theta)= & -\frac{m^{2}}{4 C \pi}\left(\frac{1-\rho^{2}}{A C-B^{2}}\right)^{5 / 2}\left\{B^{2} \sqrt{A C-B^{2}}+3 B \arctan \left(\frac{B}{\sqrt{A C-B^{2}}}\right) A C\right. \\
- & \left.2 A \sqrt{A C-B^{2}} C\right\}, \\
g(\theta)= & \frac{m^{3}}{16 C^{2} \pi}\left(\frac{1-\rho^{2}}{A C-B^{2}}\right)^{7 / 2}\left\{2 B^{4} \sqrt{A C-B^{2}}-9 A B^{2} \sqrt{A C-B^{2}} C\right. \\
& \left.-15 \arctan \left(\frac{B}{\sqrt{A C-B^{2}}}\right) A^{2} C^{2} B+8 A^{2} \sqrt{A C-B^{2}} C^{2}\right\} \\
g(\theta)= & -\frac{m^{4}}{96 C^{3} \pi}\left(\frac{1-\rho^{2}}{A C-B^{2}}\right)^{9 / 2}\left\{8 B^{6} \sqrt{A C-B^{2}}-38 A B^{4} \sqrt{A C-B^{2} C}\right. \\
& +87 A^{2} B^{2} \sqrt{A C-B^{2}} C^{2}+105 B \arctan \left(\frac{B}{\sqrt{A C-B^{2}}}\right) A^{3} C^{3}
\end{aligned}
$$

$$
\left.-48 A^{3} \sqrt{A C-B^{2}} C^{3}\right\}
$$

and

$$
\begin{aligned}
g(\theta)= & \frac{m^{5}}{256 C^{4} \pi}\left(\frac{1-\rho^{2}}{A C-B^{2}}\right)^{11 / 2}\left\{16 B^{8} \sqrt{A C-B^{2}}-88 A B^{6} \sqrt{A C-B^{2}} C\right. \\
& +210 A^{2} B^{4} \sqrt{A C-B^{2}} C^{2}-325 A^{3} B^{2} \sqrt{A C-B^{2}} C^{3} \\
& \left.-315 \arctan \left(\frac{B}{\sqrt{A C-B^{2}}}\right) A^{4} C^{4} B+128 A^{4} \sqrt{A C-B^{2}} C^{4}\right\}
\end{aligned}
$$

respectively.
Corollary 3. Under the assumptions of Theorem 3, if $A C<B^{2}$ and $N=2,3,4,5,6$ then (11) reduces to

$$
\begin{aligned}
g(\theta)= & \frac{m}{2 \pi}\left(\frac{1-\rho^{2}}{B^{2}-A C}\right)^{3 / 2}\left\{\ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) B+\sqrt{B^{2}-A C}\right\} \\
g(\theta)= & \frac{m^{2}}{4 C \pi\left(B+\sqrt{B^{2}-A C}\right)}\left(\frac{1-\rho^{2}}{B^{2}-A C}\right)^{5 / 2}\left\{B^{4}+\sqrt{B^{2}-A C} B^{3}\right. \\
& +3 B^{2} \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A C+B^{2} A C \\
& \left.+3 B \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A C \sqrt{B^{2}-A C}+2 \sqrt{B^{2}-A C} A C B-2 A^{2} C^{2}\right\} \\
g(\theta)= & \frac{m^{3}}{16 C^{2} \pi\left(B+\sqrt{B^{2}-A C}\right)^{2}}\left(\frac{1-\rho^{2}}{B^{2}-A C}\right)^{7 / 2} \\
& \times\left\{4 B^{7}+4 \sqrt{B^{2}-A C} B^{6}-22 A C B^{5}\right. \\
& -20 B^{4} \sqrt{B^{2}-A C} A C-30 B^{3} \ln \left(\frac{\sqrt{B+} \sqrt{B^{2}-A C}}{}\right) A^{2} C^{2}+2 B^{3} A^{2} C^{2} \\
& -30 B^{2} \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A^{2} C^{2} \sqrt{B^{2}-A C}-7 \sqrt{B^{2}-A C} A^{2} C^{2} B^{2} \\
& \left.+16 B A^{3} C^{3}+15 B \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A^{3} C^{3}+8 \sqrt{B^{2}-A C} A^{3} C^{3}\right\} \\
g(\theta)= & \frac{1-\rho^{2}}{96 C^{3} \pi\left(B+\sqrt{B^{2}-A C}\right)^{3}} \frac{B^{2}-A C}{9}
\end{aligned}
$$

$$
\begin{aligned}
& \times\left\{32 B^{10}+32 \sqrt{B^{2}-A C} B^{9}-192 B^{8} A C\right. \\
& -176 B^{7} \sqrt{B^{2}-A C} A C+546 B^{6} A^{2} C^{2}+462 B^{5} \sqrt{B^{2}-A C} A^{2} C^{2} \\
& +420 B^{4} \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A^{3} C^{3}-281 B^{4} A^{3} C^{3} \\
& +420 B^{3} \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A^{3} C^{3} \sqrt{B^{2}-A C}-69 B^{3} \sqrt{B^{2}-A C} A^{3} C^{3} \\
& -315 B^{2} \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A^{4} C^{4}-153 B^{2} A^{4} C^{4}-144 B \sqrt{B^{2}-A C} A^{4} C^{4} \\
& -105 B \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A^{4} C^{4} \sqrt{B^{2}-A C}+48 A^{5} C^{5}
\end{aligned}
$$

and

$$
\begin{aligned}
g(\theta)= & \frac{m^{5}}{256 C^{4} \pi\left(B+\sqrt{B^{2}-A C}\right)^{4}}\left(\frac{1-\rho^{2}}{B^{2}-A C}\right)^{11 / 2}\left\{128 B^{13}+128 \sqrt{B^{2}-A C} B^{12}\right. \\
& -896 B^{11} A C-832 \sqrt{B^{2}-A C} B^{10} A C+2800 B^{9} A^{2} C^{2} \\
& +2400 B^{8} \sqrt{B^{2}-A C} A^{2} C^{2}-5472 B^{7} A^{3} C^{3}-4368 B^{6} \sqrt{B^{2}-A C} A^{3} C^{3} \\
& -2520 B^{5} \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A^{4} C^{4}+3716 B^{5} A^{4} C^{4} \\
& -2520 B^{4} \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A^{4} C^{4} \sqrt{B^{2}-A C}+1786 \sqrt{B^{2}-A C} A^{4} C^{4} B^{4} \\
& +2520 B^{3} \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A^{5} C^{5}+236 B^{3} A^{5} C^{5} \\
& +1260 B^{2} \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A^{5} C^{5} \sqrt{B^{2}-A C}+699 B^{2} \sqrt{B^{2}-A C} A^{5} C^{5} \\
& \left.-512 B A^{6} C^{6}-315 B \ln \left(\frac{\sqrt{A C}}{B+\sqrt{B^{2}-A C}}\right) A^{6} C^{6}-128 \sqrt{B^{2}-A C} A^{6} C^{6}\right\},
\end{aligned}
$$

respectively.
Theorem 4. Suppose $X$ and Yare jointly distributed according to (2).Assume $N=M+1 / 2$, $M \geqslant 2$ is an integer and $B>0$, where $A, B$ and $C$ are given by (5), (6) and (7), respectively. Then, the pdf of $Z$ can be expressed as

$$
\begin{equation*}
f(z)=\frac{2 g(\arctan (z))}{1+z^{2}} \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
g(\theta)=\frac{(M-1 / 2) m^{M-1 / 2}(-2)^{M}\left(1-\rho^{2}\right)^{M}}{2 \pi(2 M-1)!!} \frac{\partial^{M-2}}{\partial C^{M-2}}\left(\frac{1}{\sqrt{C}(\sqrt{A C}+B)^{2}}\right) \tag{13}
\end{equation*}
$$

Corollary 4. Under the assumptions of Theorem 4 , if $M=2,3,4,5,6$ then (13) reduces to

$$
\begin{aligned}
& g(\theta)=\frac{m^{3 / 2}\left(1-\rho^{2}\right)^{2}}{\pi \sqrt{C}(\sqrt{A C}+B)^{2}}, \\
& g(\theta)=\frac{m^{5 / 2}\left(1-\rho^{2}\right)^{3}(3 A C+\sqrt{A C} B)}{3 \pi C^{3 / 2}(\sqrt{A C}+B)^{3} \sqrt{A C}}, \\
& g(\theta)=\frac{m^{7 / 2}\left(1-\rho^{2}\right)^{4}\left(5 A C \sqrt{A C}+4 A C B+\sqrt{A C} B^{2}\right)}{5 \pi C^{5 / 2}(\sqrt{A C}+B)^{4} \sqrt{A C}}, \\
& g(\theta)=\frac{m^{9 / 2}\left(1-\rho^{2}\right)^{5}\left(35 A^{2} C^{2}+47 A C \sqrt{A C} B+25 A C B^{2}+5 \sqrt{A C} B^{3}\right)}{35 \pi C^{7 / 2}(\sqrt{A C}+B)^{5} \sqrt{A C}}
\end{aligned}
$$

and

$$
g(\theta)=\frac{m^{11 / 2}\left(1-\rho^{2}\right)^{6}\left(63 A^{2} C^{2} \sqrt{A C}+42 A C B^{3}+122 A^{2} C^{2} B+102 A C \sqrt{A C} B^{2}+7 \sqrt{A C} B^{4}\right)}{63 \pi C^{9 / 2}(\sqrt{A C}+B)^{6} \sqrt{A C}},
$$

respectively.
Corollary 1 follows from (9) by standard properties of the Gauss hypergeometric function (see Prudnikov et al. ([15], vol. 3, Section 7.3)). The result of Theorem 3 follows by repeating the proof of Theorem 2 and applying Lemma 2 to the integral in (25). Corollaries 2 and 3 follow by setting $N=2,3,4,5,6$ into (11). The result of Theorem 4 follows by repeating the proof of Theorem 2 and applying Lemma 3 to the integral in (25). Corollary 4 follows by setting $M=2,3,4,5,6$ into (13).

## 4. Kotz-type distribution

Theorem 5 derives an explicit expression for the pdf of $Z=X / Y$ in terms of the complementary incomplete gamma function. Its proof is presented in the appendix.

Theorem 5. Suppose $X$ and $Y$ are jointly distributed according to (3) and let

$$
\begin{align*}
& A=1-\rho \sin (2 \theta)  \tag{14}\\
& B=(\rho \beta-\alpha) \cos \theta+(\rho \alpha-\beta) \sin \theta  \tag{15}\\
& C=\alpha^{2}+\beta^{2}-2 \rho \alpha \beta \tag{16}
\end{align*}
$$

and

$$
\begin{equation*}
D=\left(1-\rho^{2}\right)(\alpha \sin \theta-\beta \cos \theta)^{2} / A \tag{17}
\end{equation*}
$$

Furthermore, define

$$
\begin{align*}
g_{1}(\theta)= & \frac{\sqrt{1-\rho^{2}}}{2 A \pi \Gamma(N / s)}\left\{\Gamma\left(\frac{N}{s}, \frac{r C^{s}}{\left(1-\rho^{2}\right)^{s}}\right)\right. \\
& \left.+\frac{B}{\sqrt{A}} \sum_{k=0}^{\infty}(-1)^{k}\binom{-1 / 2}{k}\left(\frac{r^{1 / s}}{1-\rho^{2}}\right)^{k+1 / 2} \Delta(C)\right\} \tag{18}
\end{align*}
$$



Fig. 3. Plots of the pdf (20)-(21) for $r=1, s=1, N=2$ and (a) $\alpha=1$ and $\beta=1$; (b) $\alpha=1$ and $\beta=3$; (c) $\alpha=3$ and $\beta=1$; and, (d) $\alpha=3$ and $\beta=3$.


Fig. 4. Plots of the pdf (20)-(21) for $\alpha=1, \beta=1, r=1, s=2$ and (a) $N=2$; (b) $N=3$; (c) $N=5$; and, (d) $N=50$.
and

$$
\begin{equation*}
g_{2}(\theta)=\frac{B \sqrt{1-\rho^{2}}}{A^{3 / 2} \pi \Gamma(N / s)} \sum_{k=0}^{\infty}(-1)^{k}\binom{-1 / 2}{k}\left(\frac{r^{1 / s}}{1-\rho^{2}}\right)^{k+1 / 2}\{\Delta(C)-\Delta(D)\}, \tag{19}
\end{equation*}
$$

where

$$
\Delta(a)=\left(a-\frac{B^{2}}{A}\right)^{k} \Gamma\left(\frac{N-k-1 / 2}{s}, \frac{r a^{s}}{\left(1-\rho^{2}\right)^{s}}\right)
$$

If $B \geqslant 0$ then the pdf of $Z=X / Y$ can be expressed as

$$
\begin{equation*}
f(z)=\frac{g_{1}(\arctan (z))+g_{1}(\pi+\arctan (z))+g_{2}(\pi+\arctan (z))}{1+z^{2}} \tag{20}
\end{equation*}
$$

On the other hand, if $B<0$ then

$$
\begin{equation*}
f(z)=\frac{g_{1}(\arctan (z))+g_{1}(\pi+\arctan (z))+g_{2}(\arctan (z))}{1+z^{2}} . \tag{21}
\end{equation*}
$$



Fig. 5. Plots of the pdf (20)-(21) for $\alpha=1, \beta=1, r=1, N=2$ and (a) $s=1$; (b) $s=2$; (c) $s=3$; and, (d) $s=10$.

Figs. 3-5 illustrate possible shapes of the pdf (20)-(21) for a range of values of $\alpha, \beta, s, \rho$ and $N$. Note that several of the pdfs are multi-modal. This is interesting because the known ratio-distributions in the literature do not seem to have this feature.

Corollary 5 considers a particular form for the pdf of $Z$ for the case $\alpha=\beta=0$. Note that the resulting pdf is elementary and depends only on $\rho$. The proof of this corollary is also presented in the appendix.

Corollary 5. If $X$ and $Y$ are jointly distributed according to (3) and if $\alpha=\beta=0$ then the pdf of $Z$ reduces to

$$
\begin{equation*}
f(z)=\frac{2 g(\arctan (z))}{1+z^{2}} \tag{22}
\end{equation*}
$$

where

$$
g(\theta)=\frac{\sqrt{1-\rho^{2}}}{2 \pi\{1-\rho \sin (2 \theta)\}} .
$$

## Appendix. Proofs

In this section, we outline proofs of the main results of the paper. We need the following technical lemmas.

Lemma 1 ([15, vol. 1, Eq. (2.2.6.1)]). For $p>0$ and $q>0$,

$$
\begin{aligned}
& \int_{a}^{b}(x-a)^{p-1}(b-x)^{q-1}(c x+d)^{r} d x \\
& \quad=(b-a)^{p+q-1}(a c+d)^{r} B(p, q) F\left(p,-r ; p+q ; \frac{c(a-b)}{a c+d}\right)
\end{aligned}
$$

Lemma 2 ([15, vol. 1, Eq. (2.2.9.14)]). For $a>0, b>0, c>0$, and $n \geqslant 2$,

$$
\begin{aligned}
\int_{0}^{\infty} & \frac{x}{\left(a x^{2}+2 b x+c\right)^{n}} d x \\
& =\left\{\begin{array}{c}
\frac{(-1)^{n-1}}{2(n-1)!} \frac{\partial^{n-2}}{\partial c^{n-2}}\left(\frac{b}{\left(a c-b^{2}\right)^{3 / 2}} \arctan \frac{b}{\sqrt{a c-b^{2}}}-\frac{1}{a c-b^{2}}\right) \\
\text { if } a c>b^{2}, \\
\frac{(-1)^{n-1}}{2(n-1)!} \frac{\partial^{n-2}}{\partial c^{n-2}}\left(\frac{b}{\left(b^{2}-a c\right)^{3 / 2}} \ln \frac{\sqrt{a c}}{b+\sqrt{b^{2}-a c}}-\frac{1}{a c-b^{2}}\right), \\
\text { if } a c<b^{2}, \\
\frac{a^{n-2}}{2(n-1)(2 n-1) b^{2 n-2}} \\
\text { if } a c=b^{2} .
\end{array}\right.
\end{aligned}
$$

Lemma 3 ([15, vol. 1, Eq. (2.2.9.20)]). For $a>0, b>0, c>0$, and $0 \leqslant m \leqslant n-1$,

$$
\int_{0}^{\infty} \frac{x^{m}}{\left(a x^{2}+2 b x+c\right)^{n}} d x=\frac{(-1)^{n+m-1} 2^{n-1} m!}{(2 n-1)!!} \frac{\partial^{n-m-1}}{\partial c^{n-m-1}}\left(\frac{1}{\sqrt{c}(\sqrt{a c}+b)^{m+1}}\right)
$$

Proof of Theorem 1. Set $(X, Y)=(\alpha+R \sin \Theta, \beta+R \cos \theta)$. Under this transformation, the Jacobian is $R$ and so one can express the joint pdf of $(R, \Theta)$ as

$$
\begin{equation*}
g(r, \theta)=\frac{(N+1)\{1-\rho \sin (2 \theta)\}^{N}}{\pi\left(1-\rho^{2}\right)^{N+1 / 2}} r\left(A-r^{2}\right)^{N} \tag{23}
\end{equation*}
$$

where $A=\left(1-\rho^{2}\right) /\{1-\rho \sin (2 \theta)\}$. The region of integration $\{(x-\alpha) 2+(y-\beta) 2-$ $2 \rho(x-\alpha)(y-\beta)\} /\left(1-\rho^{2}\right)<1$ reduces to $r^{2} \leqslant A$ or equivalently $r \leqslant \sqrt{A}$. Thus, the
marginal pdf of $\Theta$ can be obtained as

$$
\begin{aligned}
g(\theta) & =\frac{(N+1)\{1-\rho \sin (2 \theta)\}^{N}}{\pi\left(1-\rho^{2}\right)^{N+1 / 2}} \int_{0}^{\sqrt{A}} r\left(A-r^{2}\right)^{N} d r \\
& =\frac{\{1-\rho \sin (2 \theta)\}^{N}}{2 \pi\left(1-\rho^{2}\right)^{N+1 / 2}} A^{N+1} \\
& =\frac{\sqrt{1-\rho^{2}}}{2 \pi\{1-\rho \sin (2 \theta)\}}
\end{aligned}
$$

The result of the theorem follows by noting that the pdf of $Z=\tan \Theta$ can be expressed as

$$
\begin{equation*}
f(z)=\frac{g(\arctan (z))+g(\pi+\arctan (z))}{1+z^{2}} \tag{24}
\end{equation*}
$$

and that $g(\arctan (\theta))=g(\pi+\arctan (\theta))$ for the form for $g(\cdot)$.
Proof of Theorem 2. Set $(X, Y)=(R \sin \Theta, R \cos \theta)$. Under this transformation, the Jacobian is $R$ and so one can express the joint pdf of $(R, \Theta)$ as

$$
g(r, \theta)=\frac{(N-1) m^{N-1}\left(1-\rho^{2}\right)^{N-1 / 2} r}{\pi\left(A r^{2}+2 B r+C\right)^{N}}
$$

where $A, B$ and $C$ are given by (5), (6) and (7), respectively. Thus, the marginal pdf of $\Theta$ can be obtained as

$$
\begin{align*}
g(\theta)= & \frac{(N-1) m^{N-1}\left(1-\rho^{2}\right)^{N-1 / 2}}{\pi} \int_{0}^{\infty} \frac{r}{\left(A r^{2}+2 B r+C\right)^{N}} d r  \tag{25}\\
= & \frac{C^{1-N} \Gamma(2 N-2)(N-1) m^{N-1}\left(1-\rho^{2}\right)^{N-1 / 2}}{A \Gamma(2 N) \pi} \\
& \times F\left(1, N-1 ; N+\frac{1}{2} ; 1-\frac{B^{2}}{A C}\right) \tag{26}
\end{align*}
$$

which follows by a direct application of Lemma 1. The result of the theorem follows by noting that the pdf of $Z=\tan \Theta$ can be expressed as

$$
\begin{equation*}
f(z)=\frac{g(\arctan (z))+g(\pi+\arctan (z))}{1+z^{2}} \tag{27}
\end{equation*}
$$

and that $g(\arctan (\theta))=g(\pi+\arctan (\theta))$ for the form for $g(\cdot)$.

Proof of Theorem 5. Set $(X, Y)=(T \sin \Theta, T \cos \theta)$. Under this transformation, the Jacobian is $T$ and so one can express the joint pdf of $(T, \Theta)$ as

$$
\begin{equation*}
g(t, \theta)=\frac{s r^{N / s}\left(A t^{2}+2 B t+C\right)^{N-1}}{\pi \Gamma(N / s)\left(1-\rho^{2}\right)^{N-1 / 2}} \exp \left\{-\frac{r\left(A t^{2}+2 B t+C\right)^{s}}{\left(1-\rho^{2}\right)^{s}}\right\} \tag{28}
\end{equation*}
$$

where $A, B$ and $C$ are given by (14), (15) and (16), respectively. Set $z(t)=A t^{2}+2 B t+C$ and note that

$$
\frac{d z(t)}{d t}= \pm 2 \sqrt{B^{2}-A(C-z)}
$$

Note further that $z(t)$ is an increasing function of $t$ with $z(0)=C$ if $B \geqslant O$. On the other hand, if $B<0$ then $z(t)$ decreases between $0 \leqslant t \leqslant z^{-1}(D)$ before increasing for all $t \geqslant z^{-1}(D)$, where $D$ is given by (17). Thus, the marginal pdf of $\Theta$ can be expressed as $g(\theta)=g_{1}(\theta)$ if $B \geqslant 0$ and as $g(\theta)=g_{l}(\theta)+g_{2}(\theta)$ if $B<0$, where

$$
\begin{align*}
g_{1}(\theta)= & \frac{s r^{N / s}}{2 A \pi \Gamma(N / s)\left(1-\rho^{2}\right)^{N-1 / 2}} \int_{C}^{\infty} z^{N-1} \exp \left\{-\frac{r z^{s}}{\left(1-\rho^{2}\right)^{s}}\right\} \\
& \times\left\{1+\frac{B}{\sqrt{B^{2}-A(C-z)}}\right\} d z \tag{29}
\end{align*}
$$

and

$$
\begin{equation*}
g_{2}(\theta)=\frac{s r^{N / s}}{A \pi \Gamma(N / s)\left(1-\rho^{2}\right)^{N-1 / 2}} \int_{D}^{C} \frac{B z^{N-1} \exp \left\{-r z^{s} /\left(1-\rho^{2}\right)^{s}\right\}}{\sqrt{B^{2}-A(C-z)}} d z \tag{30}
\end{equation*}
$$

These two expressions actually reduce to those given by (18) and (19), respectively, as shown below. Consider (29). Note that $\left|\left(B^{2}-A C\right) /(A z)\right| \leqslant 1$ for all $z \geqslant C$. Thus, using the series expansion

$$
(1+x)^{-1 / 2}=\sum_{k=0}^{\infty}\binom{-1 / 2}{k} x^{k}
$$

one can expand (29) as

$$
\begin{aligned}
g_{1}(\theta)= & \frac{s r^{N / s}}{2 A \pi \Gamma(N / s)\left(1-\rho^{2}\right)^{N-1 / 2}} \int_{C}^{\infty} z^{N-1} \exp \left\{-\frac{r z^{s}}{\left(1-\rho^{2}\right)^{s}}\right\} \\
& \times\left\{1+\frac{B}{\sqrt{A z}} \sum_{k=0}^{\infty}\binom{-1 / 2}{k}\left(\frac{B^{2}-A C}{A z}\right)^{k}\right\} d z
\end{aligned}
$$

$$
\begin{aligned}
= & \frac{s r^{N / s}}{2 A \pi \Gamma(N / s)\left(1-\rho^{2}\right)^{N-1 / 2}}\left[\int_{C}^{\infty} z^{N-1} \exp \left\{-\frac{r z^{s}}{\left(1-\rho^{2}\right)^{s}}\right\} d z\right. \\
& \left.+\frac{B}{\sqrt{A}} \sum_{k=0}^{\infty}\binom{-1 / 2}{k} \frac{B\left(B^{2}-A C\right)^{k}}{A^{k+1 / 2}} \int_{C}^{\infty} z^{N-k-3 / 2} \exp \left\{-\frac{r z^{s}}{\left(1-\rho^{2}\right)^{s}}\right\} d z\right] \\
= & \frac{2 A \pi \Gamma(N / s)\left(1-\rho^{2}\right)^{N-1 / 2}}{}\left[\frac{\left(1-\rho^{2}\right)^{N}}{s r^{N / s}} \Gamma\left(\frac{N}{s}, \frac{r C^{s}}{\left(1-\rho^{2}\right)^{s}}\right)\right. \\
& +\frac{B}{\sqrt{A}} \sum_{k=0}^{\infty}(-1 / 2) \frac{B\left(B^{2}-A C\right)^{k}}{k} \frac{\left(1-\rho^{2}\right)^{N-k-1 / 2}}{A^{k+1 / 2}} \frac{s r^{(N-k-1 / 2) / s}}{} \\
& \left.\times \Gamma\left(\frac{N-k-1 / 2}{s}, \frac{r C^{s}}{\left(1-\rho^{2}\right)^{s}}\right)\right]
\end{aligned}
$$

where the last step follows from the definition of the complementary incomplete gamma function. One can similarly show that (30) reduces to the form given in (19). The result of the theorem follows by noting that the pdf of $Z=\tan \Theta$ can be expressed as

$$
\begin{equation*}
f(z)=\frac{g(\arctan (z))+g(\pi+\arctan (z))}{1+z^{2}} \tag{31}
\end{equation*}
$$

and that $g(\theta)=g_{1}(\theta)$ if $B \geqslant 0$ and $g(\theta)=g_{1}(\theta)+g_{2}(\theta)$ if $B<0$.
Proof Corollary 5. Note that in this case (28) takes the form

$$
g(t, \theta)=\frac{s r^{N / s} A^{N-1}}{\pi \Gamma(N / s)\left(1-\rho^{2}\right)^{N-1 / 2}} \exp \left\{-\frac{r A^{s} t^{2 s}}{\left(1-\rho^{2}\right)^{s}}\right\}
$$

where $A$ is given by (14). Integrating this over $0 \leqslant t<\infty$ yields the form for $g(\cdot)$ given in the corollary. The result of the corollary follows by noting that the pdf of $Z=\tan \Theta$ can be expressed as

$$
\begin{equation*}
f(z)=\frac{g(\arctan (z))+g(\pi+\arctan (z))}{1+z^{2}} \tag{32}
\end{equation*}
$$

and that $g(\arctan (\theta))=g(\pi+\arctan (\theta))$ for the form for $g(\cdot)$.

## Acknowledgments

The author thank the referees and the editor for carefully reading the paper and for their great help in improving the paper.

## References

[1] A.P. Basu, R.H. Lochner, On the distribution of the ratio of two random variables having generalized life distributions, Technometrics 13 (1971) 281-287.
[2] K.-T. Fang, S. Kotz, K.W. Ng, Symmetric Multivariate and related Distributions, Chapman \& Hall, London, 1990.
[3] I.S. Gradshteyn, I.M. Ryzhik, Table of Integrals, Series, and Products, sixth ed., Academic Press, San Diego, 2000.
[4] D.1. Hawkins, C.-P. Han, Bivariate distributions noncentral chi-square random variables, Comm. Statist.—Theory Methods 15 (1986) 261-277.
[5] D.V. Hinkley, On the ratio of two correlated normal random variables, Biometrika 56 (1969) 635-639.
[6] M.E. Johnson, Multivariate Statistical Simulation, John Wiley, New York, 1987.
[7] R.F. Kappenman, A note on the multivariate $t$ ratio distribution, Ann. Math. Statist. 42 (1971) 349-351.
[8] P.J. Korhonen, S.C. Narula, The probability distribution of the ratio of the absolute values of two normal variables, J. Statist. Comput. Simul. 33 (1989) 173-182.
[9] S. Kotz, Multivariate distributions at a cross-road, in: G.P. Patil, S. Kotz, J.K. Ord (Eds.), Statistical Distributions in Scientific Work, vol. 1, D. Reidel Publishing Company, Dordrecht, The Netherlands, 1975.
[10] S. Kotz, S. Nadarajah, Multivariate $t$ Distributions and their Applications, Cambridge University Press, New York, 2004.
[11] R.Y. Lee, B.S. Holland, J.A. Flueck, Distribution of a ratio of correlated gamma random variables, SIAM J. Appl. Math. 36 (1979) 304-320.
[12] G. Marsaglia, Ratios of normal variables and ratios of sums of uniform variables, J. Amer. Statist. Assoc. 60 (1965) 193-204.
[13] S.J. Press, The $t$ ratio distribution, J. Amer. Statist. Assoc. 64 (1969) 242-252.
[14] S.B. Provost, On the distribution of the ratio of powers of sums of gamma random variables, Pakistan J. Statist. 5 (1989) 157-174.
[15] A.P. Prudnikov, Y.A. Brychkov, O.I. Marichev, Integrals and Series, vols. 1, 2 and 3, Gordon and Breach Science Publishers, Amsterdam, 1986.
[16] S.M. Shcolnick, On the ratio of independent stable random variables, Stability Problems for Stochastic Models (Uzhgorod, 1984), Lecture Notes in Mathematics, vol. 1155, Springer, Berlin, 1985, pp. 349-354.


[^0]:    E-mail address: snadaraj@unlserve.unl.edu.

    0047-259X/\$ - see front matter © 2005 Elsevier Inc. All rights reserved.
    doi:10.1016/j.jmva.2005.03.004

