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COMPUTING THE SQUARE ROOT OF A LOW-RANK PERTURBATION OF THE SCALED IDENTITY MATRIX∗

MASSIMILIANO FASI†, NICHOLAS J. HIGHAM‡, AND XIAOBO LIU†

Abstract. We consider the problem of computing the square root of a perturbation of the scaled identity matrix, \( A = \alpha I_n + UV^* \), where \( U \) and \( V \) are \( n \times k \) matrices with \( k \leq n \). This problem arises in various applications, including computer vision and optimization methods for machine learning. We derive a new formula for the \( p \)-th root of \( A \) that involves a weighted sum of powers of the \( p \)-th root of the \( k \times k \) matrix \( \alpha I_k + V^*U \). This formula is particularly attractive for the square root, since the sum has just one term when \( p = 2 \). We also derive a new class of Newton iterations for computing the square root that exploit the low-rank structure. We test these new methods on random matrices and on positive definite matrices arising in applications. Numerical experiments show that the new approaches can yield much smaller residual than existing alternatives and can be significantly faster when the perturbation \( UV^* \) has low rank.
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1. Introduction. Any solution of the nonlinear equation \( X^p = A \) is a \( p \)-th root of the square matrix \( A \). This matrix equation arises in many applications [18, sect. 2.14], and various methods for solving it numerically have been proposed in the literature. Particular attention has been devoted to the principal \( p \)-th root \( A^{1/p} \), which for a matrix with no eigenvalues on the closed negative real axis \( \mathbb{R}^- \) is the unique \( p \)-th root whose eigenvalues \( \lambda \) all satisfy \( \arg \lambda < \pi/p \). For \( p = 2 \) one obtains the square root, which is the \( p \)-th root most often needed in applications and most thoroughly investigated in the literature. Throughout this work, “\( p \)-th root” refers to the principal \( p \)-th root, and in particular “square root” refers to the principal square root, whose eigenvalues all lie in the open right half-plane.

The state-of-the-art methods for computing the matrix square root are based on the Schur decomposition [5], [7], [17], and can be extended to the computation of the \( p \)-th root [11], [21], [28]. These methods have excellent numerical stability, in the sense that the computed solution satisfies essentially the same backward error bound as the rounded exact solution.

The Schur decomposition is typically computed using the QR algorithm [30], [31], [32], which is one of the most complex methods in matrix computations [10, sect. 7.5]. Implementing it in a robust and efficient way is a difficult task, so its low prevalence in libraries for matrix computations on custom hardware is not surprising. For example, a nonsymmetric dense eigensolver is not present in the NVIDIA cuSOLVER library.¹ Multiprecision environments often do not supply a routine for computing the Schur decomposition [9, sect. 5]; examples lacking one are the Julia Language [4], which currently (version 1.7.1) does not provide it for its BigFloat data type, and the
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MATLAB Symbolic Math Toolbox [29], where it is not available for the 
symbol data type at the time of writing (version 9).

Matrix iterations for computing $A^{1/2}$ are an attractive alternative in these
situations. Newton iterations converge quadratically in exact arithmetic and require
only matrix multiplication and (in most cases) matrix inversion or the solution of
multiple right-hand side linear systems. Tailored iterations are available for com-
puting the square root of matrices with special structure or properties, including
$M$-matrices, $H$-matrices, and Hermitian positive definite matrices; these are surveyed
in [18, sect. 6.8].

Here we study methods for computing the square root of a matrix $A \in \mathbb{C}^{n \times n}$ of
the form

$$A = \alpha I_n + UV^*, \quad \alpha \in \mathbb{C}, \quad U,V \in \mathbb{C}^{n \times k}, \quad k \leq n, \quad \Lambda(A) \cap \mathbb{R}^- = \emptyset,$$

where $I_n$ is the identity matrix of order $n$ and $\Lambda(A)$ denotes the spectrum of $A$. The
condition $\Lambda(A) \cap \mathbb{R}^- = \emptyset$ implies that $A$ is necessarily nonsingular, and if $k < n$, so
that $UV^*$ is rank deficient, it also implies that $\alpha$ lies off $\mathbb{R}^-$ (and in particular is
nonzero). The same condition also requires that the $k \times k$ matrix $\alpha I_k + V^*U$ has no
eigenvalues on $\mathbb{R}^-$, since the nonzero eigenvalues of $BC$ and $CB$ are the same for any
two matrices $B$ and $C$ [18, Thm. 1.32], [19, Thm. 1.3.22].

An explicit expression for a function of a matrix in the form (1.1) is given by
Higham in [18, Thm. 1.35] (and also by Harris in [14, Lem. 2] for $\alpha = 0$).

**Theorem 1.1 ([18, Thm. 1.35]).** Let $U,V \in \mathbb{C}^{n \times k}$ with $k \leq n$ and assume that
$V^*U$ is nonsingular. Let $f$ be defined on the spectrum of $A = \alpha I_n + UV^*$, and if
$k = n$ let $f$ be defined at $\alpha$.

Then

$$f(A) = f(\alpha)I_n + U(V^*U)^{-1}(f(\alpha I_k + V^*U) - f(\alpha)I_k)V^*.$$

The theorem says two things: that $f(A)$, like $A$, is a perturbation of rank at
most $k$ of the identity matrix and that $f(A)$ can be computed by evaluating $f$ and
the inverse at two $k \times k$ matrices. The formula (1.2) is of clear computational interest
when $k \ll n$.

Note that if we take $f(x) = x^{-1}$ and write $A + UV^* = A(I_n + A^{-1}UV^*)$, then
after a little manipulation we obtain as a special case of (1.2) the Sherman–Morrison–
Woodbury formula, which says that if $I_k + V^*A^{-1}U$ is nonsingular then $A + UV^*$ is
also nonsingular and

$$(A + UV^*)^{-1} = A^{-1} - A^{-1}U(I_k + V^*A^{-1}U)^{-1}V^*A^{-1}.$$

Taking for $f$ the square root in (1.2) gives

$$A^{1/2} = \alpha^{1/2}I_n + U(V^*U)^{-1}(\alpha I_k + V^*U)^{1/2} - \alpha^{1/2}I_k)V^*.$$

This formula is valid only if $V^*U$ is nonsingular, yet this condition is not required
for $A^{1/2}$ to be defined. This is undesirable, since there is no guarantee that for a
rank-$k$ perturbation written as $UV^*$ the matrix $V^*U$ will be nonsingular. Consider
the $k = 1$ case with $U = e_i$ and $V = e_j$ for $i \neq j$: formula (1.4) fails since $V^*U = 0$,
and there is no alternative way of writing this perturbation. In general, we cannot
avoid a singular $V^*U$ given only the assumption that $A^{1/2}$ is well defined, and thus
the formula cannot always be applicable.

Another problem with (1.2) is that it may not provide full accuracy when evaluated
in floating-point arithmetic if the condition number of $V^*U$ is large. This is
illustrated in Figure 1.1, where we compare the accuracy of (1.4) and (1.9) (see below) on matrices of the form (1.1) for \( n = 100, \alpha = 1 \), and \( V = U \). The elements of \( U \) are drawn from different distributions in the two panels. Note that the y-axes have a different range.

\[
\|\hat{X}^2 - A\|_2 / \|A\|_2
\]

where \( \hat{X} \) is a computed approximation to the square root obtained in MATLAB using binary64 arithmetic with unit roundoff \( u_{64} \approx 1.1 \times 10^{-16} \). In order to avoid roundoff errors in the computation of the relative residual, (1.5) is evaluated in binary128 arithmetic by relying on the Multiprecision Computing Toolbox for MATLAB [24].

In Figure 1.1a, the matrix \( U \in \mathbb{C}^{n \times k} \), for \( k \) varying between 1 and 100, has entries drawn from the normal distribution with mean 0 and variance \( n^{-2} \), which we denote by \( \mathcal{N}(0, n^{-2}) \), and we set \( V = U \) so that \( A \) is Hermitian. In Figure 1.1b, the parameter \( k \) is set to 10, and the matrices \( U \) and \( V \) are generated with the MATLAB code:

```matlab
S = logspace(-log10(kappa), 0, k);
U = orth(randn(n, k));
V = U .* S;
```

This ensures that \( V^*U \) has condition number approximately \( \kappa \), which in our experiment varies between 1 and \( 10^{16} \). The relative residual of the solution computed using (1.4) deteriorates as the rank of \( UV^* \) or the condition number of \( V^*U \) increase.

Interestingly, the Sherman–Morrison–Woodbury formula (1.3) does not involve \( (V^*U)^{-1} \), so for particular \( f \) this term does not necessarily have to appear in a
formula for $f(A)$. We now derive a formula for the $p$th root of a matrix of the form (1.1) that does not have the restriction that $V^*U$ be nonsingular.

**Theorem 1.2.** Let $U,V \in \mathbb{C}^{n \times k}$ with $k \leq n$ have full rank and let the matrix $A = \alpha I_n + UV^*$ have no eigenvalues on $\mathbb{R}^-$. Then for any integer $p \geq 1$,

$$A^{1/p} = \alpha^{1/p} I_n + U \left( \sum_{i=0}^{p-1} \alpha^{i/p} \cdot (\alpha I_k + V^*U)^{(p-i-1)/p} \right)^{-1} V^*.$$  

**Proof.** Assume, first, that $V^*U$ is nonsingular. Taking for $f$ the $p$th root in Theorem 1.1 gives

$$A^{1/p} = \alpha^{1/p} I_n + U(V^*U)^{-1}((\alpha I_k + V^*U)^{1/p} - \alpha^{1/p} I_k)V^*.$$  

On the other hand, from the identity $a^p - b^p = (a - b) \left( \sum_{i=0}^{p-1} a^{p-i-1} b^i \right)$ we have

$$(\alpha I_k + V^*U)^{1/p} - \alpha^{1/p} I_k = V^*U \left( \sum_{i=0}^{p-1} \alpha^{i/p} \cdot (\alpha I_k + V^*U)^{(p-i-1)/p} \right)^{-1},$$

where the matrix in parentheses is nonsingular because $\alpha I_k + V^*U$ and $\alpha I_k$ have no eigenvalue in common, which means that the left-hand side of (1.8) is nonsingular. Using the identity (1.8) in (1.7) gives (1.6). If $V^*U$ is singular, consider the matrix $A(t) = \alpha I_n + U(t)V^*$, where $U(t) = U + tV$ for $t \in \mathbb{R}$. We have $V^*U(t) = V^*U + tV^*V$, which is nonsingular for sufficiently small positive $t$. By (1.6) we have

$$A(t)^{1/p} = \alpha^{1/p} I_n + (U + tV) \left( \sum_{i=0}^{p-1} \alpha^{i/p} \cdot (\alpha I_k + V^*U + tV^*V)^{(p-i-1)/p} \right)^{-1} V^*,$$

and taking the limit as $t \to 0$ gives (1.6). \hfill \Box

Our main interest is in $p = 2$, for which we have the following corollary.

**Corollary 1.3.** Let $U,V \in \mathbb{C}^{n \times k}$ with $k \leq n$ have full rank and let the matrix $A = \alpha I_n + UV^*$ have no eigenvalues on $\mathbb{R}^-$. Then

$$A^{1/2} = \alpha^{1/2} I_n + U (\alpha I_k + V^*U)^{1/2} \left( \alpha^{1/2} I_k \right)^{-1} V^*.$$  

The formula (1.9) in Corollary 1.3 is a significant improvement over (1.4), since it does not contain the factor $(V^*U)^{-1}$. Furthermore, in the experiments of Figure 1.1, formula (1.9) produces relative residuals of order $u$, unlike (1.4).

In section 2 we describe some applications that motivated this work. In section 3 we derive a Newton iteration that exploits the low-rank structure and provides an alternative to using (1.9); it is a structured variant of the Denman–Beavers iteration. In section 4 we compare the computational cost of several methods applied to the explicitly formed $A$ or to (1.9), and in section 5 we compare the methods in terms of numerical stability and speed on random matrices as well as on positive definite matrices arising in real applications. Concluding remarks are offered in section 6.

We note that similar problems have been addressed in the literature. Bernstein and Van Loan [3] proposed an algorithm for computing $f(X+E)$, where $f$ is a rational function and $E$ has rank one. More recently, Beckermann, Kressner, and Schweitzer [2] have developed a Krylov subspace-based method for approximating $f(X+E)$ provided that $f$ is analytic and $E$ has low rank. These two techniques compute $f(X+E)$ as an update of $f(X)$ instead of forming $X+E$ and then evaluating the matrix function from scratch.
2. Applications. The need to compute roots of matrices of the form (1.1) arises in high-order optimization algorithms for machine learning [1], [13] and in machine vision [23].

The Shampoo technique, developed by Gupta, Koren, and Singer [13], is a preconditioned gradient method for second-order optimization. Computationally, the most expensive step of the algorithm is the evaluation of

\[ L_t^{-1/2p} G_t R_t^{-1/2q}, \quad t = 1, \ldots, \ell, \]

for some positive integers \( \ell, p, \) and \( q \) where

\[
L_t = \alpha I_n + \sum_{s=1}^{t} G_s G_s^* , \quad R_t = \alpha I_k + \sum_{s=1}^{t} G_s^* G_s ,
\]

and \( G_1, \ldots, G_t \in \mathbb{R}^{n \times k} \) are of rank at most \( r \). We note that the matrix \( \sum_{s=1}^{t} G_s G_s^* \) can be written as \( UU^* \) where \( U = [G_1 \ldots G_t] \in \mathbb{R}^{n \times kt} \), which shows that \( L_t \) is of the form (1.1). The original implementation of Shampoo [13] used an SVD-based approach to compute the \( p \)th roots of \( L_t \) and \( G_t \), but more recently Anil et al. [1] used the Schur–Newton algorithm of Guo and Higham [12] to compute the inverse \( p \)th roots. We note that the two algorithms are roughly equivalent for symmetric positive definite matrices such as \( L_t \) and \( R_t \), as both the SVD and the Schur decomposition reduce to the eigendecomposition, and the only difference is in the way the \( p \)th roots of the eigenvalues are computed: the SVD-based algorithm computes the \( p \)th roots of the eigenvalues directly, whereas the Newton–Schur algorithm uses a scalar Newton iteration.

In representations for visual recognition [23, p. 39], the square root of a matrix of the form (1.1) is used in the spectral normalization of bilinear convolutional neural networks. This feature normalization technique runs an input image through a convolutional layer that extracts a set of \( k \) feature vectors \( x_1, \ldots, x_k \in \mathbb{R}^n \) with non-negative entries. These features are then aggregated via bilinear pooling, producing the matrix

\[ A = \alpha I_n + \frac{1}{k} \sum_{i=1}^{k} x_i x_i^*. \]

Since \( k \) depends on the size of the input image and of the convolutional filters, whereas \( n \) depends on the number of filters, these two numbers can be very different. Even when \( n \) and \( k \) are of similar magnitude, as often happens in state-of-the-art models [23, p. 52], many of the \( x_i \) may in principle be equal or very similar, producing a perturbation of rank much smaller than \( k \). Because of the local nature of the convolutional filters, this is likely to happen when a large portion of the input image is filled by a homogeneous texture, as is the case for images with bursty features such as those considered in [23, Chap. 4]. The low-rank approximation can be obtained efficiently by using, for example, the randomized SVD algorithm recently developed by Nakatsukasa [25].

The need for computing the square root of a matrix of the form (1.1) also comes from numerical considerations in computing the square root of a singular or nearly singular matrix \( B \). Rounding errors in floating-point arithmetic can displace small positive real eigenvalues of \( B \) to the negative real axis, where the principal square root is not well defined. In order to avoid potential issues, one can regularize \( B \)
by adding the term $\alpha I$ for some small positive constant $\alpha$: if $B$ is factorized into a product of the form $UV^*$ by truncating its singular value decomposition, then this diagonal shift produces a matrix of the form (1.1). This technique has been used, for example, to regularize some structured layers of deep neural networks \cite{22}. The same regularization may be of interest when computing the inverse square roots of matrices of the form $\frac{1}{n}X^TX$, where $X$ represents the data matrix and $n$ is the number of samples. Matrices of this form arise in the training of deep neural networks \cite{26}, \cite{33}.

3. **Newton iterations.** An obvious approach for computing the square root is to apply any Newton iteration to $A$ in (1.1) directly. For $k \ll n$, a more efficient strategy is to invoke (1.9) in Corollary 1.3 and apply the iteration to the $k \times k$ matrix $\alpha I_k + V^*U$. The standard Newton iteration is known to be numerically unstable \cite{16}, \cite[sect. 6.4.1]{18}, so we focus on two of its numerically stable variants, namely the Denman–Beaver iteration (DB) and its product form.

The (scaled) DB iteration \cite{8}, \cite[sect. 6.3]{18} is

\begin{equation}
X_{i+1} = \frac{1}{2}(\mu_i X_i + \mu_i^{-1} Y_i^{-1}), \quad X_0 = A,
\end{equation}

\begin{equation}
Y_{i+1} = \frac{1}{2}(\mu_i Y_i + \mu_i^{-1} X_i^{-1}), \quad Y_0 = I,
\end{equation}

where the positive scaling parameter $\mu_i \in \mathbb{R}$ can be used to accelerate the convergence of the method in its initial steps. The choice $\mu_i = 1$ yields the unscaled DB method, for which $X_i$ and $Y_i$ converge quadratically to $A^{1/2}$ and $A^{-1/2}$, respectively. An effective but possibly expensive technique for choosing the parameter $\mu_i$ is determinantal scaling, which we discuss later in this section.

We prove by induction that if $A$ is of the form (1.1) then for $i \geq 0$ the iterates $X_i$ and $Y_i$ can be written in the form

\begin{equation}
X_i = \beta_i I_n + UB_i V^*, \quad \beta_i \in \mathbb{C}, \quad B_i \in \mathbb{C}^{k \times k},
\end{equation}

\begin{equation}
Y_i = \gamma_i I_n + UC_i V^*, \quad \gamma_i \in \mathbb{C}, \quad C_i \in \mathbb{C}^{k \times k}.
\end{equation}

For $i = 0$, this follows from setting $\beta_0 = \alpha$, $B_0 = I_k$ and $\gamma_0 = 1$, $C_0 = 0$. For the inductive step, by using the Sherman–Morrison–Woodbury formula (1.3) for $X_i^{-1}$ and $Y_i^{-1}$ we obtain

\begin{align*}
X_{i+1} &= \frac{1}{2}(\mu_i X_i + \mu_i^{-1} Y_i^{-1}) \\
&= \frac{\mu_i}{2}(\beta_i I_n + UB_i V^*) + \frac{(\mu_i \gamma_i)^{-1}}{2}(I_n - UC_i(\gamma_i I_k + V^*UC_i)^{-1}V^*) \\
&= \frac{\mu_i \beta_i + (\mu_i \gamma_i)^{-1}}{2}I_n + \frac{1}{2}U(\mu_i B_i - (\mu_i \gamma_i)^{-1}C_i(\gamma_i I_k + V^*UC_i)^{-1})V^*,
\end{align*}

and

\begin{align*}
Y_{i+1} &= \frac{1}{2}(\mu_i Y_i + \mu_i^{-1} X_i^{-1}) \\
&= \frac{\mu_i}{2}(\gamma_i I_n + UC_i V^*) + \frac{(\mu_i \beta_i)^{-1}}{2}(I_n - UB_i(\beta_i I_k + V^*UB_i)^{-1}V^*) \\
&= \frac{\mu_i \gamma_i + (\mu_i \beta_i)^{-1}}{2}I_n + \frac{1}{2}U(\mu_i C_i - (\mu_i \beta_i)^{-1}B_i(\beta_i I_k + V^*UB_i)^{-1})V^*,
\end{align*}
so that

\begin{align}
\beta_{i+1} &= \frac{\mu_i \beta_i + (\mu_i \gamma_i)^{-1}}{2}, \\
B_{i+1} &= \frac{1}{2}(\mu_i B_i - (\mu_i \gamma_i)^{-1}C_i(\gamma_i I_k + V^*UC_i)^{-1}), \\
\gamma_{i+1} &= \frac{\mu_i \gamma_i + (\mu_i \beta_i)^{-1}}{2}, \\
C_{i+1} &= \frac{1}{2}(\mu_i C_i - (\mu_i \beta_i)^{-1}B_i(\beta_i I_k + V^*UB_i)^{-1}).
\end{align}

With \( W = V^*U \in \mathbb{C}^{k \times k} \) precomputed and stored, each step requires the solution of two \( k \times k \) linear systems with \( k \) right-hand sides and two \( k \times k \) matrix multiplications, for a total cost of \( \frac{28}{3}k^3 \) floating-point operations (flops).

Note that since \( \beta_i \to \alpha^{1/2} \) and \( \gamma_i \to \alpha^{-1/2} \), we might be tempted to remove the iterations for \( \beta_i \) and \( \gamma_i \) and replace \( \beta_i \) by \( \alpha^{1/2} \) in (3.4d) and \( \gamma_i \) by \( \alpha^{-1/2} \) in (3.4b). However, this choice changes the iteration, which is no longer convergent in general.

By introducing the product \( M_k = X_k Y_k \) and rewriting (3.1), one of the inversions can be traded for a multiplication, giving the product form of the DB iteration [6], [18, sect. 6.3]

\begin{align}
M_{i+1} &= \frac{1}{2}\left(I + \frac{\mu_i^2 M_i + \mu_i^{-2}M_i^{-1}}{2}\right), \quad M_0 = A, \\
X_{i+1} &= \frac{1}{2}\mu_i X_i \left(I + \mu_i^{-2}M_i^{-1}\right), \quad X_0 = A.
\end{align}

Here, \( X_i \to A^{1/2} \) and \( M_i \to I \) as \( i \to \infty \).

Now we show that if \( A \) has the form (1.1) then for \( i \geq 0 \) the matrix \( M_i \) has the form

\begin{equation}
M_i = \nu_i I_n + UN_i V^*, \quad \nu_i \in \mathbb{C}, \quad N_i \in \mathbb{C}^{k \times k},
\end{equation}

and \( X_i \) has the form (3.2). For \( i = 0 \), this follows from setting \( \nu_0 = \beta_0 = \alpha \) and \( N_0 = B_0 = I_k \). For the inductive step, by using the Sherman–Morrison–Woodbury formula (1.3) for \( M_i^{-1} \) we obtain for \( M_{i+1} \) the expression

\begin{align}
M_{i+1} &= \frac{1}{2}\left(I_n + \frac{\mu_i^2 M_i + \mu_i^{-2}M_i^{-1}}{2}\right) \\
&= \frac{1}{2}\left(I_n + \frac{\mu_i^2 (\nu_i I_n + UN_i V^*) + \mu_i^{-2} \nu_i^{-1}(I_n - UN_i(\nu_i I_k + V^*UN_i)^{-1}V^*)}{2}\right) \\
&= \frac{1}{4}(\mu_i^2 \nu_i + \mu_i^{-2} \nu_i^{-1}) I_n + \frac{1}{4}U \left(\mu_i^2 N_i - (\mu_i^2 \nu_i)^{-1}N_i(\nu_i I_k + V^*UN_i)^{-1}V^*\right) \\
&= \frac{1}{4}(\mu_i^2 \nu_i + \mu_i^{-2} \nu_i^{-1}) I_n + \frac{1}{4}U \left(\mu_i^2 N_i - S_i\right) V^*,
\end{align}

where

\( S_i = (\mu_i^2 \nu_i)^{-1}N_i(\nu_i I_k + V^*UN_i)^{-1}. \)
Similarly, for \( X_{i+1} \) we have

\[
X_{i+1} = \frac{\mu_i}{2} X_i \left( I_n + \mu_i^{-2} M_i^{-1} \right)
\]

\[
= \frac{\mu_i}{2} (\beta_i I_n + UB_i V^*) \left( I_n + \mu_i^{-2} \nu_i^{-1} (I_n - UN_i (\nu_i I_k + V^* UN_i)^{-1} V^*) \right)
\]

(3.8) \[= \frac{\mu_i}{2} \beta_i (1 + \mu_i^{-2} \nu_i^{-1}) I_n + \frac{1}{2} U \left( (\mu_i + \mu_i^{-1} \nu_i^{-1}) B_i - \mu_i \beta_i S_i - \mu_i B_i V^* U S_i \right) V^*.
\]

From (3.7) and (3.8) we can read off formulas for \( \nu_{i+1}, N_{i+1}, \beta_{i+1}, \) and \( B_{i+1} \) in terms of \( \nu_i, N_i, \beta_i, \) and \( B_i \).

With \( V^* U \) computed initially and stored, forming \( S_i \) requires one \( k \times k \) matrix multiplication and one \( k \times k \) linear system solve with \( k \) right-hand sides, and computing \( X_i \) takes two additional \( k \times k \) matrix products. Therefore, each iteration entails three \( k \times k \) matrix products and the solution of a \( k \times k \) linear system with \( k \) right-hand sides.

An effective scaling is determinantal scaling, which is given for the DB iteration by

\[
\mu_i = \left| \frac{\sqrt{\det(A)}}{\det(X_i)} \right|^{1/n} = \left| \frac{1}{\det(X_i) \det(Y_i)} \right|^{1/2n}
\]

and for the product form of the DB iteration by

\[
\mu_i = \left| \frac{1}{\det(M_i)} \right|^{1/2n}.
\]

In order to perform this scaling efficiently, however, it is necessary to exploit the structure of the matrices \( A, X_i, Y_i, \) and \( M_i \) when computing their determinants. We explain how to compute the determinant of \( X_i \) in (3.2); those of \( A \) in (1.1), of \( Y_i \) in (3.3), and of \( M_i \) in (3.6) can be computed analogously. By exploiting the identity \( \det(I + AB) = \det(I + BA) \), we obtain

\[
\det(X_i) = \det(\beta_i I_n + UB_i V^*)
\]

\[
= \beta_i^n \det(I_k + \beta_i^{-1} V^* U B_i)
\]

\[
= \beta_i^{n-k} \det(\beta_i I_k + (V^* U) B_i),
\]

where the last expression involves only \( k \times k \) matrices. Since \( \beta_i \) can be small, to avoid underflow in forming \( \beta_i^{n-k} \) for large \( n - k \) we should form directly

\[
|\det(X_i)|^{1/n} = \beta_i^{1-k/n} |\det(\beta_i I_k + (V^* U) B_i)|^{1/n},
\]

rather than computing \( \det(X_i) \) explicitly.

The \( \det \) term itself is also prone to underflow, so care is needed in its evaluation. If \( \mu_i \) becomes an infinity, a NaN, or 0 we set \( \mu_k = 1 \). As is customary when using scaled iterations [15], we also set \( \mu_k = 1 \) when the relative difference between \( \mu_{i-1} \) and \( \mu_i \) becomes small.

4. Cost comparison of the methods. Now we compare the computational cost of the methods discussed in the previous sections for computing the square root of the matrix \( A \) in (1.1).

In Table 4.1 the methods are divided into two categories: Schur-free methods and Newton methods. We report the asymptotic cost of the methods, where we assume
Table 4.1: Asymptotic cost of methods for computing \((αI + UV^*)^{1/2}\) for \(U, V \in \mathbb{C}^{n \times k}\). The second and third column report the cost of the methods in terms of flops and matrix operations, respectively. Here, \(D_k\), \(I_k\), and \(M_k\) denote the solution of a \(k \times k\) linear system with \(k\) right-hand sides, the inversion of a matrix of order \(k\), and the multiplication of two matrices of order \(k\), respectively. For the iterative methods, \(N\) is the total number of iterations performed.

<table>
<thead>
<tr>
<th>Method</th>
<th>Total flops</th>
<th>Operations per iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schur-based: Schur method</td>
<td>(28 \frac{1}{2} n^3)</td>
<td>–</td>
</tr>
<tr>
<td>Formula (1.9) with Schur method</td>
<td>(2kn^2 + 4k^2n + 29k^3)</td>
<td>–</td>
</tr>
<tr>
<td>Newton: DB iteration</td>
<td>(4Nn^3)</td>
<td>(2I_n)</td>
</tr>
<tr>
<td>Product DB iteration</td>
<td>(4Nn^3)</td>
<td>(M_n + I_n)</td>
</tr>
<tr>
<td>Structured DB</td>
<td>(2kn^2 + 4k^2n + 9\frac{1}{2}Nk^3)</td>
<td>(2M_k + 2D_k)</td>
</tr>
<tr>
<td>Structured product DB</td>
<td>(2kn^2 + 4k^2n + 8\frac{3}{2}Nk^3)</td>
<td>(3M_k + D_k)</td>
</tr>
<tr>
<td>Formula (1.9) with DB</td>
<td>(2kn^2 + 4k^2n + 4Nk^3)</td>
<td>(2I_k)</td>
</tr>
<tr>
<td>Formula (1.9) with product DB</td>
<td>(2kn^2 + 4k^2n + 4Nk^3)</td>
<td>(M_k + I_k)</td>
</tr>
</tbody>
</table>

that the linear systems are solved using LU factorization. We give the cost in terms of flops and in terms of matrix multiplications, matrix inversions, and multiple-right-hand-side system solves.

For \(k \ll n\), the computational cost of computing \(A^{1/2}\) is reduced from \(O(n^3)\) for the standard (unstructured) methods to \(O(n^2)\) for the methods that exploit the low-rank structure, assuming that for the Newton methods the number of iterations does not depend on \(k\) or \(n\). Among the Schur-free methods that exploit the low-rank structure, formula (1.9) has the least cost, regardless of what form of the DB iteration is used to compute the \(k \times k\) square root. In particular, it will be cheaper to evaluate (1.9) using the DB iteration (plain or in product form) as long as convergence is achieved in no more than 7 steps, whilst the Schur method will be more convenient for matrices that would require 8 or more iterations.

5. Numerical experiments. In this section we evaluate the performance of four methods for computing the square root of matrices of the form (1.1), which are implemented in the following MATLAB codes.

- **schur_full**: an algorithm that first builds the matrix \(A\) in (1.1) by computing the outer product and then computes its square root using the MATLAB function `sqrtm`, which implements the Schur method [5], [7], [17]. If \(U = V\), the matrix \(A\) is normal and its triangular Schur factor is diagonal. In this case, this algorithm reduces to the computation of \(QA^{1/2}Q^*\) where \(A = QAQ^*\) is a spectral decomposition of \(A\).
- **schur_k**: an implementation of (1.9), where the square root of the \(k \times k\) matrix is computed using `sqrtm` and the \(k \times k\) linear system with \(k\) right-hand sides is solved using the MATLAB backslash operator.
- **db_prod_k**: an implementation of (1.9), where the square root of the \(k \times k\) matrix is computed using the DB iteration in product form (3.5) with determinantal scaling and the \(k \times k\) linear system with \(k\) right-hand sides is solved using the MATLAB backslash operator.
- **db_prod_struct**: the structured DB iteration in product form discussed in section 3, which iterates on \(k \times k\) matrices. The algorithm uses the determinantal scaling in (3.6) and (3.7).

The experiments were run using the 64-bit GNU/Linux version of MATLAB 9.11.0.
(R2021b Update 1) on a machine equipped with an AMD Ryzen 7 Pro 5850U running at 1.90GHz and 32 GiB of RAM. The code we used to produce the results in this section is available on GitHub.\footnote{https://github.com/Xiaobo-Liu/sqrtm-lrpsi}

For the DB iterations we use the following stopping criterion: we look at $B_i$, one of the $k \times k$ matrices on which we iterate, and we return the current approximation when the 1-norm of the relative change between two successive iterations falls below a given tolerance $\tau$, which for our experiments was set to $10^{-64}$ for binary64 arithmetic and $8 \times 32 \approx 6 \times 10^{-8}$ for binary32 precision, where $u_{64} = 2^{-53} \approx 1 \times 10^{-16}$ and $u_{32} = 2^{-24} \approx 6 \times 10^{-8}$ are the unit roundoffs of binary64 and binary32 arithmetic, respectively.

For each computed square root $\tilde{X}$ of $A$, we compute the 2-norm relative residual in (1.5) and we gauge the quality of $\tilde{X}$ by comparing the relative residual with the quantity $\alpha_2(X)u$, where

$$\alpha_2(X) = \frac{\|X\|^2}{\|A\|_2}$$

can be regarded as a condition number for the relative residual [5, sect. 4], [17, sect. 5], and $u$ is the unit roundoff of the working precision. We note that $\alpha_2(X) \equiv 1$ if $A$ is normal [5, sect. 4], thus we do not report the value of $\alpha_2(X)$ in such cases.

5.1. Quality. First we compare our four implementations in terms of the quality of the computed solution. In these experiments we consider the matrix $A$ in (1.1) for $U = V$ and $n = 100$. For the dimension $k$ we vary the ratio $k/n$ from 0 to 1 with increment of 0.05 and replace the zero ratio by 0.01. Figure 5.1 reports the relative residual (1.5). The matrix $U$ has entries drawn from $N(0,n^{-2})$ in Figure 5.1a, and from the uniform distribution over the open interval $(0,n^{-1})$, which we denote by $U(0,n^{-1})$, in Figure 5.1b. In these two figures $\alpha = 1$ is used. In Figure 5.1c and Figure 5.1d the matrix $U$ has entries drawn from $U(0,n^{-1})$ with $\alpha = 0.1$ and $\alpha = 0.001$, respectively.

In Figure 5.1a and Figure 5.1b the relative residual of $\text{db\_prod\_struct}$ is indistinguishable from that of $\text{schur\_k}$ and $\text{db\_prod\_k}$, which exploit the formula (1.9). The relative residual of $\text{schur\_full}$, on the other hand, is about one and a half orders of magnitude larger in both cases, and in fact $\text{schur\_full}$ is the only algorithm that produces a relative residual not of the same magnitude as $\alpha_2(X)u$; the reason for this mild instability is not clear. In Figure 5.1c the performance of the algorithms does not change much from that in Figure 5.1b when $\alpha$ decreases to 0.1. In Figure 5.1d we see that if $\alpha = 0.001$ then $\text{db\_prod\_struct}$ shows signs of instability as $k/n$ approaches 1, while the other algorithms remain largely stable and $\text{schur\_full}$ has relatively better performance for small $\alpha$. With the chosen values of $\alpha$, the matrix $A$ is very well conditioned, as $\kappa_2(A) < 10$. We repeated the experiment with the setting in Figure 5.1d but further decreasing $\alpha$ to $10^{-6}$. In this case $\kappa_2(A) = O(n)$, and the algorithms behaved as in Figure 5.1d.

Next we test the algorithms on nonsymmetric matrices. We use the same experimental settings as in previous tests, but we now set $U \neq V$ so that $A$ is nonsymmetric. The results are shown in Figure 5.2. There is no substantial difference between the behavior of the algorithms on symmetric and nonsymmetric matrices, although we note that the quality of the solutions computed by the Schur-based algorithms slightly deteriorates in Figure 5.2 compared with the results in Figure 5.1.
5.2. Timings. In Figure 5.3 we gauge how the execution time of our MATLAB implementations changes as the ratio $k/n$ varies. In this experiment we consider the matrix $A$ in (1.1) for $\alpha = 0.1$, $U = V$, and $n = 1000, 4000, 7000, \text{ and } 10000$. The results reported here are for $u_{ij} \sim \mathcal{N}(0,n^{-2})$, but we have repeated the experiment with $u_{ij} \sim \mathcal{U}(0,n^{-1})$ and found that the behavior of the methods does not change significantly. As predicted by the analysis of the computational cost in section 4, schur\_full is the only algorithm whose timings depend only on the order $n$ of the input matrix but not on the rank $k$ of the perturbation. The methods that exploit the structure of $A$, on the other hand, become slower as the ratio $k/n$ grows. The fastest
of the four implementations is \texttt{schur.k}, and its execution time never exceeds that of \texttt{schur.full} significantly. In this experiment \texttt{db.prod.struct} typically requires 7 iterations to converge and is the slowest, and \texttt{db.prod.k} typically requires 6 iterations to converge and is just slightly slower than \texttt{schur.k}. We repeated the experiments with $\alpha = 1$ and obtained very similar results, although on this simpler problem \texttt{db.prod.k} and \texttt{db.prod.struct} were usually faster and required at most 2 and 3 iterations, respectively.

The picture is different for nonsymmetric matrices, as shown by Figure 5.4, which reports the results of the same experiments for the matrix $A$ of the form (1.1) with $n = 100$, various choices of $\alpha$, and $V \neq U$. The elements of $U$ and $V$ are drawn from different distributions.

Fig. 5.2: Relative residual of algorithms for computing the square root. The matrix $A$ has the form (1.1) for $n = 100$, various choices of $\alpha$, and $V \neq U$. The elements of $U$ and $V$ are drawn from different distributions.
Fig. 5.3: Execution time (in seconds) of algorithms for computing the square root. The matrix $A$ has the form (1.1) for $\alpha = 0.1$ and $V = U$. The elements of $U$ are drawn from $\mathcal{N}(0, n^{-2})$.

$n = 1000, 4000, 7000, \text{ and } 10000, \alpha = 0.1, \text{ and } U \neq V$. The behavior of the algorithms does not change significantly in this setting, although $\text{db.prod.k}$ becomes the fastest method for all matrix sizes, $\text{schur.k}$ becomes the slowest by a considerable margin for $n = 1000$, whereas $\text{db.prod.struct}$ is typically the slowest for larger matrices.

5.3. Positive definite matrices from applications. Now we compare the structured iterations and the direct algorithms on three test matrices from machine learning applications [1]. These are provided as part of the Lingvo framework for TensorFlow [27] and are available on GitHub. The matrices, which are provided in binary32 format, are formed by accumulating matrix products of the form (2.1) for $\alpha = 0$, and thus they are real and symmetric but are numerically indefinite because

3https://github.com/tensorflow/lingvo/tree/master/lingvo/core/testdata
of rounding errors in the computation, having small negative real eigenvalues (see Table 5.1). We do not have access to the terms $G_s$ in (2.1) used to generate the test matrices, and for the sake of our experiment we recover them from the test matrices as we now explain.

By the spectral theorem, the symmetric test matrix $B_i \in \mathbb{R}^{n \times n}$ can be decomposed as $Q \Sigma Q^T$, where $Q \in \mathbb{R}^{n \times n}$ is orthogonal and $\Sigma \in \mathbb{R}^{n \times n}$ is diagonal and has diagonal elements sorted in decreasing order. Let us now define the matrix $\tilde{B}_i = Q_t \Sigma_t Q_t^T$, where $Q_t \in \mathbb{R}^{n \times t}$ collects the first $t$ columns of $Q$ and $\Sigma_t \in \mathbb{R}^{t \times t}$ is the leading principal submatrix minor of $\Sigma$ of order $t$. In other words, $\tilde{B}_i$ approximates $B_i$ by truncating its spectral decomposition to rank $t$. By taking $G = Q_t \Sigma_t^{1/2}$, we can rewrite this approximation as $GG^T = \tilde{B}_i \approx B_i$, which is implicitly of the form $\sum_{s=1}^{t'} G_s G_s^T$ in (2.1). We choose $t$ according to some tolerance $\varepsilon > 0$ such that all ei-
genvalues of $B_i \in \mathbb{R}^{n \times n}$ not less than $\varepsilon$ are retained in $\Sigma_t \in \mathbb{R}^{t \times t}$. In the experiments we consider two different choices of the tolerance: $\varepsilon_1 = 0.1$ and $\varepsilon_2 = n^{3/2}u_{32}$.

In Table 5.1 we list some important characteristics of the original test matrices, which we denote by $B_1$, $B_2$, and $B_3$, and our approximations to them, which we denote by $\tilde{B}_1$, $\tilde{B}_2$, and $\tilde{B}_3$, respectively.

We examine the performance of the algorithms for computing the principal square root of $A_1 = \alpha I_n + \tilde{B}_i$ in binary32 arithmetic, where $\alpha$ is a positive real constant chosen so that the smallest eigenvalue of $A_1$ is positive, which implies that $A_1$ is positive definite. Given that practical values of the regularizing scalar $\alpha$ are not mentioned in [1], in the experiments we test three choices: $\alpha = 10^{-4}$, $10^{-3}$, and 1.

The results are given in Table 5.2. All the methods except $\text{dbprodstruct}$ converge for all test matrices with relative residual of the order $\alpha_2(A^{1/2})u_{32}$ in most cases, which indicates good numerical stability. In general, $\text{dbprodk}$ gives the solution that has the smallest residual; the other iterative method, $\text{dbprodstruct}$ computes an unsatisfactory solution for $\alpha = 10^{-6}$ and $\alpha = 10^{-3}$, but for $\alpha = 1$ its performance is on par with that of $\text{dbprodk}$.

In terms of timings, $\text{schurfull}$ is by far the slowest choice for $B_1$, but becomes comparable with $\text{dbprodk}$ and $\text{dbprodstruct}$ for $B_2$ and $B_3$ when the rank of $\tilde{B}_i$ is moderate compared with the size. $\text{schurk}$ is the fastest method, while its advantage over $\text{dbprodk}$ and $\text{dbprodstruct}$ becomes negligible when $\tilde{B}_i$ has low rank. The execution time of the two iterative methods $\text{dbprodk}$ and $\text{dbprodstruct}$ is similar on most of the test matrices. Again, we observe that exploiting the structure of $A$ delivers a significant performance improvement when $k \ll n$, in line with what suggested by the cost comparison in Table 4.1.

We conclude by mentioning that we derived, implemented, and tested the structured version of other variants of the Newton iteration, including the incremental form of Iannazzo [20] and the Newton–Schulz iteration [18, p. 153]. We found that their performance is similar to that of the structured DB iteration in product form.

6. Concluding remarks. We have investigated numerical methods for computing roots of a matrix $A = \alpha I_n + UV^*$, where $U$ and $V$ have rank $k \leq n$. We derived a new formula for $A^{1/p}$ that has the advantage over the existing formula from Theorem 1.1 of not requiring that $V^*U$ be nonsingular. Focusing on the square root, we have also derived a new structured DB iteration that exploits the low-rank structure of $UV^*$.

Our numerical experiments confirm that when $k \ll n$, exploiting the structure yields algorithms that are much more efficient than simply applying the Schur method.
Table 5.2: Relative residual and execution time (in seconds) of algorithms for computing the square root. The matrices are those in Table 5.1.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\alpha = 10^{-6}$</th>
<th>$\alpha = 10^{-3}$</th>
<th>$\alpha = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>res</td>
<td>time</td>
<td>res</td>
</tr>
<tr>
<td>$B_1$ 82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>schur_full</td>
<td>$1 \times 10^{-6}$</td>
<td>$5 \times 10^{-2}$</td>
<td>$1 \times 10^{-6}$</td>
</tr>
<tr>
<td>schur_k</td>
<td>$9 \times 10^{-7}$</td>
<td>$2 \times 10^{-3}$</td>
<td>$9 \times 10^{-7}$</td>
</tr>
<tr>
<td>db_prod_k</td>
<td>$4 \times 10^{-7}$</td>
<td>$6 \times 10^{-3}$</td>
<td>$3 \times 10^{-7}$</td>
</tr>
<tr>
<td>db_prod_struct</td>
<td>$1 \times 10^{-1}$</td>
<td>$5 \times 10^{-3}$</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>$B_2$ 221</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>schur_full</td>
<td>$2 \times 10^{-6}$</td>
<td>$9 \times 10^{-3}$</td>
<td>$1 \times 10^{-6}$</td>
</tr>
<tr>
<td>schur_k</td>
<td>$1 \times 10^{-6}$</td>
<td>$3 \times 10^{-3}$</td>
<td>$2 \times 10^{-6}$</td>
</tr>
<tr>
<td>db_prod_k</td>
<td>$4 \times 10^{-7}$</td>
<td>$2 \times 10^{-2}$</td>
<td>$8 \times 10^{-8}$</td>
</tr>
<tr>
<td>db_prod_struct</td>
<td>$1 \times 10^{-1}$</td>
<td>$2 \times 10^{-2}$</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>$B_3$ 177</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>schur_full</td>
<td>$2 \times 10^{-6}$</td>
<td>$9 \times 10^{-3}$</td>
<td>$1 \times 10^{-6}$</td>
</tr>
<tr>
<td>schur_k</td>
<td>$1 \times 10^{-6}$</td>
<td>$2 \times 10^{-3}$</td>
<td>$1 \times 10^{-6}$</td>
</tr>
<tr>
<td>db_prod_k</td>
<td>$3 \times 10^{-7}$</td>
<td>$1 \times 10^{-2}$</td>
<td>$1 \times 10^{-7}$</td>
</tr>
<tr>
<td>db_prod_struct</td>
<td>$1 \times 10^{-1}$</td>
<td>$1 \times 10^{-2}$</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>$B_4$ 511</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>schur_full</td>
<td>$2 \times 10^{-6}$</td>
<td>$8 \times 10^{-3}$</td>
<td>$2 \times 10^{-6}$</td>
</tr>
<tr>
<td>schur_k</td>
<td>$3 \times 10^{-6}$</td>
<td>$1 \times 10^{-2}$</td>
<td>$3 \times 10^{-6}$</td>
</tr>
<tr>
<td>db_prod_k</td>
<td>$3 \times 10^{-7}$</td>
<td>$8 \times 10^{-2}$</td>
<td>$1 \times 10^{-7}$</td>
</tr>
<tr>
<td>db_prod_struct</td>
<td>$1 \times 10^{-1}$</td>
<td>$1 \times 10^{-1}$</td>
<td>$1 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

to $A$. If the Schur decomposition can be computed then using the Schur method to evaluate (1.9) is our preferred method overall. Otherwise, we recommend the use of the DB iteration, either in its structured form or as an unstructured algorithm to compute the $k \times k$ square root appearing in (1.9).
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