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Abstract We show that a reciprocal space squared intensity map of a
material can be recovered, for each characteristic length scale, from
diffraction tomography data by a simple slice-by-slice reconstruction
method. Moreover if the reciprocal space map can be represented by
a finite sum of spherical harmonic components for each length scale
then the coefficients of that expansion can be recovered from inverting
the transverse ray transform (TRT), where the data are polynomial
coefficients of the azimuthal diffraction pattern for each length scale.

1 Introduction

X-ray diffraction experiments give information about the
structure of a material on the length scale of the wavelength
X-rays used. In X-ray crystallography a periodic crystal struc-
ture gives rise to a periodic diffraction pattern with distinct
peaks. For less regular materials a less distinct diffraction
pattern can never-the-less detect preferred orientations and
nearly periodic structures.

If a narrow gauge volume is illuminated with a mono-
chromatic X-ray beam the diffraction pattern is a sum of
diffraction patterns in that volume [1]. Increasingly, not
just for X-rays but also neutrons and electrons, we have the
capability to raster scan a narrow beam measuring a diffrac-
tion pattern and perform a combination of tomography and
diffraction, hoping to reconstruct a 3D diffraction pattern
that that summarizes the properties of the material in each
voxel. Small angle X-ray scattering (SAXS) tomography is
a particularly promising variant of this idea. However so
far there is no theory for the reconstruction in this field, and
although it has been assumed so, it is not yet proven that
an isotropic average can be meaningful reconstructed from
this data. In this paper we lay the theoretical foundation for
diffraction tomography. We will demonstrate a theoretical
reconstruction method using data from all directions. We
will also show how a slice-by-slice approach can be used
to reconstruct a diffraction pattern given by a finite sum of
spherical harmonics. In this case the problem reduces to the
transverse ray transform of symmetric tensor fields.

2 Physical model

We assume that at each point x in the object and for each
three dimensional reciprocal space vector q there is a scatter-
ing intensity-squared map f(x,q). For a given ray direction
& € §? (the unit sphere) a diffraction pattern for the material
near x would produce a 2D scattering pattern on a planar de-
tector normal to & with squared intensity f(x,q) for q € £+
(the space of vectors perpendicular to ). Clearly there is

an underlying assumption that the problem can be formu-
lated on two length scales, and we will not make this explicit
mathematically, but roughly we are assuming that on the
scale of the wave length of the X-rays (or particles) the 3D
distribution of scatterers has f(x,q) as the square magnitude
of its Fourier transform and this can be treated as a constant
on a small length scale, but on a larger length scale, commen-
surate with the width of the beam and the spatial scanning
increments, the Fourier transform is variable.

We treat intensity squared as the variable as we assume that
the diffraction pattern observed from one ray is an incoherent
average and so the result of the sum of squared intensities
along the gauge volume. Note that as f is magnitude squared
Fourier transform of a real function it is even with respect to
q: f(x,q) = f(x,—q).

Our data then is the generalized transverse ray transform
(GTRT)

sx.8.q) = [ Flx+sE.q)ds (1)

for x € R3, & € §2,q € £+, In the case where f(x,q) =
F -q" where F is a rank m symmetric tensor field (the dot
denotes contraction over m indices) this coincides, after a
small change in notation, with the transverse ray transform
of symmetric tensor fields defined by Sharafutdinov [2].

3 Uniqueness and reconstruction for complete data

Suppose that we have diffraction data for all rays passing
through the object (the support of f). For simplicity consider
a single value of |q| = Q, corresponding physically to one
reciprocal length scale, and a circle on the detector plane of
radius Q centred on its intersection with the ray. We now
follow the same argument used by [2, p119] for the transverse
ray transform of symmetric tensor fields. Choose a direction
1N € S, which conceptually we think of as a rotation axis for
the sample in an experiment. Now consider measurements
of g for all rays in directions & € .

For a given plane through x¢ + 1+, through x¢ normal to
N, g(x,&,0n) for x € xo +n+,& € nt NS? is the 2D X-
ray transform of the scalar function f(x,0n) on that plane.
Hence it can be reconstructed using the inverse Radon trans-
form. We see now that f can be reconstructed from complete
data g for all rays. In practice only reciprocal length scales
0 < Qo < Q < Qg in some fixed range would make physical
sense. We note that this idea is already present in the SAXS
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tomography literature, for a single axis [3], and for multi-
ple axes [4, 5] without formally describing the generalized
transverse ray transform. In the mathematical literature the
extension of ray transforms to the sphere bundle (space with
a sphere at each point) appear as the geodesic ray transform
on a Riemannian manifold.

4 Consistency conditions

In inverse problems in general and especially in tomography
it is important to characterize data that is consistent with
the assumed model: in mathematical terms, to describe the
range of the operator. For some cases the singular value
decomposition (SVD) gives an explicit orthogonal basis for
the range and for its orthogonal complement. For the scalar x-
ray transform in two dimensions see [6] and three dimensions
see [7]. Consistency conditions are systems of equations that
characterize the range. For the 2D Radon (X-ray) transform
Helgason’s range conditions characterize the range in terms
of moments of the data [8, Thm 4.2]. For the 3D X-ray
transform the range is characterized by satisfying John’s
ultrahyperbolic partial differential equation (PDE) [9].

For the isotropic case f independent of q, the GTRT (1)
reduces to the X-ray transform in 3D space. This is formally
overdetermined as the space of lines in 3D space is four
dimensional. The data is one function of four variables and
we seek a function of three variables. So it is no surprise that
the data satisfies one PDE. By contrast in the 2D isotropic
problem (Radon transform) we seek one function of two
variables and our data is one function of two variables —
formally correctly determined. In the case of the GTRT we
seek one function of five variables (for fixed Q). Our data is
a function on a circle for each line, and is also a function of
five variables, so formally correctly determined.

In Sec 3 we saw how one can reconstruct f(xX,q) on each
plane normal to q as a scalar Radon transform on each plane.
Notice for a fixed q the only data involving f(x,q) is exactly
the lines in the plane through x normal to q. So Helgason’s
range conditions are the only consistency conditions that
apply, beyond that g is even in q. Data g satisfying these
consistency conditions is associated with a (unique) f.

5 The Transverse ray transform of tensor fields

The transverse ray transform of a symmetric tensor field is
the integral along rays of the projection of the ray normal to
that direction. Let e; be the unit Cartesian vectors in 3-space.
We will denote the tensor product of tensors a and b by a ® b.
A general rank two tensor has the form

a= Z aijeiQe;
ij=T1..3

We denote symmetric tensor product a ©b = (a®@b+b®
a)/2 and the symmetric k-th tensor power by a*. Let & € §?

be any unit vector, then the matrix
M =1-6¢&"

projects a vector on to the subspace &+ or (TI¢);; = &;; — &&;
as a tensor. For a rank k symmetric tensor a the projection
P¢(a) is the k fold contraction of a with ITg. In components

Pe(a)iip= Y, (Te)ij, - (TMg)ijutji - ji
JiJk

for example as a matrix the components of the projection of
arank two symmetric tensor P, a are

aiy ap 0
ap apn 0
0 0

For a rank k£ symmetric tensor field a the Transverse ray
Transform (TRT) is defined as

Ja(x,&) = [ Pela)(x+sE)ds,

note that the data for each ray defined by x, £ is a symmetric
rank k tensor in three variables. However it is restricted to
&L so it would be natural to express it in a two dimensional
coordinate system for actual measurements (such as detector
screen coordinates).

We can now review the known theory for sufficiency of data,
characterization of consistent data and inversion for the TRT.
Sharafutdinov [2, p119] (and earlier Russian edition ) gives
an inversion method for the TRT of a symmetric rank k
tensor field that is equivalent to the argument we gave in Sec
2 applied to the special case

f(x,q)=a(x)-q---q

where the dots denote contraction and the result of the k fold
contraction is a scalar.

As before we consider a rotation axis 1) and rays in directions
& € nt, in each plane n* + zn the component a(x) -1 --- 7N
(k-fold contraction) transforms as a scalar in the plane. We
perform the reconstruction by application of the scalar in-
verse Radon transform to Ja(x,&) -1 --- 1. One then has to
repeat for at least K = (/ﬁsz) (the dimension of the space of
symmetric rank k tensors, sometimes called the ‘stars and
bars’ problem) choices 1!, .., n%, such that the set of symmet-
ric k fold products (n')* is linearly independent. For example
for k = 2 the six diagonals of the icosahedron is a suitable
choice (in fact optimal as it maximizes the condition number
of an associated linear system). See [10] for a geometric
criterion for k = 2.

For modest k this still seems rather wasteful in that data is
discarded and therefore more rotation axes are need than is
strictly necessary. In [10] we gave a filtered back projection
formula for the reconstruction of a rank-2 tensor from com-
plete TRT data, that is rotation about every axis. This is even
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more wasteful for small k£ however it does use all the data
that can be collected, averaging over the redundancy.

In an attempt to reduce the number of rotation axes needed,
in [11] we showed that there is an explicit reconstruction
algorithm for the TRT for a rank-2 tensor using only three
rotation axes. However this has a certain type of instability
compared to using six axes.

6 Spherical harmonic expansion

It has been suggested (see eg [12],[13]) that the intensity
squared reciprocal space map be expanded in spherical har-
monics. Suppose we have

f(X,q) = Z

I<K,leven,|m|<I

a(x,lq))mY"(a/la). )

Where we use the abbreviated notation for Laplace’s
spherical harmonics Y/"(§) for Y/"(6,¢) where q =
(sin@cos¢,sinBsind,cosO) is a unit vector. In [12] the
complex reciprocal space map (not the square magnitude) is
represented as a sum of spherical harmonics up to some order
K. As the product of spherical harmonics can be expressed
in spherical harmonics up to K we lose no generality.

The question arises if we can deduce the coefficients
a(x, Q) from less than the full data g(-,-,q) with |q| = Q.
In particular can the isotropic term agy be deduced from
averages over the circles of radius Q of the diffraction pat-
terns? More generally can the components of each order be
reconstructed separately by some form of preprocessing of
diffraction pattern data? To answer these questions we need
to consider the relationship between spherical harmonics and
polynomials.

A homogeneous degree k polynomial on R is a polynomial p
satisfying p(cq) = cfp(q), In the discussion of polynomials
we will use q = (¢1,92,93) as our general vector is in recip-
rocal space. For example p(q) = ¢; — 24343 is a 3-rd degree
homogeneous polynomial. Homogeneous polynomials of
degree k are in one to one correspondence with symmetric
k-th rank tensors, we just replace the ¢; by unit basis vectors
e; and treat the product as the symmetric tensor product. For
example q% + q% + q% corresponds to the Kroneker tensor
with components J;;.

A harmonic polynomial is p(q) is simply a polynomial satis-
fying Laplace’s equation

2  9*  9?

Bap(@) =0, Ag= 2ot Ty
! dgi  dg3  Iq3

Aq =

for example q% — q% is harmonic.

The dimension of the space of spherical harmonics of degree /
in 3 variables is 2/ + 1 [14, prop 5.8)]. The Laplace spherical
harmonics ¥;"'(q) span the space of harmonics polynomials
of degree /.

Our aim is to convert (2) to a tensor expression so that we can
apply the known theory of tensor tomography. The problem is

that while we can regard spherical harmonics as polynomials
and polynomials as symmetric tensors we appear to have a
sum of tensors of different ranks. To get around this first we
impose the condition |q| = Q, a reciprocal length scale. The
expression

fox@q)= )

I<K,leven,|m|<I

a(x,Q)mla* 'Y (@)  3)

is the a homogeneous polynomial of degree K in q at each x.
This polynomial has an associated rank K symmetric tensor
field we will call Fy(x), and fp(x,q) = Fp - qX.

Our task now is to show how the TRT data for Fj can be
recovered from g restricted to |q| = Q. It is well known that
a bilinear function B(v,w) in two vector variables can be
recovered from the quadratic form P(v) = B(v,v) using the
polarization identity

B(v,w)=—(P(v+w)—P(v—w)). 4

=

It is perhaps not surprising, but less well known, that a similar
identity applies to symmetric multi-linear functions [15]. The
relevance to us is that for each ray and a given Q we know
g(x,&,q) for |q| = Q, q € &+, the diffraction pattern around
a circle of radius Q. This is the integral of Fyp - g™ along
a ray and we can find the TRT JFy(x,§) by applying the
multi-linear polarization identity to g(x,&,q).

As long as it is known (2) is valid for some K one can attempt
a reconstruction using the known reconstruction methods for
the TRT detailed in Sec 5, or using regularized iterative
methods widely used for large scale linear inverse problems:
CGLS on an augmented matix for generalized Tikhonov and
FISTA when a TV regularized term is included. These are
implemented, for example, in our Core Imaging Library [16]
for scalar problems. If K is not known a priori one can
use a higher value than necessary, at the expense of higher
computational cost, and then decide if the coefficients a;,, are
significant if including them results in a significantly better
fit to the data.

One tempting approach that may well fail is to take an av-
erage in the detector plane over a circle of constant Q and
then attempt a slice by slice reconstruction assuming a scalar
(that is isotropic) model with K = (0. The underlying prob-
lem is that the restriction of a harmonic polynomial in three
variables to a plane is not necessarily harmonic. For example
q% — ¢? is harmonic in three dimensional space but its restric-
tion to g3 = 0 is ¢} which is not harmonic. The projection
on to spherical harmonic components of each order is not
preserved by projection on to a plane.

In HAADF-STEM (High-Angle Annular Dark-Field Scan-
ning Transmission Electron Microscope) tomography (see
for example[17] [18]) an azimuthal average of a diffraction
pattern is used to reconstruct a scalar image from a single
tilt-series. Our analysis suggests this is flawed where the
electron diffraction pattern is anisotropic.
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To some extent the danger of assuming isotropy, or indeed
too small a K in general, is reduced provided enough data is
collected. For example if slice-by-slice data is collected for
one rotation axis and a scalar reconstructed that best fits that
data, one can then test if the same scalar reconstruction is
consistent with reconstruction from rotation about a different
axis.

On each plane normal to a vector 1) the contractions of Ja
with 1 appear as the TRT of lower rank tensor fields on 1.
The range of the 2D TRT is given completely by the SVD
described by [19].

7 Conclusions and further work

We have laid the theoretical framework for diffraction to-
mography including an explicit inversion procedure, for each
reciprocal length scale, for full data, that is a sufficiently
dense sampling of the four dimensional space of lines. We
have also shown that assuming the reciprocal space map
for each reciprocal length scale can be expanded in even
spherical harmonics up to some fixed degree is equivalent
to reconstructing a symmetric tensor field using the trans-
verse ray transform data. The next steps practically are to
do a full regularized algebraic reconstruction on real data,
for both complete data, and with limited data assuming a
finite spherical harmonic expansion. While an explicit recon-
struction formula for limited TRT data is available for rank
two tensors, none have been derived for higher rank tensors.
Recent results on the TRT for higher rank tensors and limited
data focus on the divergent beam case [20] and this applica-
tion may provide the impetus needed for further work on the
parallel beam case relevant to synchrotron X-ray (SAXS),
electron (HAADF-STEM) and neutron (SANS) diffraction
tomography[21].
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