
Point vortices on the hyperboloid

Nava Gaxiola, Citlalitl

2013

MIMS EPrint: 2013.50

Manchester Institute for Mathematical Sciences
School of Mathematics

The University of Manchester

Reports available from: http://eprints.maths.manchester.ac.uk/
And by contacting: The MIMS Secretary

School of Mathematics

The University of Manchester

Manchester, M13 9PL, UK

ISSN 1749-9097

http://eprints.maths.manchester.ac.uk/


POINT VORTICES ON THE

HYPERBOLOID

A thesis submitted to the University of Manchester

for the degree of Doctor of Philosophy

in the Faculty of Engineering and Physical Sciences

2013

By

Citlalitl Nava Gaxiola

School of Mathematics





Contents

Abstract 6

Declaration 7

Copyright Statement 8

Acknowledgements 10

1 Introduction 12

2 Hyperbolic geometry 15

2.1 Hyperbolic models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.1 Stereographic projection . . . . . . . . . . . . . . . . . . . . . 16

2.1.2 Symplectic structure . . . . . . . . . . . . . . . . . . . . . . . 18

2.2 Geodesics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 Hyperboloid model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3 SL (2,R) 21

3.1 Lie groups and Lie algebras . . . . . . . . . . . . . . . . . . . . . . . 21

3.1.1 Action of Lie groups . . . . . . . . . . . . . . . . . . . . . . . 27

3.1.2 Infinitesimal generators . . . . . . . . . . . . . . . . . . . . . . 32

3.2 Coadjoint geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2.1 Isotropy subgroups . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2.2 Coadjoint orbits . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2.3 Relation between isotropy groups and Möbius transformations 40

3.2.4 Isotropy Lie algebra . . . . . . . . . . . . . . . . . . . . . . . . 43

3



4 Vortices 47

4.1 Poisson manifolds and Hamiltonian vector field . . . . . . . . . . . . 47

4.2 Symplectic structure in the coadjoint orbit . . . . . . . . . . . . . . . 50

4.3 Momentum map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.4 N point vortices in the hyperboloid model . . . . . . . . . . . . . . . 55

5 Two vortices 61

5.1 Momentum isotropy groups and relation with hyperbolic distance . . 62

5.2 Trajectories of the vortices . . . . . . . . . . . . . . . . . . . . . . . . 64

5.3 Relative equilibria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.3.1 Relative equilibria of two point vortices on the hyperboloid H2. 67

5.4 Stability of relative equilibria . . . . . . . . . . . . . . . . . . . . . . 69

5.4.1 Witt decomposition . . . . . . . . . . . . . . . . . . . . . . . . 72

5.4.2 G-stability and Gµ-stability. . . . . . . . . . . . . . . . . . . . 73

5.4.3 Stability of relative equilibria of two point vortices. . . . . . . 75

6 Relative equilibria of three vortices 76

6.1 Relative Equilibria . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.2 Equilateral relative equilibria . . . . . . . . . . . . . . . . . . . . . . 79

6.3 Geodesic relative equilibria . . . . . . . . . . . . . . . . . . . . . . . . 80

7 Stability for three vortices 85

7.1 Symplectic normal space. . . . . . . . . . . . . . . . . . . . . . . . . . 85

7.2 SL (2,R) and SL (2,R)µ stability . . . . . . . . . . . . . . . . . . . . 89

7.2.1 Equilateral relative equilibria . . . . . . . . . . . . . . . . . . 90

7.2.2 Geodesic relative equilibria . . . . . . . . . . . . . . . . . . . . 91

8 Conclusions 96

Bibliography 98

Word count: 13659

4



List of Figures

2.1 Stereographic projection between the hyperboloid model H2, Klein

model K and Poincaré disk model D . . . . . . . . . . . . . . . . . . 16

2.2 Geodesics in the hyperboloid model H2, Klein model K and Poincaré

disk model D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1 Coadjoint orbits of the action of SL (2,R) in R3. . . . . . . . . . . . . 37

3.2 Intersection of the normal planes to µ̌ with H2. . . . . . . . . . . . . 43

5.1 Hyperbolic distance c- vorticity ratio γ for different values of detµ. . 63

5.2 Classification of the isotropy subgroups in terms of the hyperbolic

distance c and vorticity ratio γ. . . . . . . . . . . . . . . . . . . . . . 64

5.3 Trajectories of the vortices for µ̌ inside, outside and on the null-cone C. 66

6.1 Graph of the relative equilibria of geodesic configurations for fixed

hyperbolic distances. . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

7.1 Graph of the cone
3∑
i 6=j

ΓiΓj = 0. . . . . . . . . . . . . . . . . . . . . . 92

7.2 SL (2,R)-stability for Γ1 = Γ3 = 1. The white region represents

SL (2,R)µ-stable relative equilibria, and the red region represents

SL (2,R)- unstable relative equilibria. . . . . . . . . . . . . . . . . . . 94

7.3 Stability graph for a geodesic configuration with three different lengths

and Γ2 = 1. The region under the surface is SL (2,R)-unstable. . . . 95

5





The University of Manchester
Citlalitl Nava Gaxiola
Doctor of Philosophy
Point vortices on the hyperboloid
October 9, 2013

In Hamiltonian systems with symmetry, many previous studies have centred their
attention on compact symmetry groups, but relatively little is known about the
effects of noncompact groups. This thesis investigates the properties of the system
of N point vortices on the hyperbolic plane H2, which has noncompact symmetry
SL (2,R).

The Poisson Hamiltonian structure of this dynamical system is presented and
the relative equilibria conditions are found. We also describe the trajectories of
relative equilibria with momentum value not equal to zero. Finally, stability criteria
are found for a number of cases, focusing on N = 2, 3. These results are placed in
context with the study of point vortices on the sphere, which has compact symmetry.
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Chapter 1

Introduction

The system of point vortices is a topic that has been widely studied on the plane

and on the sphere. Rangachari Kidambi and Paul K. Newton provide a through

historical summary of research into point vortices, up to 1997, in [13]. In this work

they study the motion of three point vortices on the sphere, and give the fixed and

relative equilibria conditions.

The governing equations of the system for point vortices on the plane, sphere

or hyperboloid are Hamiltonian. By providing a symplectic (Poisson) structure to

this dynamical system, the study of relative equilibria can be approached using the

energy momentum methods. Moreover, George W. Patrick [27] gives a useful result

for the stability of relative equilibria on the reduced space of Hamiltonian systems

with compact symmetry.

Sergey Pekarsky and Jerrold E. Marsden [29] use these results to find the stability

of relative equilibria conditions for three point vortices on the sphere. Here the

corresponding symplectic group action is SO (3), which is a compact group. A

numerical study of these results is performed in [19].

The case of point vortices on the hyperboloid model H2 has been treated in

[2, 6, 11, 14]. But, to our knowledge it has not been investigated in detail except by

Yoshifumi Kimura in [14], and Seungsu Hwang and Sun-Chul Kim in [11]. Kimura

formulates the vortex motion on the sphere and on the hyperboloid H2. The Hamil-

tonian structure used in this thesis is the one provided in that reference. Hwang

13



CHAPTER 1. INTRODUCTION 14
and Kim investigate the fixed and relative equilibria of three point vortices on the

hyperboloid, and also study the case where vortices collapse.

In this thesis, we recover the relative equilibria results in [11] using the Hamil-

tonian structure of this dynamical system. We additionally study the case of two

point vortices, which is mentioned in [14] for the particular case of a vortex dipole.

Our findings in Chapter 5 coincide with the results provided there. Moreover, we

provide stability results and a description of the trajectories for two and three point

vortices with momentum value not equal to zero.

Much of the material presented in Chapters 2 and 3 is well known. These chapters

introduce the background needed to study of the action SL (2,R) on the hyperboloid

H2. It is shown that for any µ 6= 0 in sl (2,R)∗ we associate a conic (ellipse, hyperbola

or parabola) related to its isotropy subgroup under the coadjoint action. We call

this the type of µ: µ is elliptic, hyperbolic or parabolic when Gµ is isomorphic to an

elliptic, hyperbolic or parabolic transformation, respectively.

In Chapter 4, we set up the Poisson Hamiltonian structure of theN point vortices

on the hyperboloid H2.

The concept of a relative equilibrium is introduced in Chapter 5, and the case

N = 2 is studied. It is found that every two point vortex configuration on the

hyperboloid is a relative equilibrium. In Section 5.4 a list of some existing results

of G and Gµ stability of relative equilibria is presented. These results require the

symmetry group action to be free and proper, therefore collision of vortices must be

discarded. However for action of SO (3) to be free for this dynamical system on the

sphere requires N > 3. In this sense, the system of point vortices on the hyperboloid

is more interesting than on the sphere, as it allow us to use these results to derive

the stability conditions from N > 2. In Theorem 5.4.8 we state that any two point

configuration is SL (2,R)-stable, and in Corollary 5.4.9 we show that the stronger

result of SL (2,R)µ stability is obtained if the isotropy momentum value is elliptic.

Chapter 6 treats the case of N = 3. A classification of relative equilibria is given

in Theorem 6.1 where we find that any relative equilibrium is either an equilateral

configuration, or all three vortices lie on a common geodesic. However, in contrast
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with the sphere, a relative equilibrium on the hyperboloid does not satisfy both of

these.

The stability conditions for the relative equilibria of three point vortices are

studied in Chapter 7. It is important to point out that the stability conditions for

three equilateral point vortices on the hyperboloid model are the same as for the

system on the sphere and on the plane. Lemma 7.2.3 shows that the momentum

value of a geodesic relative equilibrium Xe is either zero or elliptic.

In Theorem 7.2.3, the SL (2,R)µ-stability conditions for an isosceles geodesic

configuration with non-zero momentum value µ are given. Finally, in Figure 7.3,

some of the stable regions of a geodesic relative equilibrium with three different

lengths are shown.

By the time of the final submission of this thesis, Seungsu Hwang and Sun-

Chul Kim had the reference [12] published. In this paper they present the relative

equilibria conditions for rings of vortices on the hyperboloid, and conclude that any

two point vortex configuration is a relative equilibrium. They also comment what the

possible trajectory would be for any two point vortex configuration, they particularly

discuss the case of the vortex dipole. In contrast with [11], the Hamiltonian used

in [12] coincides with the our choice of Hamiltonian. Additionally, our results in

relative equilibria agree with theirs, and the description of the trajectory of a vortex

dipole is given here in Chapter 5.



Chapter 2

Hyperbolic geometry

Hyperbolic geometry was born as a tool to prove that the fifth Euclidean postulate

can not be deduced from the other four. Several models of hyperbolic geometry have

been constructed and widely studied since then. The hyperboloid model, denoted by

H2, is a model of hyperbolic geometry and is the manifold where our dynamical

system would be acting, hence it is essential to describe it.

Every other model is isometrically equivalent to this one and to each other [7], in

sections 2.1 and 2.2 we define the relation between H2 and two additional models.

All of the material presented in this chapter is very standard and can be found in the

literature. In [7], the hyperboloid and three additional models are described, this

paper together with [32] are useful references to follow the contents of this chapter.

2.1 Hyperbolic models

The hyperboloid model, also referred in the literature as the Minkowski model, is the

representation of the hyperbolic plane by the upper sheet of the 2-sheeted hyper-

boloid in R3

H2 = {(x, y, z) ∈ R3 | z2 − x2 − y2 = 1, z > 0} .

The Riemannian metric of this model is

ds2
H2

= dx2 + dy2 − dz2. (2.1)

16



CHAPTER 2. HYPERBOLIC GEOMETRY 17
The induced inner product that defines this metric is defined in Section 2.3 together

with other characteristics of this hyperbolic model.

Another commonly studied hyperbolic model is the Poincaré disk model

D =
¶
(x, y, 0) | x2 + y2 < 1

©
,

with the metric ds2
D = 4 dx2+dy2

(1−x2−y2)2
.

Finally we also relate relate to H2 the Klein model K which is given by

K =
¶
(x, y, 1) | x2 + y2 < 1

©
,

with metric ds2
K = dx2+dy2

(1−x2−y2)
+ (xdx+ydy)2

(1−x2−y2)2
.

2.1.1 Stereographic projection

As mentioned before, every model is isometrically equivalent to each other. In

particular, the connection between the hyperboloid H2, with the Poincaré disk D

and Klein model K is through stereographic projection. This projection is shown in

Figure 2.1, it is easy to visualise what are the corresponding points from one model

to another. A point X in the hyperboloid model H2 is projected to a point XK

O

(0,0,-1)

Poincaré disk model

Klein model

Hyperboloid model

XP

XK

X

(0,0,1)

Figure 2.1: Stereographic projection between the hyperboloid model H2, Klein model K
and Poincaré disk model D

in the Klein model K, as the intersection of the plane z = 1 with the line passing
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through X and the origin O. Equivalently, a point XP in the Poincaré disk model D

corresponds to the intersection of the line through X and (0, 0,−1) with the plane

z = 0.

Stereographic projection preserves angles between their corresponding points,

this is the reason why we have chosen to additionally describe these models, which

are equivalent to the hyperboloid by this kind of projection. While working on

numerical integrations for three point vortices on the hyperboloid, we found it easier

to carry out the calculations in the projected points in the Poincaré disk D than in

H2. The projectivization map from H2 to the Poincaré disk model D is given by

ϕ : H2 → D,

ϕ


x

y

z

 7→ 1

z + 1

Ü
x

y

ê
. (2.2)

Its inverse is given by the formula

ϕ−1

Ü
u

v

ê
7→ 1

1− r2


2u

2v

1 + r2

 , (2.3)

where r2 = u2 + v2 for (u, v) ∈ D.

The null-cone C is defined as the set of vectors x ∈ R3 with ‖−→x ‖2
= 〈x, x〉H2 = 0.

Via the projectivization map (2.2),C corresponds to the unit circle in R2 .

Since the pullback of the Riemannian metric of the Poincaré disk ds2
D is the

metric ds2
H2

for the hyperboloid, that is ϕ∗ (ds2
D) = ds2

H2
these projection maps are

isometries.
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2.1.2 Symplectic structure

From [3] a symplectic structure on a 2n dimensional manifold M is a closed non-

degenerate differential 2-form ω2 on M. The pair, (M, ω2) is called a symplectic

manifold. A symplectic form on the hyperboloid H2 is also a symplectic form on the

Poincaré disk. For instance

ωHD = 2
dx ∧ dy

(1− x2 − y2)2 , (2.4)

gives a symplectic structure to both the D2 and to the hyperboloid model via the

pullback ϕ∗ (ωD) = ωH2 .

In Section 4.2 we will define the Kostant-Kirillov-Souriau form that acts on H2,

and hence can be constructed for any of this hyperbolic models. The KKS form

gives a symplectic structure to the hyperboloid model H2, so it allow us to approach

the study the dynamics of a Hamiltonian system on the hyperboloid as the dynamics

of a symplectic manifold (ωH2 ,H2). The symplectic form (2.4) is SL (2,R) invariant

on the hyperboloid H2 as stated in [23], in this paper it is also shown that the

momentum map could be chosen so (ωH2 ,H2) coincides with the KKS symplectic

form (4.10).

2.2 Geodesics

The Poincaré disk and Klein model are very similar, they both share the same

domain, but not the same hyperbolic lines or geodesics. In the Klein model geodesics

are straight line segments, while in the Poincaré disk these lines correspond to

diameters and circles orthogonal to the boundary.

We can then apply stereographic projection from the Klein model K or Poincaré

disk D to the hyperboloid H2, as it can be seen in Figure 2.2. The geodesics for

hyperboloid model are the intersection of the hyperboloid H2 and any plane P in

R3 passing through the origin. A proof of this can be found in Section 9 of [7] or in

Seungsu Hwang and Sun-Chul Kim’s Lemma 1 of [11].
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O

(0,0,-1)

Poincaré disk model

Klein model

Hyperboloid model
Intersection of plane H2 with plane through X1 and X2

straight line between XK1
 and XK2 

segment of circumference through origin O, XP1 and XP2 
XP1

XK2

XK1

XP2

X1

X2

Figure 2.2: Geodesics in the hyperboloid model H2, Klein model K and Poincaré disk
model D

2.3 Hyperboloid model

The hyperbolic inner product induced in R3 that defines ds2
H2

is

〈X1, X2〉H2 = x1x2 + y1y2 − z1z2, (2.5)

for X1 = (x1, y1, z1) and X2 = (x2, y2, z2).

We can then rewrite our definition of the hyperboloid as

H2 =
¶
X = (x, y, z) ∈ R3 | 〈X,X〉H2 = −1, z > 0

©
.

The hyperbolic cross product for this hyperbolic model is defined by

(x1, y1, z1)×H2 (x2, y2, z2) = (y1z2 − z1y2, z1x2 − x1z2,−x1y2 + y1x2) . (2.6)

Note that the volume of three vectors by means of this hyperbolic model is the
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same obtained by Euclidean geometry,

V = X1 × (X2 ·X3) = X1 ×H2 〈X2, X2〉H2 (2.7)

By analogy with Euclidean geometry, we define the hyperbolic distance between

X1 and X2 ∈ H2 as the hyperbolic length of the hyperbolic line connecting these two

points. We understand an hyperbolic line as the unique path in a geodesic joining

these two points. The following lemma is a well known result that relates the inner

product with this hyperbolic distance.

Lemma 2.3.1 ([7]). Let d (X1, X2) be the hyperbolic distance between X1 and X2 ∈

H2, then 〈X1, X2〉H2 = − cosh (d (X1, X2)).

The proof can be found in [7].



Chapter 3

SL (2,R)

The special linear group SL (2,R) is of obvious interest as the dynamical system of

point vortices on the hyperboloid is ruled by the action of this Lie group. We derive

important results that will help us to understand the role of this symmetry group

in this dynamical system.

In this chapter we firstly present some basic definitions and results for Lie groups

and Lie algebras, this material is mainly taken from [4], [10] and [20] . We present

every definition for general groups together with its equivalent for matrix groups.

Throughout the whole chapter we focus on introducing results for SL (2,R) either

as an example or as a remark.

The second section introduces results for the Lie algebra sl (2,R) and the dual

space of the Lie algebra sl (2,R)∗. Theorem 3.2.1 in Section 3.2.3 relates the ge-

ometry of the coadjoint orbits with Möbius transformations, this theorem help us

to classify the type of µ ∈ sl (2,R)∗. Although not used now, from the information

presented here Proposition 3.2.7 defines which type of µ ∈ sl (2,R)∗ is split, while

Proposition 3.2.9 shows that any µ 6= 0 is regular.

3.1 Lie groups and Lie algebras

We denoteM (n,R) as the set of n× n matrices with real entries. Recall that any

M ⊂M (n,R) with matrix multiplication as the group operation is a matrix group.

22



CHAPTER 3. SL (2,R) 23
Definition 3.1.1. A Lie group is a smooth manifold that is also a group, with the

property that the operations of group multiplication, (g, h) 7→ g · h, and inversion,

g 7→ g−1, are smooth. Amatrix Lie group is a matrix group that is also a submanifold

ofM (n,R).

Example 3.1.2. The general linear group GL (n,R) is an n2 dimensional subman-

ifold of M (n,R) consisting of all n × n invertible matrices. Example 7.18 in [4]

proves that this is a matrix Lie group.

Moreover, by definition every matrix Lie group is a manifold, and the operations

of matrix multiplication and matrix inversion are smooth. Therefore every matrix

Lie group is a Lie group, however the converse is not always true.

Definition 3.1.3. Let G be a Lie group. A closed subgroup H ≤ G that is also a

submanifold is called a Lie subgroup of G.

It is then automatic that the restrictions to H of the multiplication and inverse

maps on G are smooth, hence H is also a Lie group.

Example 3.1.4. As shown in Example 7.19 of [4], the special linear group

SL (n,R) = {A ∈ GL (n,R) |detA = 1}

is a Lie subgroup of GL(n,R). Consequently SL (n,R) is a matrix Lie group too.

Definition 3.1.5. A (real) Lie algebra is a (real) vector space A together with a

bilinear operation (v, w) ∈ A×A → [v, w] ∈ A, called the Lie bracket, such that,

1. [v, w] = − [w, v] for all v, w ∈ A (skew-symmetry),

2. [[v, w] , u] + [[u, v] , w] + [[w, u] , v] = 0 for all u, v, w ∈ A (Jacobi identity).

Definition 3.1.6. The matrix commutator of any pair of n×n matrices A and B is

defined as [A,B] := AB−BA. A matrix Lie algebra is a vector subspace ofM (n,R)

for some n with the usual operations of matrix addition and scalar multiplication,

that is also closed under the matrix commutator [·, ·].



CHAPTER 3. SL (2,R) 24
It is not hard to show that for any A, B and C ∈ M (n,R) the matrix commu-

tator satisfies the skew-symmetry and Jacobi identity conditions of Definition 3.1.5

. In view of this it is evident that every matrix Lie algebra is a Lie algebra given

the Lie bracket as the matrix commutator.

The following proposition is a very useful and well known result, which firstly

relies in the fact that the tangent space at the identity TIG of a Lie group G is a

vector subspace ofM (n,R), and secondly that the matrix commutator is closed in

TIG.

Proposition 3.1.7 ([10]). For any matrix Lie group G, the tangent space at the

identity TIG is a matrix Lie algebra.

Given a Lie group G we will denote g = TIG as the Lie algebra of G.

Example 3.1.8. The Lie algebra of GL (n,R) is simply

gl (n,R) = {A ∈M (n,R)} .

To illustrate Proposition 3.1.7, in Example 3.1.10 we calculate sl (n,R), the Lie

algebra of SL (n,R). Before this we introduce the Implicit Function Theorem for

manifolds, which will be of use not only for the calculations of sl (n,R) but for later

calculations in Chapter 6.

Theorem 3.1.9 (Implicit Function Theorem for manifolds [4]). Let f :M−→M′

be a smooth map between smooth manifolds of dimensions n and n′. Suppose that

for some q ∈ M′, dfp := TpM −→ Tf(p)M′ is surjective for every p ∈ N = f−1q.

Then N ⊆M is a submanifold of dimension n−n′ and the tangent space at p ∈ N

is given by TpN = ker dfp.

Example 3.1.10. sl (n,R) is the space of traceless matrices.

Proposition 2.9.2 in [10] proves that

f : GL (n,R) −→ R

A −→ detA
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is a submersion, hence its differential is everywhere surjective. Therefore, by The-

orem 3.1.9, SL(n,R) = det−1 (1) is a submanifold ofM(n,R) of dimension n2 − 1

and

sl (n,R) = TISL (n,R)

= ker df(I),

where f is the determinant map. That implies

sl (n,R) = {A ∈ gl (n,R) | (d det (I)) (A) = 0} .

Rewriting A as d
dt
|t=0 I + tA

(d det (I)) (A) =
d

dt

∣∣∣∣
t=0

det(I + tA).

Given B ∈M(n,R) Jacobi’s formula states that d
dt

detB = tr (adj(B)dB
dt

), where

tr B and adjB represent the trace and adjugate of B respectively. Thus

(TI det) (A) = tr

Ç
adj (I + tA)

d (I + tA)

dt

å∣∣∣∣∣
t=0

= tr (adjI · A) .

Moreover, for B an invertible matrix, B adjB = detB I, i.e. adjB = detB B−1,

thus adjI = I and following on from this we get

(TI det)(A) = tr A.

Consequently,

sl (n,R) = {A ∈ gl (n,R) | tr A = 0} .
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A basis for g = sl (2,R) is given by

B =

e1 =

Ü
1 0

0 −1

ê
, e2 =

Ü
0 1

1 0

ê
, e3 =

Ü
0 1

−1 0

ê . (3.1)

A subspace h of a Lie algebra g is defined as a Lie subalgebra of g if it is closed

under the Lie bracket in g.

Proposition 3.1.11 ([20]). Let H be a Lie subgroup of G. Then the Lie algebra of

H, denoted by h, is a Lie subalgebra of g. Moreover,

h = {ξ ∈ g| exp tξ ∈ H for all t ∈ R} .

From the first statement we can conclude that sl (n,R) is a Lie subalgebra of

gl (n,R).

Definition 3.1.12. The dual space of any real vector space V , denoted V ∗, is the

set of linear maps from V to R, which is itself a real vector space, with the usual

operations of addition and scalar multiplication of maps. Given B = {e1, e2, .., en) a

basis of V , then the associated dual basis for V ∗ denoted by B′ = {e1, e2, ..., en} is

defined by

〈ei, ej〉 := δij,

with δij the Kronecker delta, and 〈·, ·〉 : V ∗ × V → R the natural pairing that

identifies V with V ∗.

When working with the action of a matrix Lie group G in a Euclidean metric

space, the trace pairing that identifies A ∈ g with B ∈ g∗ is usually defined by

〈A,B〉 = tr (AB). In contrast, the natural pairing that corresponds to the hyper-

bolic inner product (2.5) in H2, and therefore defines the hyperbolic metric ds2
H2
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(2.1), is given by the trace pairing

〈A,B〉 :=
1

2
tr (AB) . (3.2)

Therefore, when analysing the action of SL (2,R) in the hyperbolic model H2,

the pairing (3.2) identifies sl (2,R) with sl (2,R)∗.

Example 3.1.13.

B′ =

e1 = e1 =

Ü
1 0

0 −1

ê
, e2 = e2 =

Ü
0 1

1 0

ê
, e3 = −e3 =

Ü
0 −1

1 0

ê
(3.3)

is dual to the basis (3.1) of sl (2,R). Hence, (3.3) is a basis of sl (2,R)∗ indeed.

Remark 3.1.14. sl (2,R) ∼= R3 and sl (2,R)∗ ∼= R3.

Any vector X̌ = (x, y, z) in R3 can be identified with a 2× 2 traceless matrix X

by the map

X̌ =


x

y

z

↔ X =

Ü
x y + z

y − z −x

ê
. (3.4)

This map is a vector isomorphism and can be used to analyse the action of SL (2,R)

on X̌ ∈ H2 ⊂ R3. By looking at the basis of sl (2,R) and sl (2,R)∗ is clear that

we can associate ξ ∈ sl (2,R) with a vector in R3 by (3.4). We can also use this

identification map to relate µ ∈ sl (2,R)∗ with R3.

Furthermore, let ξ and η ∈ g with ξ̌ and η̌ ∈ R3 their associated vectors, then it

is a straightforward calculation to show

[ξ, η]̌ = −2
Ä
ξ̌ ×H2 η̌

ä
. (3.5)

Hence we identify sl (2,R) with R3 using the hyperbolic cross product as a Lie

bracket, (3.4) becomes a Lie algebra isomorphism indeed. The exact same conclusion

follows from noticing that any vector X̌ is related to a element µ ∈ sl (2,R)∗ and

that (3.5) is also satisfied for elements of sl (2,R)∗.
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3.1.1 Action of Lie groups

We follow the same approach of previous section, introducing first definitions for a

general Lie group together with the corresponding definition for a matrix Lie group,

which is given either as another definition or as an example.

Definition 3.1.15. A (smooth) left action of a Lie group G on manifold M is a

smooth mapping

Φ : G×M → M

(g, x) → g · x,

such that

1. Φ (e, x) = x for all x ∈M and e the identity element of G.

2. Φ (g,Φ (h, x)) = Φ (gh, x) for all g, h ∈ G and x ∈M, and

3. For every g ∈ G, the map Φg :M→M, defined by

Φg (x) := Φ (g, x) ,

is a diffeomorphism.

Definition 3.1.16. The left action of a matrix Lie group G ⊂ GL (n,R) on Rn

is given by Φ (A,v) = Av (left matrix multiplication). An analogous definition is

given for right action using right matrix multiplication.

The identification map (3.4) allow us to analyse the action of G ⊂ M (2,R) on

R3, for instance the action of SL (2,R) in H2 ⊂ R3 is calculated by multiplication

of 2× 2 matrices.

Definition 3.1.17. The group orbit of G through x ∈M is defined as

Orb (x) = {g · x|g ∈ G} ,
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and the isotropy group (stabiliser group) of x as

Gx = {g ∈ G|g · x = x} . (3.6)

An action is said to be transitive if for every x, y ∈ M, there exists g ∈ G such

that g · x = y. If the action of G in M has no isotropy groups, that is if for all x

such that g · x = x implies g = e, then the action is called free. If the map of the

action is proper, the action is said to be proper. Hence, the action is proper if for

every pair of sequences {xn} and {gnxn} convergent inM, the sequence {gn} has a

convergent subsequence in G.

Lemma 3.1.18. The action of SL (2,R) in H2 is transitive and proper.

Proof. Let X̌1 = (x1, y1, z1) and X̌2 = (x2, y2, z2) ∈ H2 with hyperbolic inner prod-

uct k = x1x2 + y1y2 − z1z2. Then

g :=

Ü
y2z1 − z2y1 − k x1z2 − z1x2 + x1y2 − y1x2

x1z2 − z1x2 − (x1y2 − y1x2) − (y2z1 − z2y1)− k

ê
∈ SL (2,R) ,

(3.7)

satisfies g ·X1 = X2.

In Example 2.3.5 in [26] is shown that the action of Lie groups on themselves is

proper. We now show that

F : G×G/K → G/K ×G/K

(g, hk) → (ghK, hK)

is proper if K is compact.

Let (gi, hik) be a sequence such that gihiK → qK and hiK → hK. Since the

identity is a continuous map Kh−1
i → Kh−1 must hold, thus

lim
i→∞

gihiKh
−1
i = qKh−1.
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Let a, b ∈ K, since K is compact the distance between a and b is given by

d (aK, bK) = min
k∈K

d (a, bk). Therefore,

d
Ä
gi, qKh

−1
ä

:= min
k∈K

d
Ä
gi, qkh

−1
ä
→ 0.

Given that K is compact there exists k0 such that the subsequence kij → k0.

Hence,

d
Ä
gi, qk0h

−1
ä
6 d

Ä
gi, qkijh

−1
ä

+ d
Ä
qkijh

−1, qk0h
−1
ä
,

so gij → qk0h and the map F is proper.

Since H2
∼= SL (2,R) /SO (2) the map

F : SL (2,R)×H2 → H2 ×H2

(g,m) → (g ·m,m)

is proper.

Definition 3.1.19. The action of G on itself by left multiplication is the left action

defined by

G×G → G,

(g, h) → Lg (h) := g · h.

Analogously, the right multiplication action is the right action defined by

G×G → G,

(g, h) → Rg (h) := h · g.

The action of G on itself by inner automorphism is

G×G → G,

(g, h) → Ig (h) := (Lg ◦Rg−1) (h) = ghg−1.



CHAPTER 3. SL (2,R) 31
Definition 3.1.20. The adjoint action of G on g is

G× g → g,

(g, ξ) → Adgξ := TeIg (ξ) .

Example 3.1.21 ([10]). Adjoint action for matrix Lie groups

Let R ∈ G and B (t) a path with B (0) = I and B′ (0) = ξ ∈ g, we define the

adjoint action of G on g as:

AdRξ = TIIR (ξ) =
d

dt

∣∣∣∣∣
t=0

IR (B (t)) =
d

dt

∣∣∣∣∣
t=0

RB (t)R−1 = RξR−1.

Therefore,

AdRξ = RξR−1. (3.8)

Definition 3.1.22. The coadjoint action of G on g∗ is the inverse dual of the adjoint

action:

G× g∗ → g∗,

(g, µ) → Ad∗g−1µ,

where ¨
Ad∗g−1µ, ξ

∂
= 〈µ,Adg−1ξ〉

for all µ ∈ g∗, ξ ∈ g and 〈·, ·〉 : g∗ × g→ R is the natural pairing.

Example 3.1.23. Coadjoint action of SL (2,R) on sl (2,R)∗. Let ξ ∈ sl (2,R) and

µ ∈ sl (2,R)∗, by definition

〈Ad∗R−1µ, ξ〉 = 〈µ,AdR−1ξ〉

=
1

2
tr
Ä
µR−1ξR

ä
=

1

2
tr
Ä
RµR−1ξ

ä
= 〈RµR−1, ξ〉.
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Given that 〈·, ·〉 is non degenerate we conclude

Ad∗R−1µ = RµR−1. (3.9)

Remark 3.1.24. Consider the adjoint and coadjoint action of SL (2,R) on sl (2,R)∗

and let X̌ ∈ R3. Suppose the associated vectors to X̌ in sl (2,R) and sl (2,R)∗ are

ξ and µ respectively. Then

Ad∗R−1µ = AdRξ, (3.10)

that is, the adjoint and coadjoint action at X̌ are equivalent.

Lemma 3.1.25. Given µ and η ∈ sl (2,R)∗ (or sl (2,R)) such that they are both

equal to zero or both different from zero. Suppose µ̌ = (µ1, µ2, µ3) and η̌ = (η1, η2, η3)

satisfy µ3η3 > 0, then µ and η are in the same coadjoint (or adjoint) orbit if and

only if detµ = det η.

Proof. If µ and η are in the same coadjoint orbit then there exists g ∈ SL (2,R)

such that

Ad∗g−1µ = gµg−1 = η,

thus

detµ = det η.

Recall that two n×nmatrices A and B are similar if there exists a n×n invertible

matrix P such that A = P−1BP , it is obvious that if µ and η are similar then they

are in the same coadjoint orbit.

Let µ and η on the null-cone C such that they are both different from zero. We

first assume that neither µ1 or η1 are equal to zero, that is µ2 6= ±µ3 and η2 6= ±η3.

Let X̌ = (0, 1, 1) then

gµ :=

Ü
−
»

µ2+µ3
2

1»
µ3−µ2

2
−µ1+

√
2(µ2+µ3)

µ2+µ3

ê
∈ SL (2,R) (3.11)

satisfies Ad∗g−1
µ
X = µ. Similarly there exists gη such that Ad∗g−1

η
X = η which implies

Ad∗gµg−1
η
µ = η. Consequently η is in the same coadjoint orbit of µ. The calculations
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for one or both of µ1, η1 equal to zero, that is collinear with X̌ or (0,−1, 1), are also

straightforward.

Now assume that detµ = det η 6= 0, then both matrices share the same eigenval-

ues and are similar to the same diagonal matrix D. Since similarity is a transitive

property, µ and η are similar and therefore in the same coadjoint orbit indeed.

To expand on this, let P1 and P2 the matrix with columns as the eigenvectors of

µ and η respectively, that is

D = P−1
1 µP1,

and

D = P−1
2 ηP2.

Then,

Ad∗P2P
−1
1
µ = η

In accordance with Remark 3.1.24 exactly the same conclusions are obtained when

working with the adjoint orbit.

3.1.2 Infinitesimal generators

For each vector ξ ∈ g, the Lie group action defines an infinitesimal generator vector

field ξP on the manifold P .

Definition 3.1.26. Let ξ be a vector in g, and consider the one-parameter subgroup

{exp (tξ) : t ∈ R} ⊆ G. The orbit of an element x with respect to this subgroup is a

smooth path t→ (exp (tξ))x inM. The infinitesimal generator associated to ξ at

x ∈ M, denoted ξM (x), is the tangent (or velocity) vector to this curve at x, that

is:

ξM (x) :=
d

dt

∣∣∣∣∣
t=0

(exp (tξ)x) ∈ TxM.
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The smooth vector field

ξM :M → TM,

x → ξM (x) ,

is called the infinitesimal generator vector field associated to ξ.

The Lie algebra of the isotropy group Gx, x ∈M, called the isotropy Lie algebra

at x and denoted gx, by Proposition 3.1.11 is defined as

gx = {ξ ∈ g | exp tξ · x = x,∀t ∈ R}

= {ξ ∈ g | ξM (x) = 0} . (3.12)

Proposition 3.1.27 ([20]). The tangent space at x to an orbit Orb (x0) is

TxOrb (x0) = Tx (G · x0) = {ξM (x0) |ξ ∈ g} ,

where Orb (x0) is endowed with the manifold structure making G/Gx0 → Orb (x0)

into a diffeomorphism.

Definition 3.1.28. The infinitesimal generator map

g× g → g,

(ξ, η) → adξ (η) = ξg (η) =
d

dt

∣∣∣∣∣
t=0

Adexp tξη

is called the adjoint action of g on itself, even though is not a group action, the

adjoint operator denoted by ad is defined by

adξη = ξg (η) for all η ∈ g.

Example 3.1.29 ([10]). The adjoint operator for matrix Lie algebras.



CHAPTER 3. SL (2,R) 35
Given ξ and η ∈ g

adξη =
d

dt

∣∣∣∣∣
t=0

Adexp tξη

=
d

dt

∣∣∣∣∣
t=0

(exp tξ) η (exp tξ)−1

= ξη − ηξ = [ξ, η] .

This equation is not exclusive to matrix Lie algebras, it is also derived for any type

of Lie algebra following the general definition of a Lie algebra.

Definition 3.1.30. The coadjoint operator is the map

ad∗ : g× g∗ → g∗,

(ξ, µ) → ad∗ξ (µ) ,

such that for all ξ ∈ g, the map ad∗ξ : g∗ → g∗ is the dual of the adjoint operator,

that is

〈ad∗ξµ, η〉 = 〈µ, adξη〉 for all η ∈ g.

Remark 3.1.31 ([10]). Let ξ, η ∈ g and µ ∈ g∗, then from the definition of the

infinitesimal generator

〈ξg∗ (µ) , η〉 =

〈
d

dt

∣∣∣∣∣
t=0

Ad∗exp(tξ)µ, η

〉

=
d

dt

∣∣∣∣∣
t=0

〈Ad∗exp(tξ)µ, η〉

=

〈
µ,

d

dt

∣∣∣∣∣
t=0

Adexp(−tξ)η

〉
= 〈µ,−adξη〉.

Thus, the infinitesimal generator of g∗ is related to the coadjoint operator by

ad∗ξ (µ) = −ξg∗ (µ) . (3.13)

In connection with the definition of (3.12), the isotropy Lie algebra of µ ∈ g∗ is
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given by

gµ =
¶
ξ ∈ g|ad∗ξµ = 0

©
. (3.14)

Example 3.1.32. Coadjoint operator of SL (2,R) on H2. Let G be a matrix Lie

group, for all ξ, η ∈ g and for every µ ∈ g∗

〈ad∗ξµ, η〉 = 〈µ, adξη〉

= 〈µ, [ξ, η]〉

= 〈µ, ξη − ηξ〉

= 〈µ, ξη〉 − 〈µ, ηξ〉.

In our case by the trace pairing (3.2) we get,

〈ad∗ξµ, η〉 =
1

2
tr (µξη)− 1

2
tr (µηξ)

=
1

2
tr (µξη)− 1

2
tr (ξµη)

=
1

2
tr (µξη − ξµη)

=
1

2
tr ([µ, ξ] η)

= 〈[µ, ξ] , η〉.

Hence,

ad∗ξµ = [µ, ξ] = − [ξ, µ] .

Remark 3.1.33. For all ξ, η ∈ g and µ ∈ g∗ we have

adξη = [ξ, η] ,

ad∗ξµ = − [ξ, µ] .

Hence, by the equation (3.5), the hyperbolic cross product ×H2 is in direct
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correspondence with the infinitesimal generators of sl (2,R) and sl (2,R)∗ by

ˇξgη = −2
Ä
ξ̌ ×H2 η̌

ä
,

ˇξg∗µ = −2
Ä
ξ̌ ×H2 µ̌

ä
.

As mentioned in Remark 3.1.14, sl (2,R) ∼= R3 as well as sl (2,R)∗ ∼= R3, thus by

(3.13)

ad∗ξ (µ) = 2
Ä
ξ̌ ×H2 µ̌

ä
= adξ (η) (3.15)

with η and µ the associated elements to X̌ ∈ R3 in sl (2,R) and sl (2,R)∗ respectively.

This equality was expected as the coadjoint and adjoint orbits for SL (2,R) in the

hyperbolic model are equivalent (Remark 3.1.24). Equation (3.15) is the expression

of the tangent level of the action of SL (2,R) on H2, and ξH2 (x) ∈ TxOrb (x) is

tangent to Orb (x) the orbit of x.

3.2 Coadjoint geometry

In this section we use some of the results and definitions of the previous section

to define some important characteristics of the action of SL (2R3) in sl (2,R) ∼= R3

and sl (2,R)∗ ∼= R3. Recall the null-cone, denoted by C, is defined as the set of all

vectors ξ̌ ∈ R3 with determinant det ξ = −
¨
ξ̌, ξ̌
∂
H2

= 0, see Figure 3.1(b).

To begin with this section, is important to point out that given ξ̌ 6= 0 ∈ R3, the

sign of determinant det ξ assigns a type of surface as shown in Figure 3.1. If ξ̌ is

inside, outside or on the null-cone C, then det ξ is greater, less than or equal to zero

respectively. We later show that these surfaces are actually the coadjoint orbits.



CHAPTER 3. SL (2,R) 38

(a) A sheet of the two-sheet
hyperboloid is the coadjoint
orbit for ξ̌ inside of C, that
is det ξ > 0.

(b) The null-cone without
the origin is the coadjoint or-
bit for ξ̌ 6= 0 such that det ξ =
0. The origin itself is the
coadjoint orbit of ξ̌ = 0.

(c) The coadjoint orbit for ξ̌
outside of C, that is det ξ < 0,
is a one sheet hyperboloid.

Figure 3.1: Coadjoint orbits of the action of SL (2,R) in R3.

3.2.1 Isotropy subgroups

Recall from Definition 3.1.17 that isotropy subgroups are the group elements that

fix a point of the manifold. The isotropy subgroups for any of the other type of

actions described before are defined similarly. For instance, the isotropy subgroup

for the adjoint action of a matrix Lie group G on g is

Gξ =
¶
A ∈ G | AξA−1 = ξ

©
,

with ξ ∈ g. Consider g′ ∈ Gh·x, then g′ · (h · x)=h · x, this implies (h−1g′h) · x=x,

therefore if g=h−1g′h ∈ Gx then g′=hgh−1 ∈ hGxh
−1. Thus Gh·x ⊂ hGxh

−1, with

the converse inclusion obtained in a similar way we get the following relationship

between the two isotropy groups

Gh·x = hGxh
−1. (3.16)

The next theorem classifies the isotropy groups of the adjoint action of SL (2,R)

on sl (2,R) by the value of the det ξ = −
¨
ξ̌, ξ̌
∂
H2

.

Theorem 3.2.1. Let G = SL (2,R) and ξ ∈ g with Gξ its isotropy subgroup by the

adjoint action of G on g ∼= R3. If

1. ξ̌ is inside C, that is pointing into the null-cone C, then Gξ
∼= SO(2,R),
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2. ξ̌ is on C we have two posibilities:

a) Gξ = SL(2,R) when ξ̌ = 0 or

b) Gξ
∼=


Ü

1 t

0 1

ê
, t ∈ R

,

3. ξ̌ is outside C, Gξ
∼=


Ü

t 0

0 t−1

ê
, t ∈ R+

,
where ∼= means conjugate subgroups of SL(2,R).

Proof. All matrices in SL(2,R) satisfy A0A−1 = 0 where 0 is the 2× 2 zero matrix,

hence Gξ = SL(2,R) for ξ̌ = 0.

For the remaining cases, that is when ξ 6= 0, the proof consists in showing that

Gξ
∼= GX1 for a given X̌1 with the same sign of determinant. We present the

calculations for GX1 only for ξ̌ = (ξ1, ξ2, ξ3) inside C . The proof for the other

isotropy subgroups is obtained in a similar manner from the explicitly given X̌1 in

this proof for each particular case.

Note that the boundary for vectors with positive determinant is the cone C where

the determinant is zero. Since C is asymptotic to H2, the line through a vector ξ̌

inside the cone C intersects H2 at some point ξ̌′. As a result, there always exists

k 6= 0 such that ξ̌′ = kξ̌ ∈ H2, so Gξ = Gξ′ is trivially obtained.

Let X̌1 = (0, 0, 1) ∈ H2, from Lemma 3.1.25 there exists g ∈ SL (2,R) such

that g · X1 = AdgX1 = ξ′, which by (3.16) implies gGX1g
−1 = Gξ′ . Therefore,

GX1
∼= Gξ′ = Gξ.

We now proceed to calculate GX1 . The representation (3.4) of X̌1 by a 2 × 2

matrix is

X1 =

Ü
0 1

−1 0

ê
.

Take A =

Ü
a b

c d

ê
∈ SL (2, R), then

AX1A
−1 =

Ü
−(bd+ ac) a2 + b2

−(c2 + d2) bd+ ac

ê
.
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Solving AX1A

−1 = X1 we get the set of equations

bd+ ac = 0,

a2 + b2 = 1,

c2 + d2 = 1.

Since A ∈ SL (2,R), if d 6= 0 we have a = 1+bc
d

. Substituting a in the first condition

above we get b = −c, and replacing this in any of the other conditions we get

a = d. Thus GX1 =


Ü

a −c

c a

ê
| a2 + c2 = 1

, without loss of generalty we

make a = cos θ and c = sin θ and obtain

Gξ
∼=


Ü

cos θ − sin θ

sin θ cos θ

ê
| θ ∈ R

 . (3.17)

This is interpreted as a rotation by θ. The case d = 0 is included in (3.17) by taking

θ = π
2
. Therefore, Gξ

∼= SO (2,R) for all ξ̌ inside the cone C.

For the case of ξ 6= 0 on the cone C consider X̌1 = (0, 1, 1), by Lemma 3.1.25

there exists g ∈ G such that g ·X1 = ξ. Thus we have the congruence relationship

GX1
∼= Gξ, and calculations lead to GX1 a parabolic Möbius transformation as stated

in the theorem.

Finally, for any ξ ∈ g such that det ξ < 0 there exists a constant k 6= 0 such that

det kξ = −1. Again, by Lemma 3.1.25, there exists g ∈ G such that g · X1 = kξ

with X̌1 = (1, 0, 0), resulting in GX1
∼= Gξ.

3.2.2 Coadjoint orbits

The trace pairing that identifies sl (2,R) with sl (2,R)∗ given by (3.2) is the Killing

form of sl (2,R), which is non degenerate thus, by the definition given in [8], sl (2,R)

is semisimple. A known fact is that as a consequence of this non-degenerancy for

semisimple Lie algebras the adjoint and coadjoint action are equivalent. Here, we

have pointed out this result in Remark 3.1.24 for the action of SL (2,R) on R3.
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With the isotropy groups already calculated in Theorem 3.2.1, Lemma 3.1.25

allow us to affirm that the orbits for the coadjoint action of µ in sl (2,R)∗ are of four

types, as pointed out in [22]. The orbits plotted in Figure 3.1 are determined by the

determinant of µ, indeed the orbits correspond to the solution of the conditions of

the determinant for each isotropy group.

Theorem 3.2.2. Let µ ∈ sl (2,R)∗. Then the coadjoint orbits are classified as

follows:

1. If detµ > 0 then Gµ
∼= SO(2,R), and the coadjoint orbit is one sheet of the

hyperboloid of two sheets shown in Figure 3.1(a).

2. If µ = 0 then Gµ = SL(2,R) and the coadjoint orbit is the origin.

3. If detµ = 0 and µ 6= 0 then Gµ
∼=


Ü

1 t

0 1

ê
, t ∈ R

. The coadjoint orbit

is each sheet C with the origin removed.

4. If detµ < 0 then Gµ
∼=


Ü

t 0

0 t−1

ê
, t ∈ R+

, and the coadjoint orbit is a

one sheeted hyperboloid as shown in Figure 3.1(c).

3.2.3 Relation between isotropy groups and Möbius transfor-

mations

It is easy to see that given γ(z) = az+b
cz+d

a Möbius transformation and λ 6= 0, θ(z) =

λaz+λb
λcz+λd

represent the exact same Möbius transformation of γ. Thus it is always posi-

ble to have a Möbius transformation in normalised form taking λ = 1/
»

(ad− bc).

And given a normalised Möbius transformation γ, we can construct a map from its

2×2 matrix representation to a 3×3 matrix such that the hyperbolic inner product
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is preserved ([18]). This lead us to define the map

˜: SL (2,R) → M (3,R)

B =

Ü
a b

c d

ê
→ B̃ =

1

2


2(ad+ bc) −2(ac− bd) −2(ac+ bd)

−2(ab− cd) a2 − b2 − c2 + d2 a2 + b2 − c2 − d2

−2(ab+ cd) a2 − b2 + c2 − d2 a2 + b2 + c2 + d2

 ,

whose image preserves the hyperbolic inner product (2.5), and also satisfies

B̃X̌ = (Ad∗B−1X )̌

for any X̌ ∈ R3.

The hyperbolic normal plane to µ̌ ∈ R3 through X0 is given by

Pµ̌ =
¶
X̌ = (x, y, z) ∈ R3 | 〈X −X0, µ̌〉H2

= 0
©
.

Thus the hyperbolic normal plane passing through µ̌ itself is defined as

Pµ̌ =
{
X̌ ∈ R3 |

¨
X̌, µ̌

∂
H2

= 〈µ̌, µ̌〉H2 = ‖µ̌‖2
H2

}
.

Lemma 3.2.3. If B ∈ SL (2,R)µ then Pµ̌ is invariant under the action of B̃.

Proof. Let X̌ ∈ Pµ̌, then

〈B̃X̌, µ̌〉H2 = 〈B̃X̌, B̃µ̌〉H2

= 〈X̌, µ̌〉H2

= 〈µ̌, µ̌〉H2 .

In [9] the generalised orthogonal group is defined as the set of (n+ k)× (n+ k)
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real matrices A that preserve a symmetric bilinear form [·, ·]n,k on Rn+k given by:

[x, y]n,k = x1y1 + . . .+ xnyn − xn+1yn+1 − . . . xn+kyn+k,

such that [Ax,Ay]n,k = [x, y]n,k for all x, y ∈ Rn+k. This matrix Lie group is denoted

by O(n,k).

According to [9], A is in O(n,k) if and only if the following conditions are satisfied:î
A(l), A(j)

ó
n,k

= 0 l 6= j,î
A(l), A(l)

ó
n,k

= 1 1 ≤ l ≤ n,î
A(l), A(l)

ó
n,k

= −1 n+ 1 ≤ l ≤ n+ k.

where A(i) denotes the ith column vector of A.

From this statement we conclude that the set of hyperbolic rotations respect the

x, y and z − axis

RH2 =




1 0 0

0 cosh θ sinh θ

0 sinh θ cosh θ

 ,


cosh θ 0 sinh θ

0 1 0

sinh θ 0 cosh θ

 ,


cos θ − sin θ 0

sin θ cos θ 0

0 0 1




.

preserve the Minkowski inner product (2.5) defined for the hyperboloid H2.

Given µ̌ ∈ R3 with detµ > 0 and Euclidean length ‖µ̌‖E = c, let µ̌′ = (0, 0, c).

There exists a combination of hyperbolic rotations A ∈ RH2 such that µ̌ = Aµ̌′ and

Pµ̌ = APµ̌′ . Moreover, for B̃ ∈ Gµ′ a rotation matrix, points in Pµ̌ hyperbolically

rotate around µ̌ under the action of A ◦ B̃ = AB̃. Evidently as a result of previous

statements, the hyperbolic distances are also preserved under this action.

The intersection Pµ̌ ∩H2 is an ellipse, furthermore AB̃ (Pµ̌ ∩H2) ⊆ Pµ̌ ∩H2. As

a result we conclude that all normal planes to µ̌ when Gµ
∼= SO (2,R) are invariant

under AB̃ and intersect H2 on an ellipse as shown in Figure 3.2(a). This result

is very helpful for describing the motion of a point vortices system in H2 with a

momentum value inside C.

We make a similar analysis for µ̌ outside C and µ̌ inside C, and conclude that the

intersection of the normal planes to µ̌ is an hyperbola or a parabola respectively.
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(a) ξ̌ inside of C. (b) µ̌ on C.

(c) µ̌ outside of C.

Figure 3.2: Intersection of the normal planes to µ̌ with H2.

This is shown in Figures 3.2(c) and 3.2(b).

An important conclusion from this is that to any µ 6= 0 in sl (2,R)∗ we associate

a conic (ellipse, hyperbola or parabola) related to its isotropy group. We can call

this the type of µ: µ is elliptic, hyperbolic or parabolic for Gµ isomorphic to an

elliptic, hyperbolic or parabolic transformation, respectively.

3.2.4 Isotropy Lie algebra

The following definition can be found in the book of Brian C. Hall [9].

Definition 3.2.4. If G is a matrix Lie group with Lie algebra g, then H ⊂ G is a

connected Lie subgroup of G if the following conditions are satisfied

1. H is a subgroup of G.

2. Every element ofH can be written in the form of eX1 ···eXm withX1, ..., Xm ∈ h.

We now show that every isotropy subgroup of SL (2,R) is connected.

Proposition 3.2.5. For all µ ∈ sl (2,R)∗ the isotropy subgroup Gµ is connected.
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Proof. The first condition given in the Definition 3.2.4 are automatically satisfied.

We focus then on showing that for any g ∈ G = SL (2,R) there exists X ∈ sl (2,R)

such that g = eX . We calculate gµ for every type of µ and give X ∈ gµ that satisfies

condition 3.

1. If µ is elliptic, gµ ∼=


Ü

0 c

−c 0

ê
, c ∈ R

. Let X =

Ü
0 −θ

θ 0

ê
∈ gµ,

then eX =

Ü
cos θ − sin θ

sin θ cos θ

ê
. Hence, for all g ∈ Gµ there exists X ∈ Gµ

such that g = eX .

2. If µ 6= 0 is parabolic, gµ ∼=


Ü

0 b

0 0

ê
, b ∈ R

. Taking X =

Ü
0 t

0 0

ê
∈

gµ we get X2 = 0. Thus, eX = I +X =

Ü
1 t

0 1

ê
and Gµ is connected.

3. If µ is hyperbolic, gµ ∼=


Ü

a 0

0 −a

ê
, a ∈ R

. Considering

X =

Ü
ln t 0

0 ln t−1

ê
∈ gµ,

we get g = eX .

4. Finally if µ = 0, gµ is obviously g = sl (2,R), by the Iwasawa decomposition

µ must fall in one of the previous cases, therefore is connected.

The definitions of split and regular can be found in various sources, we particu-

larly follow the presentation of [16] and [28].

Definition 3.2.6. Let µ ∈ g∗ and G0
µ the identity component of Gµ. We say that

µ is split if there exists a G0
µ- invariant complement nµ to gµ in g.

Due to Proposition 3.2.5 for G = SL (2,R), Gµ is connected for all µ ∈ g∗, hence

G0
µ = Gµ. Hence is enough to check the existence of a Gµ invariant complement.
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Proposition 3.2.7. Let G = SL (2,R). Then µ ∈ g∗ is not split iff µ is parabolic.

Proof. Let a, b and c ∈ R, then any ξ ∈ g is of the form

A =

Ü
a b+ c

b− c −a

ê
.

We present the isotropy Lie algebras gµ for every type of µ and give a Gµ invariant

complement nµ when possible.

1. If µ is elliptic, gµ ∼=


Ü

0 c

−c 0

ê
| c ∈ R

. Therefore, the natural choice

for the complement of gµ in g is nµ =


Ü

a b

b −a

ê
| a, b ∈ R

 which is Gµ

invariant, so µ is split.

2. If µ is hyperbolic gµ ∼=


Ü

a 0

0 −a

ê
| a ∈ R

. The complement

nµ =


Ü

0 b+ c

b− c 0

ê
| b, c ∈ R


satisfies to be Gµ invariant, thus µ is split.

3. If µ is parabolic with µ 6= 0, gµ ∼=


Ü

0 b

0 0

ê
| b ∈ R

 and the complement

of gµ in g is generated by

nµ :=


Ü

a 0

c −a

ê
| a, c ∈ R

 ,

which is not Gµ invariant so µ is not split.

To illustrate this consider ξ̌ = (0, 1, 1), then ξ ∈ gµ and Gµ =

Ü
1 t

0 1

ê
with t ∈ R. The complement is given by nµ =


Ü

a 0

0 −a

ê
| a ∈ R

 and
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Ad∗G−1

µ
X 6= X for any X in nµ.

4. Finally if µ = 0, gµ is obviously g and µ is split.

Definition 3.2.8. A point µ ∈ g∗ is regular if dim gν = dim gµ for every ν in a

neighbourhood of µ.

The proof of next proposition follows from the proof of Proposition 3.2.7.

Proposition 3.2.9. Let G = SL (2,R) and µ ∈ g∗. Then every µ 6= 0 is regular.

Proof. Every coadjoint orbit is 2- dimensional except at the origin.



Chapter 4

Vortices

The goal of this chapter is to set up the structure of N point vortices in the hy-

perboloid model H2 as the dynamics of a Hamiltonian vector field on a symplectic

(Poisson) manifold. The first two sections define the basic concepts of Poisson man-

ifold, Hamiltonian vector field and momentum map. Most of the definitions were

taken from the book of Jerrold E. Marsden and Tudor S. Ratiu [20], the references

[3] and [10] were also used but not extensively.

The concepts of Casimir functions and symplectic leaves are also defined. Re-

mark 4.2.4 shows that the hyperboloid model is a symplectic leaf (coadjoint orbit)

of the action of SL (2,R) on sl (2,R) ∼= R3. We construct the coadjoint orbit sym-

plectic structure related to H2 mentioned in Chapter 2 by this symmetry group.

The last section relates these concepts to the problem of N point vortices on the

hyperboloid, and presents the derivation of the momentum map and the differential

equations that govern its dynamics.

4.1 Poisson manifolds and Hamiltonian vector field

Definition 4.1.1. A Poisson bracket on a finite dimensional manifold P is a bilinear

operation {·, ·} on C∞ (P) such that:

• (C∞ (P) , {·, ·}) is a Lie algebra; and

• {FG,H} = {F,H}G+ F {G,H} for all F , G, and H ∈ C∞ (P).

48
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A manifold P endowed with a Poisson bracket on C∞ (P) is called a Poisson man-

ifold.

The action of a Lie group G on the Poisson manifold (P , {·, ·}) is canonical if

for all F , G ∈ C∞ (P) and for every g ∈ G

{F ◦ Φg, G ◦ Φg} = {F,G} ◦ Φg,

where Φg is the action of g in P (Definition 3.1.15).

Definition 4.1.2. In canonical coordinates (q = q1, q2, ..., qN ,p = p1, p2, ..., pN) the

canonical Poisson bracket of two functions F (q,p) and G (q,p) is defined by

{F,G} =
N∑
i=1

Ç
∂F

∂qi

∂G

∂pi
− ∂F

∂pi

∂G

∂qi

å
. (4.1)

Definition 4.1.3. Let µ ∈ g∗, and F , G two functions defined on g∗, then dF (µ)

and dG (µ) ∈ (g∗)∗ ∼= g. The Lie-Poisson bracket

{F,G}± (µ) = ±〈µ, [dF (µ) , dG (µ)]〉 , (4.2)

where 〈, 〉 denotes the pairing between g and g∗, defines a Poisson structure on g∗.

Given the basis B = {e1, e2, ..., er} of g and B′ = {e1, e2, ..., er} of g∗, the structure

constants Ck
ij are defined by

[ei, ej] =
r∑

k=1

Ck
ijek.

The Lie-Poisson bracket (4.2) in terms of this coordinate notation is

{F,G}± (µ) = ±
r∑

a,b,d=1

Cd
abµd

∂F

∂µa

∂G

∂µb
, (4.3)

where µ =
∑r
a=1 µae

a. The Lie- Poissson bracket induces a Poisson structure in g∗,

hence the pair
Ä
g∗, {·, ·}±

ä
is a Poisson manifold.
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Proposition 4.1.4 ([10], [20]). Let P be a Poisson manifold. If H ∈ C∞ (P), then

there is a unique vector field XH on P such that

XH [G] = {G,H}

for all G ∈ F (P).

Definition 4.1.5. The vector field XH is called the Hamiltonian vector field of H.

We also define the associated dynamical system by the differential equation

ż = XH (z) , (4.4)

with z = z (t) in the phase space.

Equation (4.4) is valid for any function, in particular for H representing the total

energy of a dynamical system with the canonical Poisson bracket (4.1) we obtain

XH (pi, qi) =

Ç
∂H

∂pi
,−∂H

∂qi

å
,

which results in Hamilton’s equations

q̇i =
∂H

∂pi
,

ṗi = −∂H
∂qi

. (4.5)

Proposition 10.7.1 in [20] proves that the equation of motion for the Hamiltonian

H with respect to the ± Lie-Poisson brackets on g∗ are

dµ

dt
= ∓ad∗δH

δµ
µ.
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Therefore the Hamiltonian vector field of H : g∗ → R is

XH (µ) = ∓ad∗δH
δµ
µ. (4.6)

4.2 Symplectic structure in the coadjoint orbit

Definition 4.2.1. A function C ∈ C∞ (P) is called a Casimir function of the

Poisson structure if

{C,F} = 0

for all F ∈ C∞ (P).

Definition 4.2.2. Let P be a Poisson manifold. We say that z1, z2 ∈ P are on the

same symplectic leaf of P if there is a piecewise smooth curve in P joining z1 and

z2, each segment of which is a trajectory of a locally defined Hamiltonian vector

field. This is clearly an equivalence relation, and an equivalence class is called a

symplectic leaf. The symplectic leaf containing the point z is denoted by ∑z.

An important observation is that, since any Casimir is constant in connected

components of P , a Casimir function must be constant on a symplectic leaf ∑ ⊂ P .
Furthermore the connected components of the coadjoint orbits are the symplectic

leaves of g∗. Moreover, if P is finite dimensional then the disjoint union of the

symplectic leaves provides a foliation of P , see [20] for a proof of this. Another

important result presented there is the next corollary.

Corollary 4.2.3 ([20]). If C ∈ C∞ (g∗) is Ad∗- invariant (constant in orbits),

then C is a Casimir function. The converse is also true if all coadjoint orbits are

connected.

Remark 4.2.4 ([20]). Casimir function of SL (2,R) in R3. For G = SL (2,R) the
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determinant function

det : g∗ → R

µ → −〈µ̌, µ̌〉H2

= det

Ü
µ1 µ2 − µ3

µ2 + µ3 −µ1

ê
= −

Ä
µ2

1 + µ2
2 − µ2

3

ä
,

is obviously Ad∗-invariant. Therefore for sl (2,R)∗ with the Lie-Poisson bracket (4.2)

any function of µ2
1 + µ2

2 − µ3
3 is a Casimir.

The symplectic leaves are the connected components of the coadjoint orbits de-

scribed in Theorem 3.2.2 of Chapter 3. Therefore, the hyperboloid H2 is the sym-

plectic leaf corresponding to the coadjoint orbit of µ ∈ sl (2,R)∗ with determinant 1

and µ3 > 0. Hence, the Lie- Poisson bracket (4.2) restricted to H2 induces a Poisson

structure in the hyperboloid model. From this point of view we define the Poisson

structure for the problem of N point vortices in H2. Before doing so, we define the

coadjoint orbit symplectic structure on g∗.

Given a Lie group G and O ⊂ g∗ a coadjoint orbit, Theorem 14.3.1 in [20] shows

that the Kostant-Kirillov-Souriau (KKS) form in O

ω±O (µ)
Ä
ad∗ξµ, ad∗ηµ

ä
= ±〈µ, [ξ, η]〉, (4.7)

defines a symplectic form on O for all µ ∈ O, ξ, η ∈ g.

Furthermore, the definition of the Lie-Poisson bracket infers a relation with this

symplectic form. Theorem 14.4.1 in [20] shows that for any µ ∈ O the symplec-

tic form (4.7) is compatible with the Lie-Poisson bracket (4.2) restricted to the

coadjoint orbit O as follows

{F,G}± |O (µ) = ω±O (µ)
Ä
XF |O , XG|O

ä
. (4.8)

In Section 4.1 we derive the Hamiltonian vector field XF on g∗ (4.6). Lemma 14.4.2



CHAPTER 4. VORTICES 53
in [20] proves that using the KKS symplectic form, for any µ ∈ O we have

XF |O (µ) = ∓ad∗δF
δµ
µ.

Hence,

{F,G}± |O (µ) = ω±O (µ)
Å

ad∗δF
δµ
µ, ad∗δG

δµ
µ
ã
. (4.9)

In conclusion, if restricted to a coadjoint orbit, then the Lie-Poisson bracket and the

coadjoint orbit symplectic structure KKS are equivalent.

Proposition 4.2.5. Let µ ∈ O ⊂ sl (2,R)∗ and u, v ∈ TµH2. Suppose that ‖µ̌‖2 =∑3
i=1 µ

2
i is the Euclidean norm of µ̌ and · denotes the Euclidean product. Then

ω±O (µ) (u, v) = ± µ̌ · (ǔ×H2 v̌)

2‖µ̌‖2
(4.10)

is the KKS symplectic form on the hyperboloid H2.

Proof. Let ξ, η ∈ sl (2,R) such that

u = ad∗ξµ = − [ξ, µ] and v = ad∗ηµ = − [η, µ] .

By Equation (2.7)

ω±O (u, v) (µ) = ±〈µ, [ξ, η]〉

= ∓2µ̌ ·
Ä
ξ̌ × η̌

ä
.

On other hand, let M =


1 0 0

0 1 0

0 0 −1

, then for any X, Y ∈ R3

X ×H2 Y = M (X × Y )

= MY ×MX.
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Hence,

ǔ×H2 v̌ = M ([η, µ]̌ )×M ([ξ, µ]̌ )

= 4MM (η̌ × µ̌)×MM
Ä
ξ̌ × µ̌

ä
= 4 (η̌ × µ̌)×

Ä
ξ̌ × µ̌

ä
= −4µ̌

Ä
µ̌ ·
Ä
ξ̌ × η̌

ää
.

The hyperboloid H2 together with (4.10) is a symplectic manifold.

4.3 Momentum map

An important characteristic of Hamiltonian systems is that conserved quantities are

associated with the symmetry group acting on them. There often exists a momen-

tum map J : P → g∗ that is conserved by the flow of the Hamiltonian vector. As

mentioned in [10] the main idea of defining a momentum map is that if the infinites-

imal generator vector field ξP is Hamiltonian, then its Hamiltonian function denoted

by Jξ defines a momentum map.

Definition 4.3.1. Given a canonical action of G on a Poisson manifold P , if there

exists a map J : g 7→ C∞ (P) such that for every ξ ∈ g the Hamiltonian vector field

satisfies

XJ(ξ) = ξP , (4.11)

then the map J : P → g∗ defined by

〈J (z) , ξ〉 = J (ξ) (z) (4.12)

for all ξ ∈ g and z ∈ P is called a momentum map for G on P .

Note that the momentum map is not unique, adding a constant to a momentum

map of a Hamiltonian system with symmetry is also be a momentum map for the
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same dynamical system. Another important observation is that the momentum map

depends uniquely on the symmetry group and not on the dynamics induced by the

Hamiltonian.

Definition 4.3.1 can also be given in terms of the symplectic form ω of symplectic

manifold (M, ω). The defining equation (4.11) for the momentum map becomes

dJ (ξ) (v) (w) = ω (ξM (v) , w) ,

where v ∈ P , w ∈ TvP and ξ ∈ g.

The following version of Noether’s theorem can be found in [22].

Theorem 4.3.2. Noether′s Theorem. Consider a Hamiltonian action of the Lie

group G on the symplectic (or Poisson) P, and let H be an invariant Hamiltonian.

Then the flow of the Hamiltonian vector field leaves the momentum functions Jξ

invariant.

As mentioned before, a coadjoint orbit O endowed with the Lie-Poisson bracket

is a Poisson manifold, thus we can define a momentum map JO of the coadjoint

action of G on O with respect to (4.2) following Definition 4.3.1. From equations

(4.6) and (3.13) the momentum map should satisfy

∓ad∗δJO(ξ)

δµ

µ = −ad∗ξµ (4.13)

for every µ ∈ g∗. That implies

JO (ξ) (µ) = ±〈µ, ξ〉,

hence JO : O → g∗ is defined as

JO (µ) = ±µ. (4.14)

This result is worked out in Example 11.4e) of [20], inspired by this result we present

the following proposition.
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Proposition 4.3.3. Let G be a Lie group and let O ⊂ g∗ be a coadjoint orbit with

the KKS symplectic form ωO on O. Then the momentum map J : O → g∗ of the

symplectic manifold (O,ΓωO, G) is given by the homothety

µ→ Γµ.

Proof. The proof follows from the proofs of Proposition 10.7.1 and Lemma 14.4.2 in

[20] where it is proven that the Hamiltonian vector field for H ∈ C∞ (g∗) must be

given by

XH (µ) = − 1

Γ
ad∗δH

δµ
µ.

By definition J (ξ) must satisfy XH (µ) = ξg∗ , that is

− 1

Γ
ad∗δJ(ξ)

δµ

µ = −ad∗ξµ.

Hence,

J (ξ) (µ) = 〈Γµ, ξ〉,

which implies

J (µ) = Γµ.

4.4 N point vortices in the hyperboloid model

With the results for symplectic (Poisson) Hamiltonian systems we start the analysis

of this dynamical system. We provide the symplectic and Poisson structure of this

dynamical system, and present the Hamiltonian that describes the dynamics of this

system.

Let X̌i be the vector from the origin in R3 to the ith vortex with non zero
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vorticity strength Γi and let

∆ =
¶
X̌ =

Ä
X̌1, ..., X̌N

ä
∈ H2 × ...×H2 | any two or more Xi coincide

©
.

A candidate for the manifold of this dynamical system consists of N copies of the

hyperboloid H2 × ... × H2, but we avoid collision of vortices which lead to infinite

energy, hence the phase space of this problem isM = H2 × ...×H2\∆.

As previously mentioned the symmetry group acting on this dynamical system

is SL (2,R). The KKS symplectic form calculated in Remark 4.2.5 induces a sym-

plectic structure in each coadjoint orbit of sl (2,R)∗, in particular in each copy of

H2. In Remark 4.2.4 we also concluded that the Lie-Poisson bracket (4.2) restricted

to H2 induces a Poisson structure in H2. Therefore we define the Poisson structure

ofM as

{·, ·}M =
N∑
i=1

1

Γi
{·, ·}i , (4.15)

where {·, ·}i is the Lie-Poisson structure restricted to the ith copy of H2. In a similar

way the symplectic form is given by

ωM (·, ·) =
N∑
i=1

ΓiωH2 (·, ·)i , (4.16)

where ωH2 (·, ·)i is defined in (4.10) for the ith copy of H2 that contains X̌i. With a

coadjoint orbit symplectic structure like this, the momentum map for the system of

N particles is deduced in the following lemma.

Lemma 4.4.1. Let G be a Lie group and letM = O1 × ...×ON the manifold with

symplectic structure ω =
∑N
i=1 Γiωi where ωi is the KKS symplectic form on the

ith coadjoint orbit Oi. Let Ji (Xi) be a momentum map for the symplectic manifold

(Oi,Γiωi, G). Then the map J :M→ g∗ defined by

J (X1, ..., XN) = J1 (X1) + ...+ JN (XN)

is a momentum map for the symplectic manifold (M, ω,G).
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Proof. Let Xi ∈ Oi ⊂ g∗ and vi ∈ TXiOi, then there exists η ∈ g such that vi =

ad∗η (Xi). Thus by Proposition 4.3.3 we obtain

dJ (Xi) (vi) =
d

dt

∣∣∣∣∣
t=0

J
Ä
Ad∗exp(tη)Xi

ä
=

d

dt

∣∣∣∣∣
t=0

ΓiAd∗exp(tη)Xi

= Γiad∗ηXi.

On other hand, given X1, ..., XN ∈M and v = v1, ..., vN ∈ TX1O1× ...×TXNON

dJ (ξ) (X1, ..., XN) (v) =
N∑
i=1

Γiωi (ξg∗Xi, vi)

=
N∑
i=1

Γiωi
Ä
−ad∗ξXi, ad∗ηXi

ä
=

N∑
i=1

Γi〈Xi, [η, ξ]〉

=
N∑
i=1

Γi〈Xi, adηξ〉

=
N∑
i=1

〈Γiad∗ηXi, ξ〉

=
N∑
i=1

〈dJ (Xi) (vi) , ξ〉.

Hence,

J (ξ) (X1, ..., XN) = 〈
N∑
i=1

J (Xi) , ξ〉.

As expected the same result is derived from Equation (4.13) in terms of the

Poisson structure (4.15). Let G = SL (2,R) acting in M with symplectic form

(4.16), let X ∈ M denote the set X = (X1, ..., XN), where Xi ∈ sl (2,R)∗ is the

corresponding 2 × 2 matrix to the X̌i vortex. Then the momentum map of this N

particle system is

J (X1, ..., XN) =
N∑
i=1

ΓiXi. (4.17)
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J. -M. Souriau in [31] proves that when the symmetry group is semisimple the mo-

mentum map of a symplectic manifold is coadjoint equivariant. SL(2,R) is semisim-

ple, hence the momentum map J satisfies

J (g ·X) = Adg−1J (X)

for all g ∈ SL (2,R), X ∈M.

By Noether’s theorem (Theorem 4.3.2) the momentum map (4.17) is a conserved

quantity under the flow of any Hamiltonian, particularly for the Hamiltonian repre-

senting the energy of this dynamical system.

Y. Kimura [14], constructs the Hamiltonian corresponding to the dynamics of N

point vortices in the hyperboloid H2. This Hamiltonian, in terms of the hyperbolic

inner product (2.5) is given by

H = − 1

4π

∑
ΓiΓj ln

〈X̌i, X̌j〉H2 + 1

〈X̌i, X̌j〉H2 − 1
. (4.18)

Note that if all vorticities have the same sign, as two points get closer, i.e. as the

distance between them tends to 0 in H2, so is H →∞ as expected when a collision

occurs. This also means that the Hamiltonian H has a minimum (of energy) at some

point and this should be an equilibrium point indeed.

As pointed out before, as the hyperboloid is a symplectic leaf, as it is connected

component of a coadjoint orbit of g∗ = sl (2,R)∗ ∼= R3, we derive the equations of

this dynamical system through the Lie-Poisson bracket.

The structure constants associated to the basis of g = sl (2,R) with the basis

(3.1) are C1
23 = −2 and C2

13 = C1
23 = 2. Let µ ∈ sl (2,R)∗ ∼= R3 with µ̌ = (µ1, µ2, µ3)

the associated vector by (3.2). Then the Lie-Poisson bracket (4.2) in sl (2,R)∗ is

{F,G}± (µ1, µ2, µ3) = ±2

Ç
µ1

Ç
− ∂F
∂µ2

∂G

∂µ3

+
∂F

∂µ3

∂G

∂µ2

å
+ µ2

Ç
∂F

∂µ1

∂G

∂µ3

− ∂F

∂µ3

∂G

∂µ1

å
+µ3

Ç
∂F

∂µ1

∂G

∂µ2

− ∂F

∂µ2

∂G

∂µ1

åå
. (4.19)
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Recall the Poisson structure forM is given by (4.15), considering only the pos-

itive sign we obtain

{F,G}M (µ1, µ2, µ3) =
N∑
i=1

1

Γi
{F,G}i (µ1, µ2, µ3) .

According to (4.4) we can now easily state the equations of motion for a point

vortex X̌r = (X1
r , X

2
r , X

3
r ) ∈ H2 as

Ẋ i
r =

¶
X i
r, H

© Ä
X1
r , X

2
r , X

3
r

ä
,

with i = 1, 2 or 3. With this notation 〈X̌r, X̌s〉H2 = X1
rX

1
s +X2

rX
2
s −X3

rX
3
s implies

∂

∂X i
r

〈X̌r, X̌s〉H2 = τiX
i
s,

where

τi =


1 if i = 1, 2,

−1 if i = 3.

Following on from this,

∂H
∂X i

r

= τi

Ñ
Γr
2π

∑
p 6=r

Γp
X i
p

〈Xr, Xp〉2H2
− 1

é
, (4.20)

leads to the system of differential equations that describe this system

˙̌Xr =
1

π

∑
p 6=r

Γp
X̌p ×H2 X̌r¨
X̌r, X̌p

∂2
H2
− 1

. (4.21)

This equation differs from the differential equations derived by Yoshifumi Kimura

in [14] by a factor of 2 in the denominator, which is carried by the choice of the

basis of the Lie algebra B (3.1). On other hand the differential equation presented

by Seungsu Hwang and Sun-Chul Kim in [11] for this dynamical system differs by

an additional factor of
¨
X̌r, X̌p

∂2
H2

+ 1 in the denominator.
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We can now refer to this dynamical system by the quintuple

(M, ωM ({·, ·}M) , H, SL (2,R) ,J)

and use the results of symplectic (Poisson) Hamiltonian systems to derive its relative

equilibria and stability conditions.



Chapter 5

Two vortices

In this chapter we consider the system of two vortices X = (X1, X2) ∈M with their

corresponding nonzero vorticity strength Γ = (Γ1,Γ2). The Poisson Hamiltonian

structure of this dynamical system (M, ω (·, ·)M , H, SL (2,R) ,J) has been defined

in Section 4.4.

From now we drop the bold notation of (4.17) and we denote the momentum

map J simply by J . Therefore the momentum map of this dynamical system is

J (X1, X2) = Γ1X1 + Γ2X2. Notice that a line passing through the origin O and

X̌i intersects the hyperboloid H2 at exactly one point, X̌i itself, this implies that

the vortices can not be parallel, therefore the momentum map J (X1, X2) must be

always different from 0.

Given the initial parameters of hyperbolic distance c = d (X1, X2) and ratio

of vorticity γ = Γ1

Γ2
, we find the momentum isotropy subgroup associated to these

conditions. Before this, we find the relationship between c and γ in terms of the

determinant of the momentum value for these specific parameters. In Section 5.2

the types of trajectories followed by this system are described.

We introduce the concept of relative equilibria following the approach of Montaldi

[22], please refer there for more details and proofs. In Section 5.3 we calculate the

relative equilibria conditions for the system of N point vortices in the hyperboloid

and present the explicit angular velocity for N = 2.

In the last section of this chapter we introduce the concepts of G and Gµ stability,

62
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and show that every configuration of two point vortices on the hyperboloid is both

SL (2,R) and leafwise stable. The stronger result of SL (2,R)µ stability is obtained

for configurations with elliptic momentum value (detµ > 0).

5.1 Momentum isotropy groups and relation with

hyperbolic distance

This section relates the type of momentum value µ to the hyperbolic distance c =

d
Ä
X̌1, X̌2

ä
and the ratio of vorticities γ = Γ1

Γ2
. This relation is later used to conclude

that Gµ-stability will depend only on c and γ in Theorem 5.4.8.

Recall, that the type of µ is given by the determinant of µ = J (X1, X2), which

could be obtained either by the hyperbolic inner product or the map (3.4)

detµ = −〈µ̌, µ̌〉H2 = (Γ1z1 + Γ2z2)2 − (Γ1x1 + Γ2x2)2 − (Γ1y1 + Γ2y2)2 .

Defining γ = Γ1

Γ2
and t =

¨
X̌1, X̌2

∂
H2

we get

detµ

Γ2
2

= −2γt+ γ2 detX1 + detX2

= −2γt+ γ2 + 1.

Solving for γ:

γ = t±
√
t2 − 1 +

detµ

Γ2
2

. (5.1)

In Lemma 2.3.1 the hyperbolic distance c = d
Ä
X̌1, X̌2

ä
is related to t by by the

equation

t = − cosh c.
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Using this distance condition in (5.1) we get the relation between the ratio of vor-

ticities γ and the hyperbolic distance c between the vortices as the solution curves:

γ1 (c, detµ) = − cosh c+

√
sinh2 c+

detµ

Γ2
2

,

γ2 (c, detµ) = − cosh c−
√

sinh2 c+
detµ

Γ2
2

.

det Μ

G2
2

= -4

det Μ

G2
2

= 0

det Μ

G2
2

= 4

1.5 2.0 2.5 3.0 3.5 4.0
c

-20

-15

-10

-5

Γ

Figure 5.1: Hyperbolic distance c- vorticity ratio γ for different values of detµ.

In Figure 5.1 we plot the solution curves for specific values of detµ. If detµ = 0

the solution curves are γ1 (c, 0) = −e−c and γ2 (c, 0) = −ec. Given any γi (c, detµ),

with i = 1 or 2, such that γ2 (c, 0) < γi (c, detµ) < γ1 (c, 0), it is verified that

detµ < 0. That is the area between the solution curves of detµ = 0 must satisfy

the condition detµ < 0. Similarly, for any γi (c, detµ) > γ1 (c, 0) or γi (c, detµ) <

γ2 (c, 0), detµ must be greater than zero.

Thus we have set the general conditions for the isotropy subgroups of the mo-

mentum value with respect to the boundary condition detµ = 0.

Recall from Theorem 3.2.1 that if detµ > 0 the isotropy subgroupGµ is conjugate

to the group of rotations SO (2,R). An analogous conclusion is set for detµ < 0

where the isotropy group would be conjugate to the group of hyperbolic Möbius

transformations. The value γ = 0 is obviously excluded as well as Γ1 = 0 and

Γ2 = 0. Since µ 6= 0 for the system of two point vortices, the sign of detµ offers a

classification of isotropy subgroups as illustrated in Figure 5.2.
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Figure 5.2: Classification of the isotropy subgroups in terms of the hyperbolic distance c
and vorticity ratio γ.

For instance the vortex dipole treated in [14], that is Γ1 = −Γ2 with γ(c, detµ) =

−1, leads to γ2 (c, 0) < γ(c, detµ) < γ1 (c, 0) which implies that

Gµ
∼=


Ü

t 0

0 t−1

ê
, t ∈ R

 .

Hence the vortices move parallel to each other on hyperbolas as shown in Figure

5.3(c). Meanwhile, for any Γ1Γ2 > 0 we obtain γ (c, detµ) > 0, that is γ (c, detµ) >

γ1 (c, 0). This shows that for Γ1Γ2 > 0 the momentum isotropy subgroup is conjugate

to the group of rotations SO (2,R) indeed.

5.2 Trajectories of the vortices

By the Implicit Function Theorem dim J−1 (µ) = 1 for two point vortices. We also

know that Gµ ·X ⊂ J−1 (µ) so they must be equal. On other hand, the momentum

map is preserved under the flow of the Hamiltonian by Noether’s theorem (Theorem

4.3.2). Therefore the symmetry group should act only by the momentum value

isotropy subgroups Gµ. Thus the motion of this system must be on this group orbit

Gµ ·X.
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As shown in Section 3.2.3, the set of points in a hyperbolic normal plane Pµ̌ to

µ̌ is Gµ invariant. To describe what type of trajectories the vortex X̌i would follow,

we consider a hyperbolic normal plane to µ̌ passing through X̌i. The intersection of

this plane with the hyperboloid H2 defines the trajectory of the vortex.

Consider for example µ̌ inside the null-cone C, then X1 and X2 would rotate

around µ̌ on an ellipse that intersects the hyperboloid as it can be seen in Figure

5.3(a). If µ̌ lies outside the null cone C the vortices would move on hyperbolas as

shown in Figure 5.3(c). Finally, if µ̌ is on the null cone C the vortices would move

on parabolas as it can be seen in Figure 5.3(b).

5.3 Relative equilibria

Definition 5.3.1. A relative equilibrium is a trajectory γ (t) in a manifold P such

that for each t ∈ R there is a symmetry transformation gt ∈ G for which γ (t) =

gt · γ (0).

As noted in [22], any trajectory of an invariant group orbit is a relative equilib-

rium, and if a relative equilibrium γ (t) is the trajectory through x, then g · γ (t) is

the trajectory through g · x, hence the group orbit γ (t) is invariant. We can then

think of a relative equilibrium as a group orbit that is invariant under the dynamics.

If we consider the reduced space P/G, a group orbit is just a point, and an

invariant group orbit is a point that is invariant under the dynamics. In other words

a relative equilibrium in the whole space is just an equilibrium point in the reduced

space. Let µ = J (x) with x a relative equilibrium point. By Noether’s theorem the

momentum map J is invariant under the dynamics, hence the level sets J−1 (µ) are

invariant under the flow of the Hamiltonian vector field, and x is a critical point of

H
∣∣∣J−1(µ) . This result is part of the following proposition which is given by many

authors, the complete proof can be found in [22].

Proposition 5.3.2. Let J be a momentum map for the G action on P and let H be

a G-invariant Hamiltonian on P. Let x ∈ P and let µ = J (x). Then the following

are equivalent:



CHAPTER 5. TWO VORTICES 67

(a) µ̌ inside C, with Γ1 = 1 and Γ2 = 3.

(b) µ̌ on C, with Γ1 = 1 and Γ2 = − 1
2 .

(c) µ̌ outside C, with Γ1 = 1 and Γ2 = −1.

Figure 5.3: Trajectories of the vortices for µ̌ inside, outside and on the null-cone C.
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1. The trajectory γ (t) through x is a relative equilibrum,

2. The group orbit G · x is invariant under the dynamics,

3. ∃ξ ∈ g such that γ (t) = exp (tξ) · x,∀t ∈ R,

4. ∃ξ ∈ g such that x is a critical point of Hξ = H − 〈J, ξ〉,

5. x is a critical point of the restriction of H to the level set of J−1 (µ).

5.3.1 Relative equilibria of two point vortices on the hyper-

boloid H2.

The trajectories of this system are the group orbits of Gµ through X̌. In Section

5.2 it was shown that the group orbit Gµ ·X coincides with J−1 (µ), so this group

orbit is invariant under the dynamics, implying that all trajectories in it are relative

equilibria.

Summing up, givenX1 andX2 inH2 the trajectories of this vortices are in relative

equilibrium and are conics determined by the determinant of the momentum value J

as shown in Figure 5.3. Having only the hyperbolic distance c between the vortices

and the ratio of vorticities γ we could also know the type of trajectory by looking

at Figure 5.2.

Now we would like to know how fast the vortices are moving. Given that J is

invariant under the dynamics, the vector velocity of the momentum map is

J̇ = Γ1Ẋ1 + Γ2Ẋ2 = 0.

Velocities are tangent vectors to the hyperboloid, hence Ẋ1 and Ẋ2 are parallel and

the two vector velocities must be on the same plane. It can also be noted that if

Γ1 and Γ2 have the same sign then the velocity directions are opposite, if the signs

are different then Ẋ1 and Ẋ2 have the same direction. If |Γ1| > |Γ2| then X2 moves

slower than X1. We get the exact same relation by using the Equation (4.21) derived

in the previous chapter.
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The vector ξ of (3) and (4) of Proposition 5.3.2 is often called the angular velocity

of the relative equilibrium. We find the general conditions for relative equilibria of

the system of N point vortices and the angular velocity ξ for N = 2.

The augmented Hamiltonian Hξ = H − 〈J, ξ〉 for ξ ∈ sl (2,R) of the system of

N point vortices in H2 is given by

Hξ = − 1

4π

N∑
r 6=s

ΓrΓs ln

Ñ¨
X̌r, X̌s

∂
H2

+ 1¨
X̌r, X̌s

∂
H2
− 1

é
−

3∑
i=1

N∑
r=1

τiξiΓrX
i
r (5.2)

with X̌r = (X1
r , X

2
r , X

3
r ), X̌s = (X1

s , X
2
s , X

3
s ) ∈ H2, with strength vorticities Γr and

Γs respectively, and

τi =


1 if i = 1, 2,

−1 if i = 3.

It is clear that relative equilibria must be restrained to H2, this restriction is

included with the addition of a Lagrange multiplier to (5.2). For this reason we find

the critical points of the extended Hamiltonian defined as

Hξ = − 1

4π

N∑
r 6=s

ΓrΓs ln

Ñ¨
X̌r, X̌s

∂
H2

+ 1¨
X̌r, X̌s

∂
H2
− 1

é
−

3∑
i=1

N∑
r=1

τiξiΓrX
i
r+

N∑
r=1

λr
Ä
〈X̌r, X̌r〉H2 + 1

ä
.

(5.3)

With this notation 〈X̌r, X̌s〉H2 =
∑3
i=1 τiX

i
rX

i
s, thus

∂
∂Xi

r
〈X̌r, X̌s〉H2 = τiX

i
s, and

∂Hξ

∂X i
r

= τi

Ö
Γr
2π

∑
p 6=r

Γp
X i
p¨

X̌r, X̌p

∂2
H2
− 1
− Γrξi + λrX

i
r

è
= 0. (5.4)

This leads to the general condition for relative equilibria, given as the solutions

of the following equation of angular velocity

ξi =
1

2π

∑
p 6=r

Γp
X i
p

Lpr
+
λr
Γr
X i
r, ∀r ∈ {1, 2, ...N} and i ∈ {1, 2, 3} , (5.5)

where Lpr denotes 〈Xp, Xr〉2H2
−1. The vector ξ represents the angular velocity, that

is ˙̌Xi = ξ̌ ×H2 X̌i.
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Theorem 5.3.3 (Relative Equilibria of Two Point Vortices on the Hy-

perboloid). Let X = (X1, X2) ∈ M be two point vortices with strength vorticity

Γ = (Γ1,Γ2). Then every trajectory of this pair of vortices is in relative equilibrium

with angular velocity

ξ =
1

2πL
J (X1, X2) ,

where L = 〈X1, X2〉2H2
− 1 = cosh2 (d (X1, X2))− 1.

Proof. The group orbits are invariant under the dynamics, hence on relative equi-

libria, this argument was already given at the start of this section.

The Lagrange multipliers that solve (5.5) are

λ1 =
Γ2

1

2πL
,

λ2 =
Γ2

2

2πL
.

Therefore, the angular velocity ξ is given by (5.5).

Note that since L > 0 the vectors ξ̌ and J̌ have the same direction, therefore the

vortices rotate hyperbolically around J̌ .

5.4 Stability of relative equilibria

Intuitively, a group orbit nearby a stable relative equilibrium remains nearby with

the flow of the Hamiltonian vector field XH . We follow the definition of stability for

systems with symmetry given by George W. Patrick in [27].

Definition 5.4.1. Let (P , {·, ·} , J,H,G) be a Poisson Hamiltonian system with

symmetry, let φt be the flow of the Hamiltonian vector field XH and G′ a subgroup

of G. A relative equilibrium xe ∈ P is called G′-stable if for all G′-invariant neigh-

bourhoods V of G′ · xe there exists a G′-invariant neighbourhood U of xe such that

φt (x) ∈ V for all x ∈ U and for all t.

A relative equilbrium xe with momentum value J (xe) = µ is called leafwise

stable ([28]) if it is Gµ stable for the flow φt restricted to the momentum level set
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J−1 (µ). Evidently, a relative equilibrium that is G- stable is also stable in the

reduced space P/Gµ. However, the converse is not always true (see [15, 17, 28] and

for examples). On other hand, Gµ stability does imply G-stability as shown by the

following proposition.

Proposition 5.4.2. Let (P , {·, ·} , J,H,G) be a Poisson Hamiltonian system with

symmetry. Suppose xe ∈ P is a relative equilibrium with µ = J (xe). If xe is

Gµ-stable then it is G-stable.

Proof. Suppose the flow of H in P is given by φt : P → P .

Let V be a G-invariant neighbourhood of G · xe and obviously it is also Gµ-

invariant neighbourhood of G · xe. Therefore, there exists a Gµ invariant U1 ⊂ V

such that φt (x) ∈ V for all x ∈ U1 and for all t. Then U = G · U1 is the required

G-invariant subset in V .

In the reduced space, a relative equilibria becomes a point and the definition

of G-stability coincides with the definition of Lyapunov stability if J−1 (O) /G is

a symplectic manifold. This holds if the action of the Lie group G is free and

proper. Since collinear point vortices on the sphere can be fixed under the action of

SO (2,R), the study of G- stability of the system of N point vortices on the sphere

is restricted to N > 3. However, this limitation does not appear when studying

this dynamical system in the hyperboloid. Hence by avoiding collisions the action

of SL (2,R) onM = H2 × ...×H2\∆ is always free for N > 2. The next version of

the Dirichlet criterion for stability can be found in [24].

Theorem 5.4.3 (Dirichlet’s theorem). Let X be a dynamical system on the manifold

P, and let x ∈ P be an equilibrium. Let C ∈ C∞ (M) be a conserved quantity of X

that is, C ◦Ft = C for all time t, where Ft is the flow associated to X. If C is such

that dC (x) = 0 and the quadratic form d2C (x) is definite, then the equilibrium x is

stable

Energy methods have adapted Dirichlet’s theorem to the study of stability of

relative equilibria of symmetric Hamiltonian systems, testing for definiteness of the
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second variation of an augmented Hamiltonian (energy function) at xe. Since a

relative equilibrium xe is a critical point of H
∣∣∣J−1(µ) , by Dirichlet’s theorem if the

quadratic form d2H
∣∣∣J−1(µ) is definite at xe, then xe is stable in the reduced space

P/Gµ. Despite this being an effective technique for determining leafwise stability is

not useful for determining stability in the whole P .

The Energy-Casimir method consists in finding a Casimir C such that xe is

a critical point of the Hamiltonian H + C, the energy function for this method

becomes H +C and stability is determined by definiteness of d2 (H + C) (xe). This

method developed by Arnold does not have the limitation of working on the reduced

space, but carries the condition of finding a Casimir which can not always be found.

This motivated the construction of Energy-momentum method which can be used

in Poisson systems where there are not Casimir functions for every point.

The augmented Hamiltonian for the Energy-momentum method is given by Hξ =

H − 〈J, ξ〉. This method consists in testing definiteness of d2Hξ on a normal space

to the action of gµ at xe, if this resulted to be definite xe was initially called formally

stable. Is not until 1992 that George W. Patrick relates formal stability with the

concept of Gµ stability defined above in the following theorem for regular points

(Definition 3.2.6).

Theorem 5.4.4 ([27]). Let (P , ω,H,G, J) be a symplectic Hamiltonian system with

symmetry. Suppose xe is a regular relative equilibrium, the action of Gµ on P is

proper, and g admits an inner product invariant under the adjoint action of Gµ.

Then dHξ (xe) = 0, and xe is Gµ stable if it is formally stable; that is if d2Hξ (xe)

is positive or negative definite on some(and hence any) complement to gµ · xe in

TxeJ
−1 (µ).

We provide stability results obtained from the energy momentum method. But

before doing so, in order to find a symplectic normal space for the use of this method,

the decomposition of the tangent space TxeP is presented .
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5.4.1 Witt decomposition

Regardless of the fact that stability is determined only on the reduced space, com-

puting the definiteness of the Hessian d2Hξ on a symplectic normal space becomes

much simpler. In this section we present the Witt decomposition (following the

presentation of [5, 30]) which is a decomposition of TxP for any x ∈ P .

We consider that the action of G on the symplectic manifold (P , ω, J,H,G) is

free and proper, and the momentum map J is coadjoint equivariant. Let J (x) = µ

and g = gµ ⊕ n a splitting of g. Let

T0 = gµ · x,

T1 = n · x.

Then

Tx (G · x) = g · x

= T0 ⊕ T1.

By the Implicit Function Theorem 3.1.9 we have ker dJ (x) = TxJ
−1 (µ), hence

T0 = Tx (Gµ · x) ⊂ ker dJ (x) .

The complement N1 to T0 in ker dJ (x), is called the symplectic slice at x. Let

N be the normal space to the group orbit G · x. In the sense of the symplectic form

N is the normal space to T , then N1 ⊂ N . The restriction of the symplectic form

on TxP to T1 and N1 is nondegenerate, in view of this we say that T1 and N1 are

symplectic. Furthermore, N1 is a maximal subspace of N which is symplectic, for

that reason we also refer to this slice as the symplectic normal space at x.

Let N0 be the complement to N1 in N , that is, N = N0⊕N1. The tangent space

to P at x is therefore decomposed as
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TxP = T0 ⊕ T1 ⊕N0 ⊕N1.

Geometrically, T1 represents the change of group orbit and N0 the change from

one momentum level set to another.

5.4.2 G-stability and Gµ-stability.

The topological characteristics of µ play an important role for stability results. If the

action of G on the manifold P is free and proper, then a relative equilibrium xe is G-

stable if the Hessian of the reduced Hamiltonian is definite in xe, and provided µ =

J (xe) is regular. This result is due to Arnold (Apendix 2 of [3]) and Libermann and

Marle ([17]). Furthermore, Montaldi ([21]) shows that the same result is obtained

by only requiring g∗/G Hausdorff at Gµ, this is always granted if µ is regular, but

could also be obtained for non regular points as the following proposition shows.

Proposition 5.4.5 ([28]). Let (P , ω,H,G, J) be a symplectic Hamiltonian system

with symmetry. Suppose G acts freely and properly in P and µ ∈ g∗.

1. If µ is regular, then gµ is Abelian and g∗/G is Hausdorff at G · µ.

2. Let µ be split, then g∗/G is Hausdorff at G · µ if there exists a G0
µ-invariant

inner product on gµ.

Under the same assumptions as above, George W. Patrick, Mark Roberts and

Claudia Wulff gather the results of G- stability mentioned before in the next corol-

lary.

Corollary 5.4.6 ([28]). Let xe be a relative equilibrium of H with generator ξe.

Suppose that g∗/G is Hausdorff at µ = J (xe) and that the Hessian d2Hξe (xe) is

(positive or negative) definite when restricted to any symplectic normal space at xe.

Then xe is G-stable.

As mentioned before, G-stability implies leafwise stability but it does not nec-

essarily imply Gµ stability. The existence of a Gµ invariant inner product on g in
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Patrick’s (Theorem 5.4.4) implies that every µ is split. This inspired E. Lerman

and S. F. Singer ([16]) to drop the regularity condition for proper group actions and

prove Gµ- stability is also obtained for split relative equilibria if there exists a Gµ

invariant inner product on g∗ and d2Hξ|N1
(Xe) is definite. This is also shown by

J-P. Ortega and Tudor S. Ratiu in [25]. The next corollary connects these results

with G-stable relative equilibrium.

Corollary 5.4.7 ([28]). Let (P , ω,H,G, J) be a symplectic Hamiltonian system with

symmetry. Suppose G acts freely and properly in P, and xe is a relative equilibrium

with momentum value µ ∈ g∗. If xe is G-stable and there exists a G0
µ invariant inner

product on g∗, then xe is G0
µ-stable.

Under the same assumptions Ortega and Ratiu also prove that if dimN1 = 0

then xe is always a Gµ stable relative equilibrium. In Remark 4.6 they treat the

case of SL (2,R) to highlight the importance of the existence of a Gµ invariant inner

product in g∗. In that particular example it is shown that xe = 0 is not always

G-stable even though dimN1 = 0. This example is also treated in [28] where is

shown that if the angular velocity ξ is pointing out of the cone µ = 0, is leafwise

stable but not stable. Nevertheless if ξ is pointing inside the null-cone C then µ = 0

is G-stable.

Any µ = J (xe) 6= 0 in sl (2,R)∗ is regular by Proposition 3.2.9, therefore Propo-

sition 5.4.5 together with Corollary 5.4.6 permit us to determine SL (2,R)-stability

by definiteness of Hξ|N1
(xe).

Moreover for any type of µ 6= 0 the isotropy Lie algebra gµ is Abelian so there is

an invariant inner product on g∗µ but not always on g∗. However if µ is elliptic µ the

isotropy subgroup Gµ = SO (2,R)µ is compact (Theorem 3.2.1), and the stronger

result of SL (2,R)µ is also obtained by Corollary 5.4.7 if µ is SL (2,R)- stable.

Summing up, only for elliptic µ definiteness of Hξ|N1
(xe) implies both SL (2,R)

and SL (2,R)µ stability.
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5.4.3 Stability of relative equilibria of two point vortices.

As mentioned before, the action of G = SL (2,R) onM is proper (Lemma 3.1.18)

for all N , and free for N ≥ 2.

For the system of two point vortices, any relative equilibrium xe has momentum

value J (xe) = µ 6= 0, hence µ is regular by Proposition 3.2.9. As mentioned

before, by Proposition 5.4.5 and Corollary 5.4.6, SL (2,R)- stability is determined

upon definiteness of d2Hξe (xe) on the symplectic normal space N1 at xe. The Witt

decomposition of the tangent space which requires

N1 ⊕ gµ · xe = ker dJ (xe) .

From Theorem 3.2.7 the dimension of gµ · xe is equal to one. Since we avoid

collisions dJ is always surjective, so by the Implicit Function Theorem 3.1.9 the

dimension of ker dJ (xe) = 1. Therefore the dimension of the symplectic normal

space N1 must be zero, so the assumptions of Corollary 5.4.6 and Corollary 5.4.7

are satisfied and we have proved the following theorem.

Theorem 5.4.8 (SL (2,R)-stability of relative equilibria of two point vor-

tices). Let Xe = (X1, X2) ∈ M be two point vortices with strength vorticity Γ =

(Γ1,Γ2). Then every trajectory of this vortices is SL (2,R)- stable inM.

The analysis of Figure 5.2 and Corollary 5.4.7 prove the next result.

Corollary 5.4.9 (SL (2,R)µ-stability of relative equilibria of two point vor-

tices). Let Xe = (X1, X2) ∈ M be two point vortices with strength vorticity Γ =

(Γ1,Γ2) and hyperbolic distance c = d
Ä
X̌1, X̌2

ä
. Suppose the momentum value is

given by µ = J (X1, X2) ∈ sl (2,R)∗. If either Γ1

Γ2
> −e−c or Γ1

Γ2
< −ec then Xe is

SL (2,R)µ- stable inM. Otherwise is only leafwise stable.

�



Chapter 6

Relative equilibria of three vortices

In this chapter we study the case of N = 3. Using the geometric approach of

symmetric Hamiltonian systems, we classify the relative equilibria for a 3-vortex

system. In Remark 6.1.2, we point out how this classification can also be derived

from results previously obtained by Seungsu Hwang and Sun-Chul Kim in [11]. The

relative equilibria conditions in terms of the strength of vorticities Γi are given in

sections 6.2 and 6.3.

6.1 Relative Equilibria

The next theorem demonstrates the existence and classification of relative equilibria

for N = 3.

Theorem 6.1.1 (Relative equilibria of three point vortices on the hyper-

boloid). Let X = (X1, X2, X3) ∈ M be three point vortices in the hyperboloid H2,

with strength vorticities Γ = (Γ1,Γ2,Γ3). Then relative equilibria is one of the fol-

lowing cases:

1) Equilateral configurations,

2) Geodesic configuration with two equal lengths,

3) Geodesic configuration with three different lengths.

77
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Proof. Any three point vortices configuration can be obtained by hyperbolic rota-

tions to the set

X̌1 = (x1, y1, z1) ,

X̌2 = (0, 0, 1) ,

X̌3 = (x3, y3, z3) .

The dynamics remain invariant under this type of transformation, thus the relative

equilibria conditions of this set are the same for any other set of vortices.

From (5.5), relative equilibria conditions for this set imply that vortices should

satisfy one of the following possibilities:

1) z1 = z3 and 〈X̌1, X̌3〉H2 = ±z3,

2) z1 = z3, Γ1x1 = −Γ3x3 and Γ1y1 = −Γ3y3,

3) y1 = y3 = 0.

In the first case, setting z1 = z3 enables us to study 〈X̌1, X̌3〉 on the x − y plane,

thus there exists r > 0 such that x2
3 + y2

3 = r2 and x2
1 + y2

1 = r2 are satisfied. Since

X̌3 ∈ H2 we have z3 =
√
r2 + 1.

Provided 〈X̌1, X̌3〉 = ±z3, and θ the angle between X̌1 and X̌3 in the x−y plane,

we derive the equation

±
Ä
r2 cos θ − r2 − 1

ä
=
√
r2 + 1.

Since r2 cos θ−r2−1 < 0 and
√
r2 + 1 > 0, we conclude that − (r2 cos θ − r2 − 1) =

√
r2 + 1 must hold. That is, 〈X̌1, X̌3〉 = −z3. Note that 〈X̌1, X̌2〉 = 〈X̌2, X̌3〉 = −z3,

hence all hyperbolic distances are equal for case 1).

For the second case, let a = Γ3

Γ1
then x1 = ax3 and y1 = ay3. Thus,

x2
1 + y2

1 = z2
1 − 1

= z2
3 − 1,
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leads to a2 (x2

3 + y2
3) = z2

3 − 1, which implies a = ±1 and Γ1 = ±Γ3. Note that

Γ1 6= −Γ3 otherwise X1 = X3, and therefore the only possible solution is Γ3 = Γ1.

In conclusion, x1 = −x3 and y1 = −y3, which means that the vortices lie on a

geodesic with X̌1 and X̌3 symmetrically opposite with the same hyperbolic distance

to X̌2.

Finally, if y1 = y3 = 0, the vortices lie on the x − z plane which is indeed a

geodesic. Following the calculations of (5.5), we are required to dismiss x1 = −x3

and x1 = ±2x3

√
1 + x3. These excluded conditions represent configurations where

〈X̌1, X̌2〉 = 〈X̌2, X̌3〉 and 〈X̌1, X̌3〉 = 〈X̌2, X̌3〉, that are included in the second case.

Equilateral configurations are obviously discarded. To sum up, this case contains

only vortices in a geodesic with different hyperbolic distances between them. The

additional condition on the values of Γ is derived in Theorem 6.3.

Remark 6.1.2. Although not mentioned explicitly by Hwang and Kim, the clas-

sification of relative equilibria in the previous theorem can also be deduced from

formulae (17) − (19) in [11]. Recall, from Section 2.2, that a geodesic on the hy-

perboloid model is the intersecting curve of a plane through the origin with the

hyperboloid H2. As was also pointed out in [11], contrary to the system on a

sphere, it is not possible to have an equilateral configuration in a geodesic of the

hyperboloid. Therefore, for an equilateral configuration

V = X̌1 ·H2

Ä
X̌2 ×H2 X̌3

ä
6= 0.

This leads us to the conclusion that a relative equilibrium is either an equilateral

configuration or on a geodesic, but not both.

Moreover, formulae (17) − (19) in [11] coincide with the results of Rangachari

Kidambi and Paul K. Newton [13] for the study of three point vortices on a sphere,

but in that case an equilateral configuration can be on a geodesic (great circle).
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6.2 Equilateral relative equilibria

Theorem 6.2.1 (Relative equilibria for equilateral configurations). Every

equilateral configuration Xe of point vortices (X1, X2, X3) in M with strength vor-

ticity Γ = (Γ1,Γ2,Γ3) is a relative equilibrium. The angular velocity of Xe is given

by

ξ =
1

2πL
J (X1, X2, X3) , (6.1)

where L = 〈X̌i, X̌j〉2H2
− 1 for all i, j ∈ {1, 2, 3}.

Proof. From (5.5) the angular velocity is given by

ξi =
1

2πL

3∑
p 6=r

ΓpX
i
p +

λr
Γr
X i
r,

with X̌r = (X1
r , X

2
r , X

3
r ) and X̌p =

Ä
X1
p , X

2
p , X

3
p

ä
. Therefore the equalities to solve

are

2πLλ1

Γ1

X i
1 + Γ2X

i
2 + Γ3X

i
3 = Γ1X

i
1 +

2πLλ2

Γ2

X i
2 + Γ3X

i
3 = Γ1X

i
1 + Γ2X

i
2 +

2πLλ3

Γ3

X i
3,

for i ∈ {1, 2, 3}. As mentioned before, a line passing through the origin O and a

point X̌i on H2 intersects the hyperboloid at exactly one point, X̌i itself, so the

vortices can not be parallel. Consequently

λi =
Γ2
i

2πL
∀i ∈ {1, 2, 3},

which leads to

ξ =
1

2πL
(Γ1X1 + Γ2X2 + Γ3X3)

=
1

2πL
J (X1, X2, X3) .

The exact same angular velocity (6.1) is obtained for equilateral configurations

of point vortices on the sphere by Rangachari Kidambi and Paul K. Newton in [13]
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and Sergey Pekarsky and Jerrold E. Marsden in [29].

Remark 6.2.2. As previously mentioned in Remark 6.1.2, an equilateral relative

equilibrium Xe = (X1, X2, X3) is not on a geodesic, thus X̌1, X̌2 and X̌3 are linearly

independent in R3. As Γi 6= 0 for all i ∈ {1, 2, 3},

µ = J (Xe) = Γ1X1 + Γ2X2 + Γ3X3 6= 0.

Therefore the trajectory is one of the conics described in Section 3.2.3, where we

classified this motion by the value of detµ. Also, since µ 6= 0, the angular velocity ξ is

always different from zero implying that Xe is never an equilibrium point. Moreover,

˙̌Xi =
1

2πL
µ̌×H2 X̌i

is satisfied for all i ∈ {1, 2, 3}, thus the vortices "rotate hyperbolically" around the

momentum value µ̌.

6.3 Geodesic relative equilibria

Let X̌e be given by

X̌1 =
(
x1, 0,

»
1 + x2

1

)
,

X̌2 = (0, 0, 1) ,

X̌3 =
(
−x3, 0,

»
1 + x2

3

)
, (6.2)

with x1, x3 > 0. Any other set of vortices X̌ ′e =
Ä
X̌ ′1, X̌

′
2, X̌

′
3

ä
on a geodesic,

with X̌ ′2 between X̌ ′1 and X̌3, can be matched with (6.2) by hyperbolic rotations.

Since the hyperbolic inner product remains invariant under hyperbolic rotations,

the dynamics between the vortices are the same. Therefore, the relative equilibria

conditions derived for this set are the same for any other geodesic configuration.

Having noted this, whenever studying the relative equilibria, or stability of geodesic

configurations, we will make use of this set.
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Theorem 6.3.1 (Relative equilibria of geodesic configurations). Let Xe =

(X1, X2, X3) ∈ M be a configuration of point vortices on a geodesic of the hyper-

boloid, with strength of vorticity Γ = (Γ1,Γ2,Γ3). Suppose X̌2 is between X̌1 and X̌3,

and that Lij = 〈X̌i, X̌j〉2H2
− 1 with i ∈ {1, 2, 3}. Then Xe is a relative equilibrium

point if»
L23 (L13 − L12) Γ1 +

»
L13 (L23 − L12) Γ2 +

»
L12 (L23 − L13) Γ3 = 0 (6.3)

Proof. We calculate the relative equilibrium conditions of (6.2) in terms of Lij. In

this setting
√
L12 = x1,

√
L23 = x3 and»

L13 =
»
L12

»
1 + L23 +

»
L23

»
1 + L12. (6.4)

The angular velocity ξ = (ξ1, ξ2, ξ3) in (5.5) gives the relative equilibrium condition.

Let r ∈ {1, 2, 3} and denote by ξri the expression of (5.5) for the i-th component of

ξ. It is clear that ξ1
i = ξ2

i = ξ3
i for all i ∈ {1, 2, 3}. Solving for λ1 in ξ1

1 = ξ2
1 and for

λ3 in ξ2
1 − ξ3

1 = 0 we obtain

λ1 =
1

2π

Γ3 (L23 − L13)
√
L12 + Γ1

√
L23L13

L12

√
L23L13

Γ1,

λ3 =
1

2π

Γ1 (L12 + L13)
√
L23 + Γ3L13

√
L12√

L12L23L13

Γ3.

Solving ξ1
3 − ξ2

3 = 0 implies that

λ2 =
1

2π

Γ3 (L23 − L13)
√
L12

Ä√
L12

√
1 + L23 +

√
L23

√
1 + L12

ä
+ Γ2L23L13

L12L23L13

Γ2

=
1

2π

Γ3 (L23 − L13)
√
L12 + Γ2L23

√
L13

L23L12

√
L13

Γ2,

must hold. Using the notation of (5.5) we note that X2
r = 0 for all r, thus ξr2 is
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always zero. Therefore, the only equation left to be satisfied is

ξ1
3 − ξ3

3 =
1

2π

(»
1 + L12

Ç
1

L12

− 1

L13

å
+

(L13 − L12)
√

1 + L23√
L12

√
L23L13

)
Γ1

+

(»
1 + L23

Ç
1

L13

− 1

L23

å
−
√

1 + L23 (L23 − L13)
√

1 + L12

L23
3/2
√
L12L13

)
Γ3

+

Ç
1

L12

− 1

L23

å
Γ2

å
= 0,

which requires

√
L12

√
1 + L23 +

√
L23

√
1 + L12√

L12

√
L23

√
L13

Ç
(L13 − L12) Γ1√

L12

+
(L23 − L13) Γ3√

L23

å
+

Ç
1

L12

− 1

L23

å
Γ2 = 0,

that is

1√
L12

√
L23

Ç
(L13 − L12) Γ1√

L12

+
(L23 − L13) Γ3√

L23

å
+

(L23 − L12) Γ2

L12L23

= 0.

Corollary 6.3.2. Any geodesic configuration with momentum value µ = J (Xe) = 0

is a relative equilibrium.

Proof. The coadjoint isotropy subgroup of µ = 0 is the whole group SL (2,R), thus

dimSL (2,R)µ · Xe = 3, and by the Implicit Function Theorem dim J−1 (0) = 3.

Since SL (2,R)µ=0 · Xe ⊂ J−1 (0) they must be equal. Thus, the group orbit of

µ = 0 is invariant under the dynamics and Xe is a relative equilibrium.

Another way of proving this is by considering the momentum value µ of (6.2).

Recall, x1 =
√
L12 and x3 =

√
L23. If Xe is an isosceles geodesic relative equilibrium

then Γ3 = Γ1, L12 = L23 and µ = 0 for Γ1 = − Γ2

2
√

1+L23
. Therefore»

L23 (L13 − L12) Γ1 +
»
L13 (L23 − L12) Γ2 +

»
L12 (L23 − L13) Γ3 =(»

L23 (L13 − L23) +
»
L23 (L23 − L13)

)
Γ1 = 0,

so Xe is a relative equilibrium. On other hand if Xe is not an isosceles geodesic
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relative equilibrium, then µ = 0 for Γ1 = Γ3

√
L23√
L12

and Γ2 = −Γ3
√
L13√
L12

. Thus»
L23 (L13 − L12) Γ1 +

»
L13 (L23 − L12) Γ2 +

»
L12 (L23 − L13) Γ3 =

L23 (L13 − L12) Γ3 − L13 (L23 − L12) Γ3 + L12 (L23 − L13) Γ3 = 0.

Remark 6.3.3. Given any geodesic configuration Xe, there exists Γ1, Γ2 and Γ3

such that Xe is a relative equilibrium. As shown in Figure 6.1, excluding Γi = 0,

there exists a "plane" of relative equilibria in the coordinate space of Γ1, Γ2 and Γ3,

and this plane contains a line representing those Γ for which µ = J (Xe) = 0.

Plane of 
relative equilibria

μ=0

Γ
Γ

Γ

1

2

3

Figure 6.1: Graph of the relative equilibria of geodesic configurations for fixed hyperbolic
distances.

As an equilateral configuration can not be on a geodesic, the only two options

for three vortices on a geodesic are an isosceles or a configuration with three differ-

ent lengths. The next two propositions give explicit conditions for the strength of

vorticities of a relative equilibrium point.

Proposition 6.3.4 (Relative equilibria of an isosceles geodesic configura-

tion). Let Xe = (X1, X2, X3) ∈M be a configuration of point vortices on a geodesic

of the hyperboloid with strength of vorticity Γ = (Γ1,Γ2,Γ3). Suppose that X̌2 is

between X̌1 and X̌3, then Xe is a isosceles geodesic relative equilibrium point if and

only if Γ1 = Γ3.
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Proof. Let Xe be given by the set (6.2) with x1 = x3. Straightforward calculations

show that for Equation (6.3) to be satisfied Γ1 = Γ3 must hold. Conversely, substi-

tuting L13 in terms of L12 and L23 in (6.3) with Γ1 = Γ3 leads to L12 = L23.

If the configuration is not isosceles, the next proposition follows immediately

from Theorem 6.3.1.

Proposition 6.3.5. Let Xe = (X1, X2, X3) ∈M be a configuration of point vortices

on a geodesic of the hyperboloid with strength of vorticity Γ = (Γ1,Γ2,Γ3). Suppose

that 〈X̌1, X̌2〉H2 6= 〈X̌2, X̌3〉H2 with X̌2 between X̌1 and X̌3. Then Xe is a relative

equilibrium point if

Γ2 =
Γ3 (−L23 + L13)

√
L12 + Γ1 (−L13 + L12)

√
L23√

L13 (L23 − L12)
,

and Γ1, Γ3 are such that Γ2 6= 0. �



Chapter 7

Stability for three vortices

In this chapter we present a symplectic normal space for N point vortices in The-

orem 7.1.1, and in Propositions 7.1.2 and 7.1.3, we provide a symplectic slice for

the equilateral and geodesic three point vortex configurations. Finally, using the

symplectic slice, in Section 7.2 we present SL (2,R) and SL (2,R)µ-stability results

for relative equilibria.

7.1 Symplectic normal space.

By dimension count, the symplectic normal space N1 to a relative equilibrium point

Xe is of dimension two, so the stability results are not as trivial as for N = 2.

From Equation (5.4) the Hessian of the augmented Hamiltonian for N point

vortices in H2 is given by

∂2Hξ

∂X i
r∂X

j
s

(Xe) = τi


−Γr

π
τj
∑
p 6=r

Γp
〈Xr,Xp〉H2

Xj
pX

i
p

L2
rp

+ λrδ
ij if r = s,

ΓrΓs
2πLrs

Ç
δij − 2τj

〈Xr,Xs〉H2
Xj
rX

i
s

Lrs

å
if r 6= s,

(7.1)

δij =


1 if i = j,

0 if i 6= j.

The next step is now to find a symplectic normal space N1 at Xe and test

definiteness of (7.1) on N1 at Xe.

86



CHAPTER 7. STABILITY FOR THREE VORTICES 87
S. Pekarsky and J. E. Marsden introduce a symplectic slice for three point vortices

on the sphere in [29]. Following their presentation we have constructed a symplectic

slice for the system of N point vortices in the hyperboloid.

Theorem 7.1.1 (Symplectic slice for N point vortices on the hyperboloid).

Let Xe = (X1, ..., XN) ∈ M be a set of point vortices in relative equilibria with

vorticities Γ = (Γ1, ...,ΓN), where Γi is the vorticity corresponding to Xi for i ∈

{1, 2, ..., N}. Suppose that D1 and D2 are two independent vectors in R3, such that

the plane through them does not contain any of the vortices. Then N1 = 〈η, ζ〉 is a

symplectic normal space at Xe, where

η =
Ä
a1D1 ×H2 X̌1, ..., aND1 ×H2 X̌N

ä
,

ζ =
Ä
b1D2 ×H2 X̌1, ..., bND2 ×H2 X̌N

ä
,

 ∈ TXeM

with a = (a1, ..., aN), b = (b1, ..., bN) ∈ RN defined by

∑
i

ΓiaiD1 ×H2 X̌i = 0,∑
i

ΓibiD2 ×H2 X̌i = 0.

Proof. Given ξ = (ξ1, ..., ξN) ∈ TXeM, every component ξi ∈ TXiH2, and

DJ (Xe) · ξ =
∑
i

Γiξi.

Hence, by the Implicit Function Theorem we have

kerDJ (Xe) = {ξ ∈ TXeM|
∑
i

Γiξi = 0}

= TXeJ
−1 (µ) ,

where µ = J (Xe) and dim (ker dJ (Xe)) = 2N − 3.

Since dim (gµ ·Xe) = 1, a symplectic normal space N1 at Xe would have to be

of dimension 2N − 4. Consider D1 and D2 two independent vectors such that the



CHAPTER 7. STABILITY FOR THREE VORTICES 88
plane through them has no vortices. The vectors

η =
Ä
a1D1 ×H2 X̌1, ..., aND1 ×H2 X̌N

ä
,

ζ =
Ä
b1D2 ×H2 X̌1, ..., bND2 ×H2 X̌N

ä
,

 ∈ TXeM

are hyperbolically perpendicular to D1, D2. Moreover, η and ζ are also hyperbol-

ically perpendicular to X̌e, thus the group orbit gµ · Xe is also perpendicular to

N1 = 〈η, ζ〉.

N1 appears as a candidate for a symplectic normal space atXe. By the restricting

N1 to

∑
i

ΓiaiD1 ×H2 X̌i = 0,∑
i

ΓibiD2 ×H2 X̌i = 0,

we guarantee that N1 ⊂ ker dJ (Xe). As there are N − 2 independent solutions

for ηi, and N − 2 independent solutions for ζi, the dimension of N1 is 2N − 4 as

required.

Proposition 7.1.2 (Symplectic slice for equilateral configurations of three

point vortices). Given three point vortices Xe = (X1, X2, X3) ∈ M such that the

hyperbolic distance between them is the same, a sympletic slice to Xe is generated by

η :=


1

Γ1

Ä
D1 ×H2 X̌1

ä
1

Γ2

Ä
D1 ×H2 X̌2

ä
(0, 0, 0)

 and ζ :=


(0, 0, 0)

1
Γ2

Ä
D2 ×H2 X̌2

ä
1

Γ3

Ä
D2 ×H2 X̌2

ä
 ,

with D1 = X̌1 + X̌2 and D2 = X̌2 + X̌3.

Proof. Let n̂ = X̌1× X̌2 + X̌1× X̌3 + X̌2× X̌3. If D1 = X̌1 + X̌2 and D2 = X̌2 + X̌3,

the vector n̂ = D1 ×D2 is clearly normal to the plane through D1 and D2.

Recall that the volume V obtained in a space with Euclidean geometry is the

same as the one obtained with hyperbolic geometry, that is, V = X̌1·H2

Ä
X̌2 ×H2 X̌3

ä
=

X̌1 ·
Ä
X̌2 × X̌3

ä
. Since equilateral configurations do not lie on a geodesic (Remark
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6.1.2) V 6= 0. It is a straightforward calculation to show that n̂ satisfies

n̂ · X̌1 = n̂ · X̌3

= V 6= 0,

and

n̂ · X̌2 = −V 6= 0.

This means that every vortex shares a component with n̂. Hence none of the vortices

is contained in the plane generated by D1 and D2.

From Theorem 7.1.1 we now define the symplectic normal space at Xe as the

space generated by

η =
Ä
a1D1 ×H2 X̌1, ..., aND1 ×H2 X̌N

ä
ζ =

Ä
b1D2 ×H2 X̌1, ..., bND2 ×H2 X̌N

ä  ∈ TXeM,

restricted to

∑
i

ΓiaiD1 ×H2 X̌i = 0,∑
i

ΓibiD2 ×H2 X̌i = 0.

Expanding this system of equations we get

Γ1a1X̌2 ×H2 X̌1 + Γ2a2X̌1 ×H2 X̌2 + Γ3a3

Ä
X̌1 ×H2 X̌3 + X̌2 ×H2 X̌3

ä
= 0,

Γ1b1

Ä
X̌2 ×H2 X̌1 + X̌3 ×H2 X̌1

ä
+ Γ2a2X̌3 ×H2 X̌2 + Γ3a3X̌2 ×H2 X̌3 = 0.

A set of independent solutions to this is a1 = 1
Γ1
, a2 = 1

Γ2
, a3 = 0, b1 = 0, b2 = 1

Γ2

and b3 = 1
Γ3
.

As mentioned in Section 6.3, the dynamics of a set of vortices X̌1, X̌2, X̌3 lying

on a geodesic such that a = 〈X̌1, X̌2〉H2 = 〈X̌2, X̌3〉H2 are equivalent to those of (6.2)

with x1 = x3. Therefore the stability results obtained from the dynamics of that

set are the same for any other geodesic configuration with two equal lengths. The
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following proposition presents a symplectic normal space for this particular set of

vortices, which would be used in Theorem 7.2.4 to obtain some stability results for

this type of configuration.

Proposition 7.1.3 (Symplectic slice for an isosceles geodesic configura-

tion). Let Xe ∈ M be the set (6.2) with x1 = x3 and strength of vorticity Γ =

(Γ1,Γ2,Γ3 = Γ1), a symplectic normal space N1 to Xe is generated by

η :=


1

Γ1

Ä
D1 ×H2 X̌1

ä
1

Γ2

Ä
D1 ×H2 X̌2

ä
(0, 0, 0)

 and ζ :=


1

Γ1

Ä
D2 ×H2 X̌1

ä
2k
Γ2

Ä
D2 ×H2 X̌2

ä
1

Γ3

Ä
D2 ×H2 X̌3

ä
 ,

where D1 = X̌1 + X̌2, D2 = (0, 1, 0) and k = −
»
x2

1 + 1.

Proof. Given Γ1 = Γ3 this set is a relative equilibrium point by Theorem 6.3.4. The

construction of N1 follows from Theorem 7.1.1.

Proposition 7.1.4 (Symplectic slice for a geodesic configuration with three

different lengths). Let Xe ∈ M be the set (6.2) with strength of vorticity Γ =

(Γ1,Γ2,Γ3) such that Xe is a relative equilibrium point. Then a symplectic normal

space N1 to Xe is generated by

η :=


1

Γ1

Ä
D1 ×H2 X̌1

ä
1

Γ2

Ä
D1 ×H2 X̌2

ä
(0, 0, 0)

 and ζ :=


ax3
Γ1

Ä
D2 ×H2 X̌1

ä
x21−x

2
3

Γ2

Ä
D2 ×H2 X̌2

ä
ax1
Γ3

Ä
D2 ×H2 X̌3

ä
 ,

where D1 = X̌1 + X̌2, D2 = (0, 1, 0) and a = x3

√
1 + x1

2 − x1

√
1 + x3

2. �

7.2 SL (2,R) and SL (2,R)µ stability

Here we find G and Gµ stability conditions based on the results of the energy meth-

ods introduced before in Chapter 5. Recall from Section 5.4 that a relative equilib-

rium Xe is G′-stable if, under the dynamics, the G′ group orbits of nearby points

remain close to G′ ·Xe.
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7.2.1 Equilateral relative equilibria

Remark 6.2.2 shows that J (Xe) 6= 0 for equilateral configurations of point vortices

on the hyperboloid. Thus, by Proposition 3.2.9, every µ = J (Xe) is regular for

this type of relative equilibrium. The results of Proposition 5.4.5 for regular points

together with Corollary 5.4.6 and Corollary 5.4.7 lead to the following theorem.

Theorem 7.2.1 (SL (2,R) and SL (2,R)µ stability of equilateral configura-

tions). An equilateral configuration Xe = (X1, X2, X3) ∈ M with vorticity strength

Γ = (Γ1,Γ2,Γ3) and momentum value µ = J (Xe) is SL (2,R)µ-stable if

∑
i 6=j

ΓiΓj > 0. (7.2)

However, if ∑
i 6=j

ΓiΓj < 0, (7.3)

then Xe is SL (2,R)-unstable.

Proof. Let L = 〈X̌i, X̌j〉2H2
− 1 for any i, j ∈ {1, 2, 3}, and N1 the symplectic normal

space at Xe derived in Theorem 7.1.2. The Hessian of Hξ (7.1) restricted to N1 is

given by

∂2Hξ

∂X i
r∂X

j
s

∣∣∣∣∣
N1

(Xe) =
V 2

πL2

Ü
−Γ3

Γ1
− Γ3

Γ2
1

1 −Γ1

Γ2
− Γ1

Γ3

ê
.

Thus,

det

Ñ
∂2Hξ

∂X i
r∂X

j
s

∣∣∣∣∣
N1

(Xe)

é
=

V 2

πL2

Ç
Γ3Γ2 + Γ1Γ2 + Γ1Γ3

Γ2
2

å
=

V 2

πL2Γ2
2

∑
i 6=j

ΓiΓj,

where V 2 =
Ä
X̌1 ·H2

Ä
X̌2 ×H2 X̌3

ää2 6= 0. The Hessian of a function of two variables

is definite if its determinant is greater than zero, hence SL (2,R) stability is obtained

from Corollary 5.4.6.
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Since µ 6= 0, µ is either elliptic, parabolic or hyperbolic, with determinant

detµ = 2k
∑
i 6=j

ΓiΓj +
∑
i

Γ2
i . (7.4)

Hence, for µ parabolic or hyperbolic only (7.3) holds, implying that xe is SL (2,R)µ

unstable by Proposition 5.4.2. If µ is elliptic, the SL (2,R)µ stability results follow

from Corollary 5.4.7.

Corollary 7.2.2. Every hyperbolic and parabolic equilateral relative equilibrium is

SL (2,R) and SL (2,R)µ unstable. �

It is noteworthy that the G-stability conditions for three equilateral vortices on

the hyperboloid coincide with those for the system on the sphere [22, 29] and on the

plane [1].

On the plane, a relative equilibrium with ∑
i 6=j

ΓiΓj = 0 is marginally stable [1].

Meanwhile, for the system on the sphere, Marsden, Pekarsky and Shkoller [19] per-

fomed numerical integrations using Matlab ODE45 package. They observed changes

of the stability for ∑
i 6=j

ΓiΓj = 0. They also conjecture that a Hamiltonian bifurcation

occurs, as has also been mentioned in the references [22, 29].

For equilateral configurations on the hyperboloid, we have performed numerical

integrations in Maple which suggest that a bifurcation occurs at ∑
i 6=j

ΓiΓj = 0. This

is actually the equation of a cone as shown in Figure 7.1, where the stability depends

only on the choice of Γ’s. The points with Γ outside this cone, that is the points

for which ∑
i 6=j

ΓiΓj < 0, are SL (2,R)-unstable. On other hand, any equilateral

configuration with Γ inside the cone is a SL (2,R)µ-stable relative equilibrium, and

follows the trajectory of an ellipse rotating around its momentum value.

7.2.2 Geodesic relative equilibria

The type of µ = J (Xe) is decisive for determining the stability of geodesic relative

equilibrium. For instance, if µ is elliptic, that is detµ > 0, then SL (2,R)µ- stability

is automatically obtained for Xe a SL (2,R)-stable relative equilibrium. Moreover,

this type does not change under hyperbolic rotations. Therefore, calculating the
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Γ1

SL (2, R)μ-stable
SL (2, R)-unstable

SL (2, R)μ-stable 

Figure 7.1: Graph of the cone
3∑
i 6=j

ΓiΓj = 0.

possible types of µ, using (6.2), we can determine what are the type of µ observed

for geodesic configurations.

Lemma 7.2.3. A geodesic relative equilibrium Xe has a momentum value µ =

J (Xe) which is either elliptic or zero.

Proof. Using the notation of Section 6.3 we consider the set of vortices (6.2) with

x1 = x3. The determinant of the momentum value µ = J (X1, X2, X3) is

detµ =
(
2Γ3

»
1 + x2

1 + Γ2

)2
, (7.5)

therefore detµ > 0 for all a 6= Γ2

2Γ3
, otherwise µ = 0. Suppose now that x1 6= x3 and

Γ1 6= Γ3, the determinant of the momentum value is

detµ = 8
(Γ1x1 − Γ3x3)2

k2

ÑÇÇ
1

4
+ x2

3

å
x2

1 +
1

4
x2

3

å
x3x1

»
1 + x2

3

»
1 + x2

1+

+

Ç
1

8
+

3

4
x2

3 + x4
3

å
x4

1 +

Ç
3

4
x4

3 +
3

8
x2

3

å
x2

1 +
1

8
x4

3

é
,

where k = (x1 − x3) (x1 + x3)
(
x3

»
1 + x2

1 + x1

»
1 + x2

3

)
. Recall that x1 > 0 and

x3 > 0, hence µ is elliptic provided Γ1 6= Γ3x3/x1, otherwise µ = 0.

Formal stability was introduced in Theorem 5.4.4, a relative equilibrium Xe is
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formally stable if d2Hξ (Xe) is definite when restricted to a symplectic slice at Xe.

As the coadjoint isotropy subgroup of µ = 0 is the whole SL (2,R), the dimension

of gµ · Xe = 3. Thus, by the Implicit Function Theorem 3.1.9, the dimension

of a symplectic slice at Xe must be zero. This implies that µ = 0 is formally

stable. Furthermore, a configuration with µ = 0 is trivially leafwise stable and, as

discussed in Section 5.4.2, G-stable if the angular velocity ξ points into the null-

cone C. Straightforward calculations show that the angular velocity of (6.2) with

momentum value µ = 0 is elliptic, hence µ = 0 is G-stable.

Theorem 7.2.4 (SL (2,R) and SL (2,R)µ-stability of isosceles geodesic rel-

ative equilibria). Let Xe = (X1, X2, X3) ∈ M be a configuration of point vortices

lying on a geodesic of the hyperboloid with strength of vorticity Γ = (Γ1,Γ2,Γ3 = Γ1).

Suppose µ = J (Xe) and 〈X̌1, X̌2〉H2 = 〈X̌2, X̌3〉H2 = a 6= Γ2

2Γ1
then µ is elliptic. Fur-

thermore, let

A (Γ1,Γ2, a) =
1

Γ1

Å
512A1 (Γ1,Γ2, a) + A2 (Γ1,Γ2, a)

ã
, (7.6)

with

A1 (Γ1,Γ2, a) = Γ2
1a

9 − 2Γ1a
8
Å

Γ1 −
Γ2

4

ã
+ a7

Å
−5

4
Γ2

1 + 2Γ1Γ2

ã
+2a6

Å
Γ1 +

Γ2

4

ãÅ
Γ1 − Γ2

ã
+

Γ1a
5

4
(Γ1 − 8Γ2)

+
Γ2a

4

16
(8Γ2 + Γ1)− Γ1Γ2

32

Ç
a2 − 1

2

å
,

and

A2 (Γ1,Γ2, a) = Γ1a
5 +

1

2
Γ2a

4 − 5

4
Γ1a

3 − 11

8
Γ2a

2 +
1

4
Γ1a−

1

8
Γ2.

If A (Γ1,Γ2, a) > 0 then Xe is SL (2,R)µ-stable. Conversely if A (Γ1,Γ2, a) < 0 then

Xe is SL (2,R)-unstable.
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Figure 7.2: SL (2,R)-stability for Γ1 = Γ3 = 1. The white region represents SL (2,R)µ-
stable relative equilibria, and the red region represents SL (2,R)- unstable relative equi-
libria.

Proof. Consider the set of vortices (6.2) with x1 = x3, the determinant of the mo-

mentum value µ = J (X1, X2, X3) is

detµ = 4

Ç
−Γ2

2
+ Γ1a

å2

, (7.7)

therefore detµ > 0 for all a 6= Γ2

2Γ3
. Thus every µ satisfying this condition is regular

and elliptic with compact isotropy subgroup SO (2,R). The stability results are due

to corollaries 5.4.6 and 5.4.7, with (7.6) obtained by testing definiteness of Hξ in the

symplectic normal space N1 to Xe given in Proposition 7.1.3.

The complexity of (7.6) makes it hard to realise for which values of a, Γ1 and

Γ2 we obtain SL (2,R)µ and SL (2,R)-stability. In Figure 7.2 the SL (2,R)µ and

SL (2,R)-stability regions for Γ1 = Γ3 = 1 are plotted. Figure 7.2(b) shows in more

detail the stability conditions when the vortices are close to each other, that is for

small values of a. The dashed blue line represents a = Γ2

2Γ3
, in which case µ = 0 is

not regular, so the stability results presented before can not be applied for that case.

Despite this, we can conclude that Xe is SL (2,R)-stable as the angular velocity ξ

is elliptic.

Lemma 7.2.3 shows that the momentum value µ is either elliptic or zero. By

the analysis at the start of this section, SL (2,R)-stability is obtained for µ = 0.

For the elliptic case, having µ a compact isotropy subgroup, SL (2,R)- stability
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is obtained by definiteness of ∂2Hξ|N1

(Xe). However, for a geodesic configuration

with three different lengths the computation of this Hessian is rather involved and

further analysis is required to give a conclusion on the stability criteria of a relative

equilibrium Xe.

Figure 7.3 shows a plot of the stability regions for the specific value of Γ2 = 1. In

that figure, the region under the surface represents the relative equilibrium points

that are SL (2,R)-unstable. By a rescaling on time, any other relative equilibrium

Xe of this type would have a similar stability conditions.

x1

x3

SL(2, R)-unstable

SL(2, R)μ-stable

Figure 7.3: Stability graph for a geodesic configuration with three different lengths and
Γ2 = 1. The region under the surface is SL (2,R)-unstable.



Chapter 8

Conclusions

Given X = (X1, X2, ..., XN) a set of N point vortices on the hyperboloid with

strength of vorticity Γ = (Γ1,Γ2, ...,ΓN) and momentum value µ = J (X) 6= 0, we

have identified trajectory ofX based only on detµ. Here we provide a brief summary

of our main results for N = 2, 3.

In Chapter 5 we have shown that every two point vortex configuration Xe =

(X1, X2) is a SL (2,R)-stable relative equilibrium. We classified the trajectory of

Xe in terms of γ = Γ1

Γ2
and c = d

Ä
X̌1, X̌2

ä
in Section 5.2. In Corollary 5.4.9 we have

additionally proved that if either γ > −e−c or γ < −ec then Xe is SL (2,R)µ- stable

inM. To our knowledge, none of these results have been derived before except for

a discussion of the vortex dipole γ = −1 in [14].

Although the classification of relative equilibria of three point vortices given in

Theorem 6.1.1 can be deduced from formulae (17) − (19) in [11], this classification

has not been stated before. Using the geometric approach of symmetric Hamiltonian

systems we have proved that a three point vortex relative equilibrium is either an

equilateral or a geodesic configuration. Equally important, we have shown that

every three-vortex equilateral configuration is a relative equilibrium. Furthermore,

we have also given the explicit conditions of Γi for a geodesic configuration to be a

relative equilibrium.

The stability criteria for three point vortices found in Chapter 7 has not been

97
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derived before. Remarkably, we have found that an equilateral three vortex config-

uration has the exact same stability conditions of those for the system on the plane

and on the sphere. Finally we have proved that the momentum value of a geodesic

relative equilibrium is either zero or elliptic, and provided some graphs showing the

regions of stability.
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