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Heirs of box types in polynomially bounded structures

Marcus Tressl

Abstract. A box type is an n-type of an o-minimal structure which is uniquely
determined by the projections to the coordinate axes. We characterize heirs of box
types of a polynomially bounded o-minimal structure M . From this, we deduce
various structure theorems for subsets of Mk, definable in the expansion M of M
by all convex subsets of the line, e.g. we obtain model completeness of M , provided
M is model complete.
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1. Introduction

The notion “heir” of a type p of a first order structure M has been introduced by Lascar
and Poizat (cf. [La-Po], §3) in order to define Shelah’s forking in stable theories (cf. [She1]).
An heir of p on some elementary extension N of M is a type q of N such that for every
formula ϕ(x̄, ȳ) with parameters from M and every ȳ-tuple n̄ ⊆ N , if ϕ(x̄, n̄) ∈ q, then there
is some m̄ ⊆ M such that ϕ(x̄, m̄) ∈ p. Geometrically, an heir q of p is a generic extension
of p on N , since - by definition - q does not introduce more relations among a realization of
q than p already knows. A compactness argument shows that p always has an heir on N .

For example let T = ACF be the theory of algebraically closed fields. By quantifier
elimination, a type p of M |= ACF is naturally viewed as a prime ideal p of the polynomial
ring M [X̄] and p is the generic point of the variety V defined by the polynomials from p. In
this case, q is an heir of p if and only if q is the generic point of V ×M N (cf. [La], section
4.5). The same characterization holds for the theory of differentially closed fields.

An important place where heirs appear, is the characterization of definability of a type,
which says that p is definable if and only if p has a unique heir on every elementary extension
of M (cf. [La-Po], Theorem 4.2). Recall that a type p of a structure M is called definable if
for every formula ϕ(x̄, ȳ), the set of all ȳ-tuples m̄ ⊆ M with ϕ(x̄, m̄) ∈ p is parametrically
definable in M . Intuitively this says that the membership problem for p is solvable, e.g. if p
“is” a prime ideal as explained above, then definability precisely says that the membership
problem for the ideal p is solvable.

2000 Mathematics Subject Classification: Primary 03C64; Secondary 13J30
Keywords and phrases: model theory, o-minimality, real closed fields, heirs, weakly o-
minimal, model completeness, Dedekind cuts, valuation theory
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For o-minimal theories, less is known about an algebraic description of heirs of types. Partial
description may be found at several places:

Firstly, heirs are related to the Marker-Steinhorn Theorem (cf. [Ma-St]), which says that
a type p of an o-minimal structure M is definable if and only if it is tame, i.e. M is
Dedekind complete in M〈ᾱ〉, where ᾱ |= p. In [Tr4] this theorem is re-proved by applying
the definability criterion above. It should also be mentioned here that an n-type p of a real
closed field R is definable if and only if the ordering {f ∈ R[X̄] | f ≥ 0 ∈ p} of R[X̄] is a
weakly semi-algebraic subset of R[X̄] in the sense of [Kn]. Due to the definability criterion,
a possible characterization of an heir of a tame type p will take place inside tame types and
we know that there is only one heir of a tame type. This is a dramatic simplification of the
question how to characterize heirs of tame types, but it does not solve it.

A second place which deals implicitly with heirs, is the work of Dolich (cf. [Do]), where
forking of sets is analyzed. It is unclear how this may be used to characterize heirs of types.

Certainly the terms “characterization of heirs” and “algebraic description of heirs” is
vague. What we have in mind is: find invariants of the types which witness heritage, or - in
the case of real closed fields - find constructions, possibly from (real) commutative algebra
which produce all heirs of orderings of a polynomial ring over a real closed field on a given
real closed over-field.

In the case of 1-types of polynomially bounded structures, a complete description of heirs
in terms of invariance groups and invariance rings is proved in [Tr1] (this is explained and
summarized in detail below in (2.16)(i),(ii),(iii)). Recall that the invariance group of a 1-type
p (or a cut p) of M is the convex group G(p) := {a ∈ M | a+p = p} and the invariance ring
of p is the convex valuation ring {b ∈ M | b·G(p) ⊆ G(p)}. Observe that these invariants
are formulated inside the underlying real closed field. Still, in the case of 1-types of pure
real closed fields, a characterization in terms of real commutative algebra is missing.

In each context where heirs appear above, the results reveal significant structure theorems
about the o-minimal theory under examination.

In this paper we characterize heirs of types over real closed fields - more generally over
polynomially bounded, o-minimal structures M for so called “box types”. A box type of M
is an n-type p of M of dimension n such that p is uniquely determined by the projections of p
to the coordinate axes; one might also say that these projections are ‘orthogonal’. Certainly
many n-types of an o-minimal field are not box types, e.g. if p = p(x, y) is a 2-type and the
projection px of p to the x-axis is not realized and equal to the projection py of p to the
y-axis; then there are at least two 2-types of dimension 2 which have the same projection,
separated by the formula x < y. More general, if p is a 2-type of dimension 2 such that px

and py are definable, then there is an M -definable function f with f(px) = py and there are
at least two 2-types of dimension 2 which have projections px, py, separated by the formula
f(x) < y. This argument can easily be extended to show that a definable type of dimension
n is a box type if and only if n = 1.

Here are some examples of box types, which are denoted in the following way: we state a
sequence of 1-types (or Dedekind cuts) and each of these sequences will determine a unique
n-type. We’ll work in pure real closed fields. Let IRalg denote the field of real algebraic
numbers.

a. Let r1, ..., rn ∈ IR be algebraically independent over Q. Then

(tp(r1/IRalg), ..., tp(rn/IRalg))

is a box type.

b. Let R ⊆ S be real closed fields and let x1, ..., xn ∈ S \ R such that for each i, the set
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Vi := {a ∈ R | |a| < xi} is a convex valuation ring of R. If the Vi are mutually distinct,
then (tp(x1/R), ..., tp(xn/R)) is a box type.

c. Let S := IR((tIR)) be the formal power series field over IR with value group IR and let R

be the real closure of IRalg(t) in S. Let x :=
∑

tk

k! . Then (tp(π/R), tp(x/R), tp(tπ/R)) is
a box type.

That these examples are box types basically follows from valuation theory. In section 5 we
present two methods to produce box types: A consequence of Theorem (5.1) for example
says that (p1, ..., pn) is a box type whenever the pi have distinct invariance rings; (5.4) is a
criterion to detect box types which does not (necessarily) refer to distinct invariance rings.

By an heir of a box type (p1, ..., pn) we mean a sequence (q1, ..., qn) of 1-types extending
the given one, such that the structure M expanded by the sets pL

i := {a ∈ M | a < pi} is
existentially closed in (N, qL

1 , ..., qL
n ). Then, if (q1, ..., qn) is again a box type, this is precisely

the model theoretic notion described at the beginning. Notice that in this case and if qi is
an heir of pi for each i then (q1, ..., qn) is in general not an heir of (p1, ..., pn): an explanation
can be found in the text after (2.5), a concrete example can be found in (4.3). Again, the
case of distinct invariance rings is an exceptionally friendly case here: By (6.2), if the pi

have distinct invariance rings then choosing heirs qi of pi produces an heir (q1, ..., qn) of
(p1, ..., pn).

Our main result is theorem (6.6), which is of technical nature. The theorem - in principal
- characterizes the heirs (q1, ..., qn) of a box type (p1, ..., pn) in terms of the location of the
invariance groups and the invariance rings of the qi compared with the location of those
of the pi. “In principal” here means that we actually need an assumption on (p1, ..., pn)
concerning the location of the invariance groups and rings of the pi; but for every box type
(r1, ..., rk), there is a box type (p1, ..., pn) satisfying this assumption such that (M, rL

1 , ..., rL
k )

is parametrically interdefinable with (M,pL
1 , ..., pL

n) (cf. (7.6)).

Theorem (6.6) has various consequences. Firstly, the Robinson test implies a model com-
pleteness result (cf. (7.4)) of model complete, polynomially bounded structures expanded
by finitely many convex subsets. This for example can be used to show that for each real
closed field R there is a set D of convex subsets of R such that R in the language of rings
expanded by all sets from D is model complete and such that every convex subset of R is
parametrically definable in the expanded structure (cf. (7.7)).

In order to describe further consequences, let M denote the expansion of a polynomially
bounded structure M by n convex subsets of M . Then

1. There is an elementary extension N Â M with dim N/M ≤ 6n such that every subset of
Mk, definable in M is of the form Z ∩Mk, for some Z ⊆ Nk, definable in N (cf. (8.2)).
Moreover the bound 6n is sharp in general (cf. (8.3)).

2. For every function f : Mk −→ Mr, definable in M , there is a finite partition X1∪ ...∪Xm

of Mk into M -definable sets, such that f |Xi is the restriction to Xi of an M -definable
function Mk −→ Mr (cf. (8.5)).

3. If there is an M -definable subset of M , which can not be defined in any (M, V ) for a
convex valuation ring V of M , then M does not have definable Skolem functions (cf.
(8.6)).

4. The curve selection lemma holds in M (cf. (8.7)).

Finally, theorem (8.8) describes the subsets of M , which are definable in M .

These results extend the structure theory of weakly o-minimal structures (cf. [MMS],
[We1], [We2]), for our expansion M .
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Notice that application 1 above without the dimension bound is already known from [Ba-
Po]: It is shown there, that an o-minimal structure expanded by all trace sets, i.e. sets
which are intersections of Mn with some set definable in an elementary extension of M , has
quantifier elimination in the language which has a predicate for each trace set. It is an open
question whether every trace set is already definable in the structure M expanded by all
convex subsets of the line.

2. Heirs of cuts in polynomially bounded structures

In this section we recall notions and results on cuts of o-minimal structures, mainly from
[Tr1] and [Tr2]. Basic algebra of cuts in ordered abelian groups and o-minimal expansions
of groups can be found in sections 2 and 3 of [Tr1].

Let X be a totally ordered set. A (Dedekind) cut p of X is a tuple (pL, pR) of subsets
pL, pR of X such that pL ∪ pR = X and pL < pR, i.e. a < b for all a ∈ pL, b ∈ pR. pL and
pR are called the left and the right options of the cut p, respectively. If Y ⊆ X, then Y +

denotes the cut p of X with pR = {x ∈ X | x > Y }. Y + is called the upper edge of Y .
Similarly the lower edge Y − of Y is defined. A cut p of X is called principal if pL has a
supremum in X ∪ {±∞}, in other words if and only if p is of the form +∞, −∞ or of the
form a+, a− for some a ∈ X. A cut q of an ordered set containing X extends a cut p of X
if qL ∩X = pL.

Recall that the set X∪{the cuts of X} is totally ordered in the obvious way and Dedekind
complete (it is not the Dedekind completion, since the principal cuts different from ±∞ are
not in the Dedekind completion). If Y ⊇ X is an extension of totally ordered sets and p is
a cut of X then there is a least and a largest cut of Y extending p.

Let p be a cut of an ordered abelian group K. The convex subgroup

G(p) := {a ∈ K | a + p = p}
of K is called the invariance group of p (here a+ p := (a+ pL, a+ pR)). The cut G(p)+ is
denoted by p̂. Notice that G(p) = G(p + a) for every a ∈ K, in particular for every convex
subgroup U of K we have G(a + U+) = G(U+) = U = G(U−) = G(a + U−).

If K is an ordered field, then G(p) denotes the invariance group of p with respect to
(K, +,≤) and G∗(p) denotes the invariance group of |p|(= max{p,−p}) with respect to
(K>0, ·,≤); thus G∗(p) = {a ∈ K | a·p = p}. If G is a convex subgroup of (K, +,≤), then
the convex valuation ring

V (G) := {a ∈ K | a·G ⊆ G}

of K is called the invariance ring of G. If p is a cut of K, then V (p) := V (G(p)) is called
the invariance ring of p. Note that the group of positive units of V (p) is the multiplicative
invariance group of p̂. The maximal ideal of V (p) is denoted by m(p).

Note also that G(a·p) = a·G(p) = {a·g | g ∈ G(p)} for every cut p of K and every a ∈ K∗;
here a·p = (a·pL, a·pR) if a > 0 and a·p = −(−a·p) if a < 0.

By [Tr1], (3.5), if p > p̂, then there is some c ∈ K such that

G∗(p) = c·G(p) + 1 (= {c·a + 1 | a ∈ G(p)}).
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(2.1) Definition. Let K be a divisible ordered abelian group and let p be a cut of K. We
define the signature of p as

sign p :=

{
1 if there is a convex subgroup G of K and some a ∈ K with p = a + G+

−1 if there is a convex subgroup G of K and some a ∈ K with p = a−G+

0 otherwise.

Since K is divisible we can not have a + G+ = b −H+ for a, b ∈ K and convex subgroups
G,H of K. Hence the signature is well defined. If K is a real closed field, then sign∗ p
denotes the signature of |p| with respect to (K>0, ·,≤).

In the sequel we shall work with o-minimal structures and theories. We refer to [PS] and
to section 1 of [vdD-Lew] for an introduction to the subject. In the moment we work with
a complete, o-minimal extension T of the theory of divisible ordered abelian groups in the
language L . If M ≺ N are models of T and A ⊆ N , then we write M〈A〉 for the definable
closure dcl(M ∪A) of M ∪A in N (which itself is an elementary substructure of N).

If f : Mn −→ M is a definable map of a model M of T , then f extends to a map
Sn(M) −→ S1(M) from the n-types Sn(M) to the 1-types of M , which we denote by f
again. By o-minimality, the set S1(M) of 1-types of M can be viewed as the disjoint union
of M with the cuts of M . Moreover the definable non-isolated 1-types are precisely the
principal cuts.

If p and q are cuts of M , then we say p is equivalent to q and write p ∼ q, if there is
a definable map f : M −→ M with f(p) = q. By [Ma], Lemma 3.1, the relation ∼ is an
equivalence relation between the cuts of M . Observe that p ∼ q if and only if q is realized
in M〈α〉 for some (or any) realization of p.

The easiest class of cuts after the principle cuts are described next.

(2.2) Definition. A cut p of a model M of T is called dense if p is not principal and M
is dense in M〈α〉, for some realization α of p.

In [Tr1], (3.6) other descriptions of density are given, e.g.: a non-principal cut is dense if
and only is it has a principal heir. Important for us is: p is dense if and only if p is not
principal and G(p) = {0}. In particular, dense cuts have signature 0. In [We1], dense cuts
are called “non-valuational”.

(2.3) Theorem. ([Tr1], (3.8))
Let A ≺ M, N be models of T and let p, q be dense cuts of M,N , respectively. Then
(M, pL) ≡A (N, qL) if and only if p ¹ A = q ¹ A. Hence if T has quantifier elimination
and a universal system of axioms, then the L (D)-theory T dense which expands T and says
that D is a set pL of a dense cut p, has quantifier elimination. Observe that density of p
can be expressed by a single sentence: we say that G(p) = {0}. ¤

Recall from [Poi], 12.b, that a coheir of a type p over an arbitrary first order structure
M is a type extending p on some elementary extension of M , which is finitely realizable in
M . From the identification of nonisolated 1-types and cuts of an o-minimal structure M , it
follows easily that q is a coheir of the nonprincipal cut p of M on N Â M if and only if q is
the least or the largest extension of p on N .

The following proposition rephrases the signature of a cut p of M in terms of the behavior
of the invariance groups of the least and the largest extension of p on elementary extensions
of M .
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(2.4) Proposition. Let p be a cut of M |= T .

(i) sign p ≥ 0 if and only if for all N Â M , if q is the largest extension of p on N , then
the cut q̂ is the largest extension of p̂ on N .

(ii) sign p ≤ 0 if and only if for all N Â M , if q is the least extension of p on N , then the
cut q̂ is the largest extension of p̂ on N .

(iii) If q is the least or the largest extension of p on some N Â M , then q̂ is the least or the
largest extension of p̂ on N .

(iv) If sign p = 0 and α is a realization of p in some N Â M , then the map 2α − x swaps
the least extension of p on N and the largest extension of p on N . Moreover, if H is
the largest convex subgroup of N with H ∩M = G(p), then α −H+, α + H+ are the
least and the largest extension of p on N .

(v) If p is omitted in N Â M then sign q = sign p for the unique extension q of p on N .

Proof. By [Tr1], (3.12). The moreover part in (iv) is shown in the proof of [Tr1],
(3.12)(iv). ¤

(2.5) Definition. Let M, N be models of T and let A ≺ M, N be a common elementary
substructure. Let p1, ..., pn be mutually distinct cuts of M and let q1, ..., qn be mutually
distinct cuts of N . Let D1, ...,Dn be new unary predicates. We say the tuple (q1, ..., qn)
is an heir of (p1, ..., pn) over A if the following condition holds: if ϕ(x1, ..., xk) is an L -
formula with parameters from A, ψ(x1, ..., xk) is a quantifier free L (D1, ...,Dn)-formula with
parameters from A and if

(N, qL
1 , ..., qL

n ) |= ∃x̄ ϕ(x̄) ∧ ψ(x̄)
then

(M, pL
1 , ..., pL

n) |= ∃x̄ ϕ(x̄) ∧ ψ(x̄).

If A = M we say that (q1, ..., qn) is an heir of (p1, ..., pn). For example if q is an n-type
with projections q1, ..., qn and q is an heir of q ¹ M in the sense of model theory (cf. [Poi],
11.a), then (q1, ..., qn) is an heir of (p1, ..., pn). The precise relation with the model theoretic
notion of an heir is described in [Tr1],(2.7).

Notice that already in the case n = 2, if qi is an heir of pi (i = 1, 2), then (q1, q2) is in
general not an heir of (p1, p2), even if (p1, p2) and (q1, q2) determine unique 2-types. One
reason is that formulas ∃x̄ ϕ(x̄) ∧ ψ(x̄) as in the definition above can express that q1 is
strictly larger than q̂2, i.e. there are α, β ∈ N with 0 < α < q1 and β < q2 < α·β whereas in
general, p1 might be equal to p̂2, i.e. there are no a, b ∈ M with 0 < a < p1 and b < p2 < a·b.
This is worked out in the example (4.3), where we work multiplicatively and p2, q2 are even
upper edges of convex subgroups.

(2.6) Remark.([Tr1], (2.8)) Let p1, ..., pn be pairwise distinct cuts of M |= T and let
q1, ..., qn be extensions of p1 ¹ A, ..., pn ¹ A on N Â M , respectively, with qi 6∈ {±∞N}.
Then (q1, ..., qn) is an heir of (p1, ..., pn) over A if and only if the following condition holds:

if ϕ(u1, ..., un, v1, ..., vn) is an L -formula with parameters from A and ᾱ, β̄ ∈ Nn such
that α1 < q1 < β1, ..., αn < qn < βn and N |= ϕ(ᾱ, β̄), then there are ā, b̄ ∈ Mn such that
a1 < p1 < b1, ..., an < pn < bn and M |= ϕ(ā, b̄).
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(2.7) Lemma.([Tr1], (2.10)) If p is a nonprincipal cut of M |= T , then both coheirs of p on
N Â M are heirs of p. If in addition dimN/M = 1, then these are the only heirs of p on
N .

To see what happens in dim N/M ≥ 2, take M ≺ M1 ≺ N , let p be a cut of M , let p1 be
the largest extension of p on M1 and let q be the least extension of p1 on N . If M1 contains
a realization of p, then q is not the least extension of p on N . If N contains a realization
of p1, then q is not the largest extension of p on N . Clearly both assumptions may be true
already when dim N/M = 2. By (2.7), p1 is an heir of p and q is an heir of p1 (assuming
that p and p1 are not principal, which holds true for example if p is the upper edge of a
proper convex subgroup of M). Hence also q is an heir of p, whereas q is not a coheir of p.

(2.8) Remark. Recall that until now we are working with an o-minimal extension of ordered
abelian groups. Therefore the statements above are also applicable multiplicatively when
T is an o-minimal expansion of a real closed field. For example (2.4)(iv) then says: If
sign∗ p = 0, α ∈ N Â M is a realization of p and H is the largest convex subgroup of
(N>0, ·,≤) with H ∩M = G∗(p), then α·H+, α·H− are the least and the largest extension
of p on N . A more formal explanation can be found in [Tr1], (5.3).

For the rest of this paper we work with an o-minimal, polynomially bounded
theory T in the language L , which has an archimedean prime model.

In the remaining part of this section we record facts which are used later on. Some of them
are minor alterations of the original statements, in these cases we include proofs explaining
the amendments. Notice that the current section can be used, but is not intended to serve
as, an introduction to the model theory of cuts of polynomially bounded structures so far.
The main purpose is to provide precise statements ready for citation exactly as they are
needed in some of the technical parts later.

Recall: “polynomially bounded” means that for each 0-definable map f there is some
n ∈ IN with f(x) ≤ xn for sufficiently large x. For example real closed fields are polynomially
bounded.

Moreover, the field of exponents of T is the subfield of IR consisting of all λ ∈ IR such
that the function x 7→ xλ, defined on the positive elements of the prime model of T , is
definable in T . The elements of the field of exponents of T are called exponents. For
example the field of exponents of the theory of real closed fields is Q.
We shall use facts about convex valuation rings of models of T from [vdD-Lew], which
we collect now. Note: since T is assumed to be polynomially bounded with archimedean
prime model, every convex subring of a model of T is “T -convex”. We don’t use this notion
explicitly and specialize results of [vdD-Lew], section 2 to our situation:

(2.9) Facts. Let M be a model of T and let V be a convex subring of M with maximal ideal
m.
1. For every continuous, 0-definable map f : Mn −→ M we have f(V n) ⊆ V .
2. A structure M0 ≺ M with M0 ⊆ V is maximal such if and only if the composition

M0 −→ V −→ V/m is an isomorphism if and only if M0 is tame in M , i.e. every
M0-bounded element of M is infinitely close (in the sense of M0) to an element of M0.
If this is the case, we install the L -structure of M0 via the isomorphism M0 −→ V/m
on V/m and V/m becomes a model of T which does not depend on the choice of M0.

3. Let M ≺ N and let W ⊆ N be a convex subring, with maximal ideal n, lying over V
(i.e. W ∩M = V ). Then the canonical morphism V/m −→ W/n is an elementary map
of models of T . Moreover, the dimension of W/n over V/m does not exceed dim N/M .
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4. If M0 ≺ M is contained in V and α ∈ V , α > M0, then M0〈α〉 ⊆ V .

Let Lconvex be the language L , expanded by a new unary predicate O^ (for the convex
valuation ring) and let Tconvex be the Lconvex-theory of pairs (M, V ), where M |= T and V
is a proper convex valuation ring of M .

(2.10) Theorem. ([vdD-Lew], (3.10), (3.13) and (3.14))
Tconvex is a complete Lconvex-theory. Tconvex is weakly o-minimal (i.e. each M -definable
subset of a model (M, V ) of Tconvex is a finite union of convex subsets of M). If T has
quantifier elimination and a universal system of axioms, then Tconvex has quantifier elimi-
nation.

In fact, weak o-minimality is also valid in every expansion (M, C ) of M |= T by an arbitrary
set C of convex subsets of M . This follows from a result of Baisalov and Poizat (cf. [Ba-Po]),
which was later generalized by Shelah (cf. [She2]):

(2.11) Theorem. Let M be an o-minimal structure and let M be the expansion of M by
all sets Z ∩Mn, where Z runs through the definable subsets of elementary extensions of M .
Then Th(M ) is weakly o-minimal with quantifier elimination. ¤
We shall frequently work in the language L df with the theory T df (cf. [vdD-Lew], (2.3) and
(2.4)), which is an extension by definitions of T , where we have a function symbol for each
0-definable function Mn −→ M . Since T has definable Skolem functions the theory T df has
quantifier elimination and a universal system of axioms.

The following theorem explicitly lists all cuts, definable in (M, V ), for a convex subring V
of M . This is one starting point in the analysis of cuts in [Tr1].

(2.12) Theorem. ([Tr2], (2.12))
Let M be a model of T , let V be a convex valuation ring of M with maximal ideal m and let
A be a subset of M . If p is a nonprincipal cut of M , such that pL is A-definable in (M, V ),
then there are a, b ∈ dcl(A), b 6= 0 such that p = a + b ·V + or p = a + b ·m+. Moreover,
V ⊆ G(p) or G(p) ⊆ m. ¤
A key property of the model theory of cuts of polynomially bounded structure is the next

(2.13) Theorem. Let p be a cut of a model M of T .
(i) sign p = 0 ⇔ p 6∼ G+ for every convex subgroup of (M, +,≤).
(ii) sign∗ p̂ = 0 ⇔ p̂ 6∼ V + for every convex valuation ring V of M .

Proof. (i) holds by [Tr2], (4.3).
(ii) follows from (2.12): clearly we have ⇒. In order to see ⇐ assume p̂ ∼ V +. Then p̂L is
definable in (M, V ), thus by (2.12), p̂ = a + b·V + or p̂ = a + b·m+ for some a, b ∈ M . Since
p̂ is the upper edge of a convex subgroup we obtain p̂ = b·V + or p̂ = b·m+, which means
sign∗ p̂ = 1 or sign∗ p̂ = −1. ¤
Theorem (2.13) says that a given cut p can be mapped onto p̂ via a linear map a ± x if
there is a definable function f and a group G at all with f(p) = G+ (and similarly for p̂).
Note hat f(p) = G+ does not imply G = G(p) since for example (G+)2 6= G+ unless G is a
valuation ring or a maximal ideal of a valuation ring. In particular, equivalence of cuts does
not preserve the invariance groups. On the other hand we shall see in (5.2), that equivalence
of cuts does preserve the invariance rings.
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(2.14) Corollary. Let p be a cut of a model M of T and let α be a realization of p from
some elementary extension of M .

(i) sign p = 0 if and only if for every realization β ∈ M〈α〉 of p there is some m ∈ G(p)
with β − α ≤ m.

(ii) Here we assume p = p̂. Then sign∗ p = 0 if and only if for every realization β ∈ M〈α〉
of p there is some m ∈ V (p) with β

α ≤ m.

Proof. (i). ⇒. Take a realization β ∈ M〈α〉 of p. Since α and β realize p, there is no
element m ∈ M , m > G(p) with m < β − α. Therefore q ≤ p̂ for the cut q of M realized by
β − α. As sign p = 0 we have p 6∼ p̂ by (2.13)(i), hence p̂ is omitted in M〈α〉. Thus q < p̂,
which gives the claim.

⇐. Suppose sign p = 1, hence p = a + p̂ for some a ∈ M and α − a |= p̂. Since p̂ is the
upper edge of a convex subgroup of (M, +,≤) and (M, +,≤) is divisible, also 2(α− a) |= p̂.
Hence β := a + 2(α− a) = 2α− a realizes p. Since β − α = α− a is a realization of p̂ there
is no m < p̂ with β − α ≤ m.

Suppose sign p = −1, hence p = a− p̂ for some a ∈ M and a−α |= p̂. Since p̂ is the upper
edge of a convex subgroup of (M, +,≤) and (M, +,≤) is divisible, also a−α

2 |= p̂. Hence
β := a− a−α

2 = a+α
2 realizes p. Since β − α = a+α

2 − α = a−α
2 is a realization of p̂ there is

no m < p̂ with β − α ≤ m.

Item (ii) holds by the same proof, written multiplicatively using (2.13)(ii) and the fact
that (M>0, ·, <) is divisible. Notice that V (p)+ = G∗(p)+, since p = p̂. ¤

Without the assumption β ∈ M〈α〉 it is not true that sign p = 0 implies the existence of
m ∈ G(p) with β −α < m. For example if p is the cut of π over the real algebraic numbers,
α = π and β realizes the largest extension of p on IRalg〈π〉.

The next proposition gives a method to produce cuts p with prescribed values of sign p and
sign∗ p̂. This is mainly used when looking for (counter-)examples.

(2.15) Proposition. ([Tr1], (6.5) and [Tr1], (6.6))
Let M be a model of T and let G be a convex subgroup of (M, +,≤). Let V be a convex
valuation ring of M with V ⊆ V (G). Let C be a set of cuts of M with G ⊆ G(p) for all
p ∈ C . Let ε, δ ∈ {−1, 0, 1}.

Then there are an elementary extension N of M with dim N/M = ℵ0 + |C | and a convex
subgroup H of (N, +,≤), such that H ∩M = G, sign∗H+ = ε, V (H)+ is an heir of V + and
such that for each p ∈ C there is a cut q of N extending p with sign q = δ and G(q) = H.

Moreover, if ε = 0, then we can choose H so that in addition, V (H) is the convex hull of
V in N . ¤

In particular, for every cut p of a model M of T and all ε, δ ∈ {−1, 0, 1} there is a cut q on
some elementary extension of M such that
(a) q extends p, q̂ extends p̂ and V (q)+ extends V (p)+.
(b) sign q = δ and sign∗ q̂ = ε.

Here a complete description of heirs of cuts in terms of their invariance groups and invariance
rings as proved in [Tr1]:
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(2.16) Theorem. Let p be a cut of a model M of T and let q be a cut extending p on some
N Â M .
(i) If p = a± p̂ for some a ∈ M , then q is an heir of p if and only if q = a± q̂ and q̂ is an

heir of p̂.
(ii) If sign p = 0, then q is an heir of p if and only if q̂ extends p̂.
(iii) If p = p̂ and sign∗ p = 0, then q is an heir of p if and only if q = q̂ and V (q) lies over

V (p). If this is the case, then also (V (q)+, q) is an heir of (V (p)+, p).
(iv) If p is a dense cut, i.e. sign p = 0 and G(p) = {0}, then (V (q)+, q̂, q) is an heir of

(V (p)+, p̂, p) if and only if G(q) = {0}.
(v) If sign p = 0, G(p) 6= {0} and sign∗ p̂ = 0, then (V (q)+, q̂, q) is an heir of (V (p)+, p̂, p)

if and only if q̂ extends p̂ and V (q) lies over V (p).
(vi) If sign p = 0, G(p) 6= {0} and sign∗ p̂ 6= 0, then (V (q)+, q̂, q) is an heir of (V (p)+, p̂, p)

if and only if q̂ extends p̂, V (q) lies over V (p) and if there is some a ∈ M such that q̂
is an edge of a·V (q)∗,>0.

Proof. (i) is easy and can be found in [Tr1], (3.14)(ii). For the remaining statements recall
that all convex subrings of all models of T are T -convex. We then may apply (2.13) together
with results from [Tr1]:

(ii) holds by [Tr1], (3.14)(iii). (iii) holds by [Tr1], (3.14)(iii), applied to the o-minimal
structure induced by M on the multiplicative group of positive elements of M (cf. [Tr1],
(5.3)). (iv) holds by [Tr1], (3.6). (v) and (vi) hold by [Tr1], (7.3). ¤
Theorem (2.16) naturally leads to model completeness results:

(2.17) Theorem. ([Tr2], (2.16))
Let T be model complete and let O^, G , Z , Z ∗ and D be new unary predicates. Let ε, δ ∈
{−1, 0, 1} and let L ∗ be the language L (O^,G , Z , Z ∗, D). Let T ε

δ be the L ∗-theory which
extends T and which says the following things about a model (M, V, G, Z, Z∗, D):

(a) D = pL for some cut p of M , p neither dense nor principal with sign p = δ.
(b) V = V (p).
(c) G = G(p) and sign∗G+ = ε.
(d) Z = {a ∈ M | a + G+ = p or a−G+ = p} and

Z∗ = {a ∈ M>0 | a·V = G or a·m = G}, where m is the maximal ideal of V .

Then T ε
δ is model complete (and consistent).

(2.18) Corollary. ([Tr2], (2.17))
Let T be model complete in the language L . Let O^,G ,Z , Z ∗ and D be new unary predicates.
(i) The L (O^,G )-theory T 0

group which extends T and which says that G is a convex sub-
group, such that the upper edge of G has multiplicative signature 0 and invariance ring
O^, is model complete.

(ii) The L (O^, G , D)-theory T 0,0
cut which extends T 0

group and which says that D is the set pL

of a cut p of signature 0 and invariance group G , is model complete.

We conclude this section with a pocket guide containing the most important properties
of cuts, frequently used in the text afterwards. p always denotes a cut of a polynomially
bounded structure M , M〈p〉 is the definable closure of M together with a realization of p,
p̂ = G(p)+ and V (p) = V (G(p)).
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p principal : Equivalently: • p = ±a or p = ±∞ • p is definable • p has a unique heir on
all N Â M • M is Dedekind complete in M〈p〉 • M is not cofinal in M〈p〉.
Properties: • G(a±) = {0}, G(±∞) = M • V (p) = M .

p dense : Equivalently: • p not definable and G(p) = {0} • p not definable and V (p) =
M • p not definable and p has a principal heir • M is dense in M〈p〉.
Properties: p 6∼ p̂.

sign p = ±1 : Equivalently: • p = a± p̂ • p ∼ p̂ • p ∼ G+ for some group G.
Properties: • p = a±G+ ⇒ G = G(p) • q heir of p iff q = a± q̂ and q̂ heir of
p̂.

sign p = 0 : Equivalently: • p 6∼ p̂ • p 6∼ G+ for every group G.
Properties: • not definable • q heir of p iff p̂ ⊆ q̂.

p ∼ q : Equivalently: • f(p) = q for some definable f : M −→ M
• q ∼ p • q realized in M〈p〉.

p 6∼ q : Equivalently: • q 6∼ p • q has a unique extension on M〈p〉.
sign∗ p̂ = ±1 : Equivalently: G(p) = a·V (p) or G(p) = a·m(p).

sign∗ p̂ = 0 : Equivalently: p̂ 6∼ V (p)+.
Properties: q heir of p̂ iff q = q̂ and V (p) ⊆ V (q).

3. Box types

We first recall from [Tr3], section 1, some properties of a dimension in o-minimal structures
which is a proper coarsening of the ordinary dimension obtained from the definable closure.

(3.1) Definition. Let M be o-minimal and let p be an n-type of M . We say that p is a
box type if p is uniquely determined by those formulas from p which define the open boxes∏n

i=1(ai, bi), ai, bi ∈ M ∪ {±∞}.

(3.2) Proposition. Let M be o-minimal (not necessarily polynomially bounded). Let p ∈
Sn(M) and suppose that the projections p1, ..., pn of p onto the coordinate axes are cuts of
M . The following are equivalent:

(i) For each k ∈ {1, ..., n} and all realizations α1, ..., αk−1 of p1, ..., pk−1 respectively, pk

has a unique extension on M〈α1, ..., αk−1〉.
(ii) p is a box type.
(iii) There is a unique n-type of M with projections p1, ..., pn, namely p.

Proof. Item (i) says that for some (hence for each) realization ᾱ of p, the realization rank
of ᾱ over M , as defined in [Tr3], section 1, is equal to n. Now the proposition is [Tr3],
(1.15). ¤

(3.3) Remarks.
(i) If p, q are cuts of M , then p 6∼ q if and only if q is omitted in M〈α〉 for every realization

α of p. Hence by (3.2) p, q of M are not equivalent if and only if (p, q) is a box type.
(ii) It follows that the property of p1, ..., pk stated in (3.2)(i) also holds for any permutation

of p1, ..., pk, since this is certainly true for item (iii) of (3.2).
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(iii)In view of (3.2)(iii), we shall say “(p1, ..., pn) is a box type” whenever p1, ..., pn are cuts
of M , which determine a box type p ∈ Sn(M).

If this is the case and f : Mn −→ M is M -definable, then we write f(p1, ..., pn) for
the 1-type f(p).

(3.4) Corollary. Let p1, ..., pn, q1, ..., qk be cuts of M |= T such that (q1, ..., qk, pi) is a
box type (1 ≤ i ≤ n) and let α1, ..., αk be realizations of q1, ..., qk, respectively. Let p′i be the
unique extension of pi on M〈α1, ..., αk〉 (1 ≤ i ≤ n). Then (p′1, ..., p

′
n) is a box type if and

only if (q1, ...., qk, p1, ..., pn) is a box type.

Proof. Easily from (3.2)(i)⇔(ii). ¤

(3.5) Proposition. Let M be a model of T and let p, q be cuts of M such that p is not
principal or q is not dense. Let M ′ Â M such that p is omitted in M ′ and q is realized in
M ′. Let p′ be the unique extension of p on M ′ and let f : M ′ −→ M ′ be M ′-definable.

If f(p′) extends q, then there is some a ∈ M such that f(a) realizes q.

Proof. By the monotonicity theorem for o-minimal structures we may assume that f is
constant or strictly monotonic in some M ′-definable open interval I containing p′. Since p
is omitted in M ′ we may assume that I has endpoints in M ∪ {±∞}. If f is constant in I,
say = β, then f(a) = β |= q for every a ∈ I and we are done. Hence we may assume that f
is strictly monotonic in I and f(p′) is a cut of M ′.
Case 1. p is principal, say p = +∞M .

Then p′ = +∞M ′ and f(p′) can not be ±∞M ′ : otherwise, as f(p′) extends q, q = ±∞M

which contradicts our assumptions: p is omitted and q is realized in M ′.
Thus by o-minimality the limit limt→∞ f(t) exists in M ′, call it β. By assumption, q is

not dense, in other words there is some c ∈ M , c > 0 such that c + q = q. Since f(p′)
extends q, it follows that every element in (β − c, β + c) ⊆ M ′ is a realization of q. Since
limt→∞ f(t) = β, f(x) is a realization of q for all sufficiently large elements in M ′. Since M
is cofinal in M ′, there is some a ∈ M with f(a) |= q.
Case 2. p is not principal.

Then C := {α ∈ I | α < p′} and D := {α ∈ I | p′ < α} both are convex sets with
infinitely many points. Take a realization β ∈ M ′ of q, say β < f(p′). Since f is strictly
monotonic in I = C ∪D and C,D are infinite, f(p′) is the unique cut of M ′ between f(C)
and f(D). Hence there must be some α ∈ I with β ≤ f(α) < f(p′). Since p is omitted in
M ′, there is some a ∈ M between α and p′. Then f(a) lies between f(α) and f(p′), thus
β ≤ f(a) < f(p′). Since β realizes q and f(p′) extends q, f(a) also realizes q. ¤
Observe that the assumption “p is not principal or q is not dense” in (3.5) is necessary: if
p = +∞M and q is a dense cut of M , realized by β, take M ′ = M〈β〉 and f(x) := β + 1

x ;
then p′ = +∞M ′ and f(p′) = β+ extends q, but as G(q) = {0} there is no a ∈ M such that
f(a) |= q.

(3.6) Corollary. Let (p1, ..., pn, q1, ..., qk) be a box type of M |= T and let f : Mn×Mk −→
M , g : Mn −→ M be M -definable such that f(p1, ..., pn, q1, ..., qk) = g(p1, ..., pn). Suppose
none of the qi is principal or g(p1, ..., pn) is not dense. Then there are a1, ..., ak ∈ M with

f(p1, ..., pn, a1, ..., ak) = g(p1, ..., pn).

Proof. The corollary obviously follows inductively from the case k = 1. Let ᾱ be a
realization of (p1, ..., pn) and let β be a realization of q1. We apply (3.5) with M ′ = M〈ᾱ〉,
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p := q1, q := f(p1, ..., pn, q1) and the M ′-definable map f(ᾱ, x). Since (p1, ..., pn, q1) is a
box type, p is omitted in M ′. Moreover, p is not principal or q is not dense by assumption.
Since f(p1, ..., pn, q1) = g(p1, ..., pn), q is realized in M ′ by g(ᾱ). Finally, f(ᾱ, p′) extends q
by definition of the data, where p′ denotes the unique extension of p on M ′.

Thus by (3.5), there is some a ∈ M such that f(ᾱ, a) realizes q = f(p1, ..., pn, q1), as
desired. ¤

4. The box type associated to a cut

(4.1) Definition. For a cut p of a real closed field M we define the p-box to be

box(p) :=





(p, V (p)+) if sign p 6= 0 and sign∗ p̂ = 0
(p, p̂) if sign p = 0 and sign∗ p̂ 6= 0
(p, p̂, V (p)+) if sign p = 0 and sign∗ p̂ = 0
p otherwise.

Observe that box(p) = p if p is principal and box(p) = (p, 0+) if p is dense.
Recall that we are working with a polynomially bounded theory T which has an archimedean
prime model.

(4.2) Proposition. If p is a cut of M |= T then box(p) is a box type.

Proof. If sign p 6= 0 or sign∗ p̂ 6= 0, then we know this from (2.13) (recall that two cuts form
a box type if and only if they are not equivalent). Hence we may assume that sign p = 0
and sign∗ p̂ = 0, thus by (2.13) we have p 6∼ p̂ and p̂ 6∼ V (p)+.

Let γ be a realization of p̂. Since p 6∼ p̂, p has a unique extension r on M〈γ〉 and by (2.4)(v),
this extension has signature 0 again. Since p̂ 6∼ V (p)+, V (p)+ has a unique extension on
M〈γ〉, namely W+, where W is the convex hull of V (p) in M〈γ〉. By (2.4)(i), we know that
r̂ is the largest extension of p̂ on M〈γ〉. By (2.4)(i), applied multiplicatively to p̂ and r̂, it
follows W = V (r). From sign r = 0 and (2.13)(i) we get that (r, V (r)+) is a box type. By
(3.4), (p, p̂, V (p)+) is a box type. ¤

(4.3) Example. We now give an example of a box type (p1, p2) ∈ S2(M) of a pure real
closed field M , and a box type (q1, q2) ∈ S2(N) extending (p1, p2) on N Â M such that qi

is an heir of pi (i = 1, 2), but (q1, q2) is not an heir of (p1, p2):
Take a real closed field M and a convex subgroup G of (M, +,≤) such that sign∗G+ = 0

(use (2.15) to find one or take M = IR((tQ)) and G = {x ∈ M | v(x) > −π}). By (4.2),
(V (G)+, G+) is a box type and we may take (p1, p2) = (V (G)+, G+). Let α be a realization
of G+ and let ω be a realization of the upper edge of V (G) in M〈α〉. Then α ·ω still is a
realization of p2: otherwise there is m ∈ M with α < m < α·ω, hence 1 < m

α < ω; by choice
of ω there is m′ ∈ V (G) with m

α ≤ m′, thus α < m < m′α contradicting m′ ∈ V (G).
Let W be the convex hull of V (G) in M〈ω, α〉. Since α·ω realizes G+ the cut r := α·W+

of M〈ω, α〉 extends p2. Obviously V (r) = W , hence V (r)+ extends p1. By (2.15), there are
N Â M〈α, ω〉 and an extension q2 of r on N with q2 = q̂2, sign∗ q2 = 0 such that V (q2)+

extends V (r)+.
Let A be the largest convex subset of N with A ∩ M = V (G). Then ω ∈ A and it is

straightforward to see that A is a convex valuation ring of N . We take q1 := A+. Here the
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situation in a diagram, where a broken line indicates realization and a solid line indicates
extension of cuts:

N : V (q2)+ q1 = A+ q2 = q̂2

M〈α, ω〉 : W+ = V (r)+ ω (A ∩ (M〈α, ω〉))+ α r = α·W+ α·ω

M : p1 = V (p2)+

DDDDDDDDDDDDD

Â
Â
Â
Â
Â

wwwwwwwwwwwwww
p2 = p̂2

4
4

4
4

4
4

¨
¨

¨
¨

¨
¨

As sign∗ q2 = 0 and q2 = q̂2, (2.13) says that (q1, q2) is a box type.
Since q1 extends p1 and both cuts are upper edges of convex rings, q1 is an heir of p1. Since

sign∗ p2 = 0 and V (q2) lies over V (p2) by construction, q2 is an heir of p2 (cf. (2.16)(iii)).
However, (q1, q2) is not an heir of (p1, p2), since V (q2)+ is strictly less than q1: We have

ω < q1 and 0 < α < q2 < α·ω (as q2 extends r and α < r < α·ω), but there are no m,m′ ∈ M
with m < p1 and 0 < m′ < p2 < m ·m′ (as p1 = V (p2)+ and p2 = p̂2). This finishes the
example.

If p is a cut of M and q is an heir of p on N Â M then in general it is not the case that q is
an heir of q ¹ M1 for every M Â M1 Â N , even if q ¹ M1 is the unique extension of p on M1

and (M, pL) is an elementary substructure of (N, qL). For example with the aid of (2.15)
we can produce the following situation: p = p̂, sign∗ p = 0, M1 = M〈α〉 with α |= V (p)+

and q extends p on N Â M〈α〉 such that q = q̂, sign∗ q = 0 and V (q) ∩M〈α〉 is the convex
hull of V (p) in M〈α〉. Then (M,pL) is an elementary substructure of (N, qL) by (2.18)(i),
in particular q is an heir of p. p is omitted in M〈α〉, since (V (p)+, p) is a box type by (4.2).
But q is not an heir of q ¹ M〈α〉, since α·q > q (as V (q) < α) and α·(q ¹ M〈α〉) = q ¹ M〈α〉
by (2.4)(i) (note that q ¹ M〈α〉 is the unique extension of p on M〈α〉 by construction).

The reason why q is not an heir of q ¹ M1 in this example is that some member of box(p)
is realized in M1. If this is not the case then we have

(4.4) Proposition. Let M ≺ N be models of T , let p be a cut of M and let q be an extension
of p on N . Let M ≺ M1 ≺ N be such that no member of box(p) is realized in M1.

If q is an heir of p then q is an heir of q ¹ M1.

Proof. We may assume that p is not principal. If p is dense, then box(p) = (p, 0+). By
assumption, 0+ is omitted in M1, in other words M is archimedean in M1. Since p is omitted
in M1, the unique extension q ¹ M1 of p on M1 is again dense ((2.4)(i)). By (2.16)(ii), q is
an heir of q ¹ M1.

Thus we may assume that p is neither principal nor dense. Then p̂ is not principal. Since
p̂ is omitted in M1 and q1 := q ¹ M1 is an heir of p, G(q1) is the convex hull of G(p) in M1

and we get G(q1) ⊆ G(q). A similar argument shows that V (q) lies over V (q1). If sign p = 0
then sign q1 = 0 and q is an heir of q1 by (2.16)(ii). Hence we may assume sign p 6= 0 and
by (2.16)(i) we may also assume that p = p̂, q = q̂. If sign∗ p̂ = 0, then sign∗ q̂1 = 0 and q
is an heir of q1 by (2.16)(iii). If sign∗ p̂ is not 0, say p̂ = c·V (p)+, then q̂1 = c·V (q1)+ and
q̂ = c·V (q)+, thus q is an heir of q1. ¤
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5. Two methods producing box types

The first method allows to glue box types from cuts with different invariance rings:

(5.1) Theorem. Let M be a model of T and let (p1, ..., pn), (q1, ..., qk) be box types of M . If
V (qj) 6= V (pi) for all i, j, then (p1, ..., pn, q1, ..., qk) is a box type.

Proof. The substantial part of the theorem is the case n = k = 1:
Claim. The theorem holds if n = k = 1.

To see this we write p = p1, q = q1. Suppose (p, q) is not a box type, i.e. p ∼ q. We
may assume that V (q) 6= M . Then (M, pL) defines V (q) 6= V (p). If p is principal or dense,
then, as q is realized in M〈α〉, α |= p, q is principal or dense, too and V (q) = M = V (p),
a contradiction. Thus we may assume that p, q both are neither dense nor definable and
V (p) 6= M . Suppose sign p 6= 0 and sign∗ p̂ 6= 0. Then pL is definable in (M,V (p)), which
implies that V (q) is definable in (M,V (p)). But this is impossible by (2.12): as V (q) 6= V (p),
V (q)+ can not be of the form a + b ·V (p)+ or a + b ·m(p)+. Thus we have sign p = 0 or
sign∗ p̂ = 0. We write V := V (q).

Let α be a realization of p, let W be the convex hull of V in M〈α〉 and let p1 be the largest
extension of p on M〈α〉.
Subclaim. If sign p = 0, then W is definable in (M〈α〉, G(p1)).

Proof. Firstly by (2.13), p̂1 is the unique extension of p̂ on M〈α〉 and V (p1), W are
the unique convex valuation rings of M〈α〉 lying over V (p), V , respectively. Moreover, by
(2.4)(iv), sign p1 6= 0 and by (2.4)(v), sign∗ p̂1 = sign∗ p̂.
Case 1. sign∗ p̂ 6= 0.

We do the case G(p) = a·V (p) for some a ∈ M , the case G(p) = a·m(p) is similar. Since
p is not dense, V (p) is proper and p̂ is not principal. By (2.17) applied to our situation,
the theory of (M,V (p), G(p), Z∗, pL) is model complete in the language L (O^, G ,Z ∗, D),
where Z∗ = {b ∈ M>0 | b ·V (p) = G(p)}. Then, if c is a new constant symbol, also the
theory of (M, V (p), G(p), pL, a) in the language L (O^,G , D , c) is model complete (observe
that b ∈ Z∗ ⇔ b > 0 and b

a , a
b ∈ V (p)). Let χ(x, ū, v̄) be a quantifier free formula in the

language L (O^,G , D , c) and let b̄ ∈ M v̄ such that V is defined by ϕ(x) := ∃ū χ(x, ū, b̄). By
(2.16)(vi), (V (p1)+, p̂1, p1) is an heir of (V (p)+, p̂, p), in other words (M, V (p), G(p), pL) is
existentially closed in (M〈α〉, V (p1), G(p1), pL

1 ). Therefore the set W0 defined by the formula
ϕ(x) in (M〈α〉, V (p1), G(p1), pL

1 ) intersects M in V . Since W is the unique convex valuation
ring of M〈α〉 lying over V , W is the convex hull of W0. Thus W is definable in (M〈α〉, pL

1 ).
Since sign p1 6= 0, W is definable in (M〈α〉, G(p1)).
Case 2. sign∗ p̂ = 0.
Similar to case 1, we sketch it: By (2.18), the theory of (M, V (p), G(p), pL) is model com-
plete. Hence there is a quantifier free formula χ(x, ū, v̄) in the language L (O^,G,D) and
b̄ ∈ M v̄ such hat V is defined by ∃ū χ(x, ū, b̄). Similar to case 1, (2.16)(v) implies that
(M, V (p), G(p), pL) is existentially closed in (M〈α〉, V (p1), G(p1), pL

1 ). As in case 1, it fol-
lows that W is definable in (M〈α〉, G(p1)). This finishes the proof of the subclaim.

Now, if sign p = 0, then using the subclaim we replace M by M〈α〉, V by W and p by p1,
and we obtain a cut p with sign p 6= 0 such that (M, pL) defines a proper convex valuation
ring V 6= V (p). Then we may also replace p by p̂. Hence we have a proper convex valuation
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ring V , definable in (M,G) for a convex subgroup G such that V 6= V (G). By (2.12), V is
not definable in (M, V (G)). Since V is definable in (M, G), G+ has multiplicative signature
0, thus G+ 6∼ V (G)+. Let α be a realization of G+, let W be the convex hull of V in M〈α〉
and let H be the convex hull of G in M〈α〉. Then V (H) is the unique convex valuation
ring of M〈α〉 lying over V (G) and W 6= V (H). By (2.12) again, W is not definable in
(M〈α〉, V (H)).

On the other hand the theory of (M,V (G), G) is model complete by (2.18)(i), hence there
is a quantifier free formula χ(x, ū, v̄) in the language L (O^,G) and ā ∈ M v̄ such hat V
is defined by ∃ū χ(x, ū, ā). By (2.16)(iii), (V (H)+,H+) is an heir of (V (G)+, G+), hence
(M, V (G), G) is existentially closed in (M〈α〉, V (H),H) and as in the proof of case 1 of the
subclaim, we get that W is definable in (M〈α〉, V (H)), a contradiction. This finishes the
proof of the claim, i.e. the theorem holds if n = k = 1.

Next we prove the theorem in the case k = 1. We write q = q1 and do an induction on n,
where n = 1 holds by the claim. For the induction step, take a realization α of p1. Since
(p1, ..., pn) is a box type, pi has a unique extension p′i on M〈α〉 (2 ≤ i ≤ n). By (2.4),
applied to pi and then multiplicatively to p̂i, V (p′i) lies over V (pi) for all i ≥ 2. From the
case n = 1 we know that q is not realized in M〈α〉, hence q has a unique extension q′ on
M〈α〉, too. Again V (q′) lies over V (q). It follows that V (q′) 6= V (p′2), ..., V (p′n). By (3.4),
(p′2, ..., p

′
n) is a box type and we may apply the induction hypothesis. Hence (p′2, ..., p

′
n, q′)

is a box type and by (3.4) again, (p1, ..., pn, q) is a box type, too.

This shows the theorem in the case k = 1. If k > 1, then inductively we know that
(p1, ..., pn, q1, ..., qk−1) is a box type. Take a realization ᾱ of (q1, ..., qk−1) and let N := M〈ᾱ〉.
Let p′1, ..., p

′
n, q′k be the unique extensions of p1, ..., pn, qk on N respectively. By (2.4), applied

to pi, qk and then multiplicatively to p̂i and q̂k, V (p′i) lies over V (pi) and V (q′k) lies over
V (qk). Hence we may apply the case k = 1 and we get that (p′1, ..., p

′
n, q′k) is a box type. By

(3.4), (p1, ..., pn, q1, ..., qk) is a box type. ¤

(5.2) Corollary. Let M be a model of T and let p1, ..., pn be cuts of M with V (pi) 6= V (pj)
(1 ≤ i 6= j ≤ n). Then (p1, ..., pn) is a box type.

Proof. By induction on n from (5.1). ¤

(5.3) Corollary. Let M be a model of T and let (p1, ..., pn) be a box type of M . Let
f : Mn −→ M be M -definable and let q := f(p1, ..., pn). Suppose V (pk+1), ..., V (pn) 6= V (q).
Then there is an M -definable map g : Mk −→ M with q = g(p1, ..., pk).

Proof. It is enough to show that q is realized in N := M〈ᾱ〉 for some realization ᾱ
of (p1, ..., pk). Since (p1, ..., pn) is a box type the cuts pk+1, ..., pn have unique extensions
p′k+1, ..., p

′
n on N , respectively. By (2.4), applied to pi and then multiplicatively to p̂i, V (p′i)

lies over V (pi) (i > k). If q is omitted in N , then also q has a unique extension q′ on N
and again, V (q′) lies over V (q). Thus by assumption V (q′) 6= V (p′k+1), ..., V (p′n). By (3.4),
(p′k+1, ..., p

′
n) is a box type and by (5.1), also (p′k+1, ..., p

′
n, q′) is a box type. By (3.4), again,

(p1, ...pn, q) is a box type which contradicts the existence of f . ¤

The second method to produce box types allows to glue box types from cuts with distinct
signatures:
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(5.4) Proposition. Let M be a model of T and let p1, ..., pn, q1, ..., qm, r1, ..., rl be cuts of
M . Suppose
(i) (q1, ..., qm) and (p1, ..., pn) are box types.
(ii) sign ri 6= 0, sign∗ r̂i 6= 0 and V (ri) 6= V (rj) (1 ≤ i 6= j ≤ l).
(iii) sign qi 6= 0 and sign∗ q̂i = 0 (1 ≤ i ≤ m).
(iv) sign pi = 0 (1 ≤ i ≤ n).
Then (r1, ..., rl, q1, ..., qm, p1, ..., pn) is a box type.

Proof. Of course we may assume that ri = V (ri)+ and qi = q̂i. By (5.2), (r1, ..., rl) is a
box type.
Claim 1: (r1, ..., rl, q1) is a box type.

We prove this by induction on l. Note that by (2.13)(ii), if G is a convex subgroup of
(M, +,≤) and sign∗G+ = 0, then G+ is not equivalent to V + if V is a convex valuation
ring of M . In particular we know claim 1 for l = 1. Suppose we know that (r1, ..., rl−1, q1)
is a box type. Let α1, ..., αl−1 be realizations of r1, ..., rl−1. Then q1 and rl are omitted
in M〈α1, ..., αl−1〉. Hence the unique extension q′ of q1 on M〈α1, ..., αl−1〉 has again mul-
tiplicative signature 0. Therefore q′ is not equivalent to the unique extension r′ of rl on
M〈α1, ..., αl−1〉. By (3.4), this shows that (r1, ..., rl, q1) is a box type.
Claim 2: (r1, ..., rl, q1, ..., qm) is a box type.

We prove this by induction on m. The case m = 1 has been done in claim 1. Suppose we
know that (r1, ..., rl, q1, ..., qm−1) is a box type. Let β1, ..., βm−1 be realizations of q1, ..., qm−1

respectively. Then qm and each ri is omitted in M〈β1, ..., βm−1〉. In particular the unique
extension q′ of qm on M〈β1, ..., βm−1〉 has multiplicative signature 0. If r′1, ..., r

′
l denote the

unique extensions of r1, ..., rl on M〈β1, ..., βm−1〉 respectively, then (r′1, ..., r
′
l) is a box type.

By claim 1 we know that (r′1, ..., r
′
l, q

′) is a box type and by (3.4), this gives claim 2.
Claim 3: Suppose G1, ..., Gk are convex subgroups of (M, +,≤) such that (G+

1 , ..., G+
k ) is a

box type. If p is a cut of M with sign p = 0, then (G+
1 , ..., G+

k , p) is a box type.
We prove this by induction on k. If k = 1, this holds true by (2.13)(i). Suppose we

know that (G+
1 , ..., G+

k−1, p) is a box type. Let α1, ..., αk−1 be realizations of G+
1 , ..., G+

k−1

respectively. Then p and G+
k are omitted in M〈α1, ..., αk−1〉, hence the unique extension p′

of p on M〈α1, ..., αk−1〉 has again signature 0. Thus H+ and p′ are not equivalent, where H
denotes the convex hull of Gk in M〈α1, ..., αk−1〉. By (3.4), this proves claim 3.
Proof of the proposition. We prove that (r1, ..., rl, q1, ..., qm, p1, ..., pn) is a box type by in-
duction on n. If n = 1, then we know this from claim 2 and claim 3. Suppose we know that
(r1, ..., rl, q1, ..., qm, p1, ..., pn−1) is a box type. Let α1, ..., αn−1 be realizations of p1, ..., pn−1,
respectively. By assumption, pn has a unique extension p′ on M〈α1, ..., αn−1〉, which is again
of signature 0. Let r′1, ..., r

′
l, q

′
1, ..., q

′
m denote the unique extensions of r1, ..., rl, q1, ..., qm on

M〈α1, ..., αn−1〉 respectively. Then (r′1, ..., r
′
l, q

′
1, ..., q

′
m) is a box type and by claim 3 we

know that (r′1, ..., r
′
l, q

′
1, ..., q

′
m, p′) is a box type. By (3.4) again, this proves the proposition.

¤

6. Heirs of box types

In (4.3) we have seen that (q1, ..., qn) does not need to be an heir of (p1, ..., pn) if qi is an heir
of pi for each i. Our first aim is (6.2), which shows that (q1, ..., qn) is an heir of (p1, ..., pn)
under the additional assumption V (pi) 6= V (pj) (i 6= j).



18 Marcus Tressl

(6.1) Lemma. Let p, p1, ..., pn be n + 1 cuts of M |= T and let N Â M such that none of the
pi is realized in N . Let qi be the unique extension of pi to N . Then for every heir q of p on
N , (q, q1, ..., qn) is an heir of (p, p1, ..., pn).

Proof. Let p̄ be an (n + 1)-type containing p(x0) ∪ p1(x1) ∪ ... ∪ pn(xn). Since q is an
heir of p, a standard compactness argument shows that there is an heir q̄ of p̄ on N which
contains q(x0). Since qi is the unique extension of pi, pi(xi) ⊆ p̄ implies qi(xi) ⊆ q̄. Hence
(q, q1, ..., qn) is an heir of (p, p1, ..., pn). ¤

(6.2) Proposition. Let M be a model of T and let p1, ..., pk be cuts of M with V (pi) 6= V (pj)
(1 ≤ i 6= j ≤ k). For every N Â M and all heirs qi of pi on N (1 ≤ i ≤ k), (q1, ..., qk) is an
heir of (p1, ..., pk).

Proof. Firstly, by (5.2), (p1, ..., pk) is a box type. We prove the proposition by induction
on k. There is nothing to do if k = 1. Assume we have proved the proposition for k cuts;
Let p0, p1, ..., pk ∈ S1(M) with mutually distinct invariance rings, and let qi be an heir of pi

on N (0 ≤ i ≤ k). By (2.6), we have to show the following:

If ᾱ, β̄ ∈ Nk, γ, δ ∈ N and ϕ(u, v, w̄, z̄) is a formula in the language L (M) with (2k + 2)
free variables, such that

γ < q0 < δ, αi < qi < βi (1 ≤ i ≤ k) and N |= ϕ(γ, δ, ᾱ, β̄),

then there are ā, b̄ ∈ Mk, c, d ∈ M such that

c < p0 < d, ai < pi < bi (1 ≤ i ≤ k) and M |= ϕ(c, d, ā, b̄).

We shall assume that δ and γ are realizations of p0. The other cases are easier and can be
treated in a similar way. Let p′i be the restriction of qi to M〈γ〉. Since (p0, p1, ..., pk) is a
box type, p′i is the unique extension of pi on M〈γ〉 for all i ≥ 1. Since q0 is an heir of p0 and
γ < q0, p′0 is the largest extension of p0 on M〈γ〉. In each case we know that V (p′i) lies over
V (pi), in particular V (p′i) 6= V (p′j) (0 ≤ i 6= j ≤ k). By (5.2), (p′0, p

′
1, ..., p

′
k) is again a box

type. For i ≥ 1, the invariance ring of each member of box(pi) is V (pi) again. As γ |= p0

and V (p0) 6= V (pi), (5.1) implies that no member of box(pi) is realized in M〈γ〉. It follows
from (4.4) that qi is an heir of p′i for all i ≥ 1.

Since p′0 is the largest extension of p0 on M〈γ〉 and δ > q0 is a realization of p0, δ
also realizes p′0. Since (p′0, p

′
1, ..., p

′
k) is a box type, p′i is omitted in M〈γ, δ〉 for all i ≥ 1.

Consequently for each i ≥ 1, the invariance ring of the unique extension p′′i of p′i on M〈γ, δ〉
lies over V (p′i), in particular V (p′′i ) 6= V (p′′j ) (1 ≤ i 6= j ≤ k). Moreover, by (5.2), every
cut of M〈γ〉 realized in M〈γ, δ〉 has invariance ring V (p′0). By (4.4), applied to p′i, qi and
M〈γ, δ〉, qi is an heir of p′′i for all i ≥ 1. By the induction hypothesis applied to (p′′1 , ..., p′′k),
(q1, ..., qk) is an heir of (p′′1 , ..., p′′k). Hence there are ρ̄, τ̄ ∈ M〈γ, δ〉k such that

γ < p′′0 < δ, ρi < p′′i < τi (1 ≤ i ≤ k) and N |= ϕ(γ, δ, ρ̄, τ̄),

where p′′0 is the restriction of q0 to M〈γ, δ〉. Since pi is omitted in M〈γ, δ〉 for all i ≥ 1 and
p′′0 is an heir of p0 we may apply (6.1), thus (p′′0 , p′′1 , ..., p′′k) is an heir of (p0, p1, ..., pn). Hence
there are ā, b̄ ∈ Mk, c, d ∈ M as claimed. ¤

(6.3) Corollary. Let Lconvex,l be the language L together with l new unary relation
symbols O^1, ..., O

^
l and let Tconvex,l be the Lconvex,l-theory T together with the statement

that O^1, ..., O
^

l are proper, convex valuation rings such that O^1 $ ... $ O^l.
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Then Tconvex,l is complete. If T is model complete, then Tconvex,l is model complete. If
T has quantifier elimination and a universal system of axioms, then Tconvex,l has quantifier
elimination.

Proof. The completeness of Tconvex,l follows from the quantifier elimination of T df
convex,l,

since this theory has the prime structure (P, (P, ..., P︸ ︷︷ ︸
l-times

)), where P is the prime model of

T df . Model completeness of Tconvex,l follows from (6.2) and the Robinson test for model
completeness, provided T is already model complete.

Now assume T has quantifier elimination and a universal system of axioms. Let M =
(M, V1, ..., Vl) and N = (M, W1, ..., Wl) be models of Tconvex,l and let A = (A,B1, ..., Bl) be
a common substructure of M and N . We prove that M and N are elementary equivalent
over A. This gives quantifier elimination of Tconvex,l. Since T has quantifier elimination
and a universal system of axioms, we know that A ≺ M, N . Let Vl+1 := M, Wl+1 := N
and Bl+1 := A. If Bi 6= Bi+1 for all i ≤ l, then A is a model of Tconvex,l and by model
completeness of this theory we are done.

Otherwise, let i ∈ {1, ..., l} be minimal with Bi = Bi+1 and choose m ∈ M , n ∈ N with
Vi < m ∈ Vi+1 and Wi < n ∈ Wi+1. Then the cut of m over A is the same as the cut of n
over A and there is a unique L -isomorphism ϕ : A〈m〉 −→ A〈n〉 over A mapping m to n.
We claim that ϕ maps A〈m〉 ∩ Vj to A〈n〉 ∩Wj for every j ∈ {1, ..., l + 1}. To see this it is
enough to show that A〈m〉 ∩ Vj is the convex hull of Bj in A〈m〉 if j ≤ i and A〈m〉 ∩ Vj is
the largest convex valuation ring of A〈m〉 lying over Bj if j > i; applying this fact also to
A〈n〉 ∩Wj proves ϕ(A〈m〉 ∩ Vj) = A〈n〉 ∩Wj .

If Bj 6= Bi, then - as m |= B+
i 6∼ B+

j - B+
j is omitted in A〈m〉 and we are done. So

we may assume that Bj = Bi, hence i ≤ j. Since dimA A〈m〉 = 1, there are exactly two
valuation rings of A〈m〉 lying over Bi. By choice of m, one is A〈m〉 ∩ Vi and the other one
is A〈m〉 ∩ Vi+1. Hence if j = i, then A〈m〉 ∩ Vj is the convex hull of Bj and if j > i, then
A〈m〉 ∩ Vj is the largest convex valuation ring of A〈m〉 lying over Bj as claimed.

This shows that ϕ respects the Lconvex,l-structure induced from M ,N on A〈m〉, A〈n〉,
respectively. We now identify A〈m〉 with A〈n〉 via ϕ and repeat the argument above until
we have reached a common substructure S of M and N , which is a model of Tconvex,l,
too. By model completeness we know that M and N are elementary equivalent over S , in
particular M and N are elementary equivalent over A. ¤
We now turn to the main result of this paper (6.6), which allows in principal to detect all
heirs of box types.

(6.4) Definition. If p1, ..., pn, r ∈ S1(M) and f : Mn −→ M is an M -definable map, we
say f(p1, ..., pn) ≤ r if and only if f(q) ≤ r for each q ∈ Sn(M) with projections p1, ..., pn.
We say f(p1, ..., pn) = r if f(p1, ..., pn) ≤ r and f(p1, ..., pn) ≥ r.

(6.5) Remark. Let X denote the set of all n-types q ∈ Sn(M) with projections priq = pi 6∈
M (1 ≤ i ≤ n). Then f(q) ≤ r for all q ∈ X if and only if for each a ∈ M, a > r there is
some open box B =

∏
(ci, di) with ci < pi < di (1 ≤ i ≤ n) such that f(b̄) < a (b̄ ∈ B).

Thus f(p1, ..., pn) = r if and only if the sets 〈convex hullMf(B)〉, where B runs through
the open boxes containing (p1, ..., pn), form a basis for the neighborhood of r in the topology
of S1(M).

Proof. X is the intersection of all 〈B〉, where B runs through the open boxes B =
∏

(ci, di)
with ci < pi < di (1 ≤ i ≤ n). By compactness we get the assertion. ¤
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(6.6) Theorem. (Heirs of box types)
Let M ≺ N be models of T . Let V1, ..., Vl be mutually distinct, proper, convex valuation rings
of M , and let W1, ..., Wl be convex valuation rings of N lying over V1, ..., Vl, respectively.
Let G1, ..., Gm be convex subgroups of (M, +,≤) and let H1, ...,Hm be convex subgroups of
(N, +,≤) with Gi = M ∩Hi (1 ≤ i ≤ m). Furthermore, let p1, ..., pn be cuts of M and let
q1, ..., qn be extensions of p1, ..., pn on N , respectively. The cases n = 0 or m = 0 or l = 0
are not excluded. Suppose the following conditions hold:
(i) sign pi = 0 (1 ≤ i ≤ n) and sign∗G+

i = 0 (1 ≤ i ≤ m).
(ii) (p1, ..., pn) and (G+

1 , ..., G+
m) are box types.

(iii) For each pi, which is not dense there is an M -definable map f : Mm+l −→ M with
f(V +

1 , ..., V +
l , G+

1 , ..., G+
m) = p̂i and f(W+

1 , ...,W+
l ,H+

1 , ..., H+
m) ≤ q̂i.

Observe that this condition is void if n = 0.
(iv) For all i ∈ {1, ..., m} we have V (Gi) ⊆ V (Hi).
(v) For all i ∈ {1, ..., m}, j ∈ {1, ..., l}, if Vj = V (Gi), then Wj ⊆ V (Hi).

Then (W+
1 , ...,W+

l ,H+
1 , ...,H+

m, q1, ..., qn) is an heir of (V +
1 , ..., V +

l , G+
1 , ..., G+

m, p1, ..., pn),
in other words: (M, V1, ..., Vl, G1, ..., Gm, pL

1 , ..., pL
n) is existentially closed in

(N, W1, ...,Wl,H1, ..., Hm, qL
1 , ..., qL

n ).

Before proving this, we give some remarks and explanations of the statement.

(6.7) Remarks.
1. Items (iii), (iv) and (v) formulate conditions, which compare the given sequences of cuts

(V +
1 , ..., V +

l , G+
1 , ..., G+

m, p1, ..., pn) and (W+
1 , ..., W+

l ,H+
1 , ..., H+

m, q1, ..., qn),

whereas (i) and (ii) do not compare these sequences. The comparison is of the form:
“whenever the cuts V +

1 , ..., V +
l , G+

1 , ..., G+
m, p1, ..., pn together with their invari-

ance groups and invariance rings are in a certain configuration, then the cuts
W+

1 , ..., W+
l ,H+

1 , ...,H+
m, q1, ..., qn together with their invariance groups and in-

variance rings are in some other configuration”.
E.g. an instance of (iii) might say: “if G+

1 = p̂1 then H+
1 ≤ q̂1”.

2. Under assumptions (i) and (ii) and if there are M -definable functions fi with

fi(V +
1 , ..., V +

l , G+
1 , ..., G+

m) = p̂i

for every nondense pi, then it is not difficult to see that every heir of

p := (V +
1 , ..., V +

l , G+
1 , ..., G+

m, p1, ..., pn),

in the sense of definition (2.5), must fulfill all requirements of (6.6). Hence Theorem
(6.6) gives a complete characterization of the heirs of p in the sense of definition (2.5).

The determination of the complete types that are heirs of p is not answered by (6.6).
3. Every expansion of M |= T by a finite set C of convex subsets of M is parametrically

interdefinable with an expansion of the form (M,V1, ..., Vl, G1, ..., Gm, pL
1 , ..., pL

n) such
that (V +

1 , ..., V +
l , G+

1 , ..., G+
m, p1, ..., pn) satisfies (i), (ii) of (6.6) and such that there are

functions fi with fi(V +
1 , ..., V +

l , G+
1 , ..., G+

m) = p̂i for every nondense pi. This is proved
in (7.6) below, where the functions fi may also be chosen to be 0-definable.

The remarks above show that the theorem - in principal - characterizes the heirs of a box
type in terms of the location of the invariance groups and the invariance rings of the involved
cuts.
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4. I want to point out that the cases n = 0, m = 0 or l = 0 are a priori not excluded and
we do not demand that each Gi or each Vi is definable in (M, pL

1 , ..., pL
n); in particular,

the invariance group of pi might have nothing to do with any Gj . Furthermore, the cuts
qi may be principal and the groups Hi may have multiplicative signature 6= 0.

Proof of (6.6):
We first prove by induction on m, starting with m = 0, that (M,V1, ..., Vl, G1, ..., Gm) is
existentially closed in (N, W1, ..., Wl,H1, ..., Hm). The case m = 0 holds since by (6.2) we
know that (M, V1, ..., Vl) is existentially closed in (N, W1, ..., Wl). For the induction step we
write G = Gm+1,H = Hm+1. If V (G) is not one of the Vi’s, we add V (G) to the sequence
(V1, ..., Vl) and V (H) to the sequence (W1, ...,Wl). This certainly preserves our assumptions.
Hence we may assume that Vl = V (G). By assumption we have Wl ⊆ V (H).
Claim A. If τ ∈ N is a realization of G+ and K := M〈τ〉, then
(a) (K, W1 ∩K, ...., Wl ∩K, H1 ∩K, ...,Hm ∩K) is existentially closed in

(N, W1, ..., Wl,H1, ..., Hm) and
(b) (M, V1, ..., Vl, G1, ..., Gm, G) is existentially closed in

(K, W1 ∩K, ...., Wl ∩K, H1 ∩K, ...,Hm ∩K, H ∩K).

Proof. Since (V +
1 , ..., V +

l , G+
1 , ..., G+

m, G+) is a box type, (Wi∩K)+ is the unique extension
of V +

i for all i ∈ {1, ..., l} and (Hi ∩ K)+ is the unique extension of G+
i on K for all

i ∈ {1, ..., m}.
(a). Since (Hi ∩K)+ is the unique extension of G+

i on K we get sign∗(Hi ∩K)+ = 0 for all
1 ≤ i ≤ m and since sign∗G+ = 0 and τ |= G+ none of the V (Gi)+ is realized in K = M〈τ〉.
It follows that all items (i)-(v) also hold true for W1 ∩K, ...., Wl ∩K, H1 ∩K, ..., Hm ∩K
and W1, ..., Wl, H1, ..., Hm. Hence we may use the induction hypothesis and get (a).
(b). H+ is an heir of G+ by (2.16)(iii) and our assumption (iv). Hence also (H ∩K)+ is an
heir of G+. Since (V +

1 , ..., V +
l , G+

1 , ..., G+
m, G+) is a box type, item (b) of the claim holds by

(6.1). This finishes the proof of claim A.
In order to prove the assertion we use (2.6):

Let γ, δ ∈ N , ᾱ, β̄ ∈ N l, γ̄, δ̄ ∈ Nm and let ϕ(ū, v̄, x, y, x̄, ȳ) be an L (M)-formula such
that

N |= ϕ(ᾱ, β̄, γ, δ, γ̄, δ̄),
αi < W+

i < βi (1 ≤ i ≤ l),
γj < H+

j < δj (1 ≤ j ≤ m) and
γ < H+ < δ.

We have to find c, d ∈ M , ā, b̄ ∈ M l, c̄, d̄ ∈ Mm such that
M |= ϕ(ā, b̄, c, d, c̄, d̄),

ai < V +
i < bi (1 ≤ i ≤ l),

cj < G+
j < dj (1 ≤ j ≤ m) and

c < G+ < d.
If neither γ nor δ are realizations of G+, then we may remove the condition γ < H+ < δ
from the list and replace ϕ by ϕ ∧ x < m ∧ m′ < y with m,m′ ∈ M , γ < m < G+ <
m′ < δ. From the induction hypothesis we get ā, b̄ ∈ M l, c̄, d̄ ∈ Mm and c, d ∈ M with

M |= ϕ(ā, b̄, c, d, c̄, d̄) ∧ c < m ∧m′ < d,
ai < V +

i < bi (1 ≤ i ≤ l) and
cj < G+

j < dj (1 ≤ j ≤ m).
These elements have the required properties for the initial problem, too.

Hence we may assume that γ or δ realize G+. If δ but not γ realizes G+, then we may
remove the condition γ < H+ from the list and we may replace ϕ by ϕ ∧ x < m for some



22 Marcus Tressl

m ∈ G, γ < m. From part (a) of claim A applied to τ = δ, with K = M〈δ〉 we know
that (K, W1 ∩ K, ...., Wl ∩ K,H1 ∩ K, ..., Hm ∩ K) is existentially closed in (N,W1, ...,Wl,
H1, ...,Hm). Hence we may assume that ᾱ, β̄ ∈ Kl, γ̄, δ̄ ∈ Km. Now we may use part (b) of
claim A to find the required elements in M .

Thus we may assume that γ is a realization of G+. Then β∗ := δ
γ > V (H)+ ≥ W+

l . Let
ψ(ū, v̄, y, x̄, ȳ) be the L (M〈γ〉)-formula ϕ(ū, v̄, γ, y ·γ, x̄, ȳ). Then we have

N |= ψ(ᾱ, β̄, β∗, γ̄, δ̄),
αi < W+

i < βi (1 ≤ i ≤ l),
γj < H+

j < δj (1 ≤ j ≤ m) and
W+

l < β∗.

Let V ′
1 , ..., V ′

l , G′1, ..., G
′
m be the convex hulls of V1, ..., Vl, G1, ..., Gm in M〈γ〉 respectively.

By part (a) of claim A, there are β′ ∈ M〈γ〉, ᾱ′, β̄′ ∈ M〈γ〉l, γ̄′, δ̄′ ∈ M〈γ〉m such that

M〈γ〉 |= ψ(ᾱ′, β̄′, β′, γ̄′, δ̄′),
α′i < V ′

i
+

< β′i (1 ≤ i ≤ l),
γ′j < G′j

+
< δ′j (1 ≤ j ≤ m) and
V ′+

l < β′.

If we take δ′ := γ ·β′, the definition of ψ says

M〈γ〉 |= ϕ(ᾱ′, β̄′, γ, δ′, γ̄′, δ̄′).

Since H+ is an heir of G+, we know from (2.4)(iv) (applied multiplicatively) that H∩M〈γ〉 =
γ ·V ′

l . Consequently V ′+
l < β′ implies γ < (H ∩M〈γ〉)+ < γ ·β′ = δ′.

Thus we have reduced the problem, where N = M〈γ〉 with some realization γ of G+.
Now part (b) of claim A says that (M,V1, ..., Vl, G1, ..., Gm+1) is existentially closed in
(N, W1, ...,Wl,H1, ..., Hm+1). This finishes the proof of the remarks in the case n = 0.

The strategy of the proof of the remarks is similar to the proof just given. In order to
simplify notation in the sequel, we write Gm+i = Vi and Hm+i = Wi (1 ≤ i ≤ l). We prove
the assertion of the remarks by induction on n, where the case n = 0 has been done above;
therefore we assume the assertion for n ≥ 0. We write p = pn+1, q = qn+1.

Claim B. If τ ∈ N is a realization of p and K := M〈τ〉, then
(a) (K, H1 ∩K, .., Hm+l ∩K, qL

1 ∩K, ..., qL
n ∩K) is existentially closed in

(N, H1, ...,Hm+l, q
L
1 , ..., qL

n ) and
(b) (M, G1, ..., Gm+l, p

L
1 , ..., pL

n , pL) is existentially closed in
(K, H1 ∩K, ..., Hm+l ∩K, qL

1 ∩K, ..., qL
n ∩K, qL ∩K).

Proof. Since (G+
1 , ..., G+

m+l, p1, ..., pn, p) is a box type, qi ¹ K is the unique extension of
pi on K for all 1 ≤ i ≤ n. Moreover, as sign p = 0, no edge of a convex subgroup of M is
realized in K.

(a). It follows that sign(qi ¹ K) = 0 for all 1 ≤ i ≤ n, and items (i), (ii), (iv) and (v) also
hold true for H1 ∩K, ..., Hm+l ∩K, q1 ¹ K, ..., qn ¹ K and H1, ..., Hm+l, q1, ..., qn.
If i ∈ {1, ..., n} and fi : Mm+l −→ M is an M -definable map with fi(G+

1 , ..., G+
m+l) = p̂i,

then fi((H1 ∩K)+, ..., (Hm+l ∩K)+) is the unique extension of p̂i on M〈τ〉; hence equal to
̂qi ¹ K, and item (iii) also holds true for H1 ∩K, ..., Hm+l ∩K, q1 ¹ K, ..., qn ¹ K.
This shows that we may use the induction hypothesis to get (a).

(b). By definition (6.4), our assumption (iii) implies that q̂ is an extension of p̂. Since
sign p = 0, we know from (2.16)(ii) that q is an heir of p. Hence also q ¹ K is an heir of p.
Since (G+

1 , ..., G+
m+l, p1, ..., pn, p) is a box type, item (b) of the claim holds by (6.1).
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So we have proved claim B and we use (2.6) again for the proof of the remarks. Let γ, δ ∈ N ,
ᾱ, β̄ ∈ Nm+l, γ̄, δ̄ ∈ Nn and let ϕ(ū, v̄, x, y, x̄, ȳ) be an L (M)-formula such that

N |= ϕ(ᾱ, β̄, γ, δ, γ̄, δ̄),
αi < H+

i < βi (1 ≤ i ≤ m + l),
γj < qj < δj (1 ≤ j ≤ n) and

γ < q < δ.

As in the proof of the case n = 0 we may reduce to the case γ |= p (where we use claim B
instead of claim A). Then we have

β∗ := δ − γ > q̂.

Let G′1, ..., G
′
m+l be the convex hulls of G1, ..., Gm+l in M〈γ〉 respectively and let p′1, ..., p

′
n

be the unique extensions of p1, ..., pn on M〈γ〉 respectively.

Let r be the unique extension of p̂ on M〈γ〉.
Claim C. There are β′′ ∈ M〈γ〉, ᾱ′, β̄′ ∈ M〈γ〉m+l and γ̄′, δ̄′ ∈ M〈γ〉n such that

M〈γ〉 |= ϕ(ᾱ′, β̄′, γ, γ + β′′, γ̄′, δ̄′),
α′i < G′i

+
< β′i (1 ≤ i ≤ m + l),

γ′j < p′j < δ′j (1 ≤ j ≤ n) and
r < β′′.

Suppose we have proved claim C. Since q is an heir of p, we know that q ¹ M〈γ〉 = γ + r
is the largest extension of p on M〈γ〉 (cf. (2.4)(iv)). Consequently r < β′′ implies γ < q ¹
M〈γ〉 < γ + β′′. Therefore we have reduced the situation, where N = M〈γ〉 with some
realization γ of p and part (b) of claim B gives the assertion. It remains to prove claim C.

Case 1: p is dense, hence r = 0+. Let ψ(ū, v̄, x̄, ȳ) be the L (M〈γ〉)-formula

∃y y > 0 ∧ ϕ(ū, v̄, γ, y + γ, x̄, ȳ).

Since N |= ψ(ᾱ, β̄, γ̄, δ̄), part (a) of claim B and the induction hypothesis say that there are
ᾱ′, β̄′ ∈ M〈γ〉m+l and γ̄′, δ̄′ ∈ M〈γ〉n with

M〈γ〉 |= ψ(ᾱ′, β̄′, γ̄′, δ̄′),
α′i < G′i

+
< β′i (1 ≤ i ≤ m + l) and

γ′j < p′j < δ′j (1 ≤ j ≤ n).
Now ψ(ᾱ′, β̄′, γ̄′, δ̄′) expresses that there is some β′′ ∈ M〈γ〉 as required in the claim.

Case 2: p is not dense.
Let f : Mm+l −→ M be an M -definable map with

f(G+
1 , ..., G+

m+l) = p̂ and f(H+
1 , ..., H+

m+l) ≤ q̂.

Since β∗ > q̂, (6.5) says that there are (m + l)-tuples ᾱ∗, β̄∗, such that α∗i < H+
i < β∗i (1 ≤

i ≤ m + l) and such that f < β∗ on
m+l∏
i=1

(α∗i , β
∗
i ). Let ū∗ˆv̄∗ be a new tuple of variables of

length ūˆv̄ and let ψ(ū, v̄, y, x̄, ȳ, ū∗, v̄∗) be the L (M〈γ〉)-formula

ϕ(ū, v̄, γ, y + γ, x̄, ȳ) ∧ ∀w̄ [
m+l∧

i=1

u∗i < wi < v∗i → f(w̄) < y].

Then we have
N |= ψ(ᾱ, β̄, β∗, γ̄, δ̄, ᾱ∗, β̄∗),

αi, α
∗
i < H+

i < βi, β
∗
i (1 ≤ i ≤ m + l) and

γj < qj < δj (1 ≤ j ≤ n).
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Therefore, by part (a) of claim B and the induction hypothesis, there are β′′ ∈ M〈γ〉,
ᾱ′, β̄′, ᾱ∗∗, β̄∗∗ ∈ M〈γ〉m+l, γ̄′, δ̄′ ∈ M〈γ〉n such that

M〈γ〉 |= ψ(ᾱ′, β̄′, β′′, γ̄′, δ̄′, ᾱ∗∗, β̄∗∗),
α′i, α

∗∗
i < G′i

+
< β′i, β

∗∗
i (1 ≤ i ≤ m + l) and

γ′j < p′j < δ′j (1 ≤ j ≤ n).
Now ψ says

M〈γ〉 |= ϕ(ᾱ′, β̄′, γ, γ + β′′, γ̄′, δ̄′)
and f(G′+1 , ..., G′+m+l) < β′′

But f(G′+1 , ..., G′+m+l) is an extension of f(G+
1 , ..., G+

m+l) = p̂, hence equal to the unique
extension r of p̂ on M〈γ〉 and this proves claim C. ¤

We formulate (6.6) in a special case which will be useful in applications later.

(6.8) Corollary. Let M ≺ N be models of T . Let V1, ..., Vl be mutually distinct, proper,
convex valuation rings of M , and let W1, ..., Wl be convex valuation rings of N lying over
V1, ..., Vl respectively. Let G1, ..., Gm be convex subgroups of (M, +,≤) and let H1, ...,Hm be
convex subgroups of (N, +,≤) with Gi = M ∩Hi (1 ≤ i ≤ m). Furthermore, let p1, ..., pn be
cuts of M and let q1, ..., qn be extensions of p1, ..., pn on N , respectively. The cases n = 0
or m = 0 or l = 0 are not excluded. Suppose the following conditions hold:
(i) sign pi = 0 (1 ≤ i ≤ n) and sign∗G+

i = 0 (1 ≤ i ≤ m).
(ii) (p1, ..., pn) and (G+

1 , ..., G+
m) are box types.

(iii) For each pi, which is not dense there is an M -definable map f : Mm+l −→ M with
f(V +

1 , ..., V +
l , G+

1 , ..., G+
m) = p̂i.

(iv) H+
j is a coheir of G+

j and qk is a coheir of pk ( 1 ≤ j ≤ m, 1 ≤ k ≤ n).

Then (M, V1, ..., Vl, G1, ..., Gm, pL
1 , ..., pL

n) is existentially closed in
(N, W1, ..., Wl,H1, ..., Hm, qL

1 , ..., qL
n ).

Proof. We have to show conditions (iii), (iv) and (v) of (6.6). So let pi be not dense and
let f : Mm+l −→ M be M -definable with f(V +

1 , ..., V +
l , G+

1 , ..., G+
m) = p̂i. Since sign pi = 0

and qi is a coheir of pi, we know from (2.4) that q̂i is the largest extension of p̂i on N .
Consequently f(W+

1 , ..., W+
l ,H+

1 , ...,H+
m) ≤ q̂i, as follows immediately from (6.5). Hence

(iii) of (6.6) holds. Similarly for (v) of (6.6): if V (Gi) = Vj , then Wj ⊆ V (Hi), since V (Hi)+

is the largest extension of V (Gi)+ on N . Finally (iv) of (6.6) holds, since H+
i is an heir of

G+
i . ¤

7. Model completeness of exhaustive expansions

By applying Theorem (6.6) and the Robinson test we are looking for model completeness
results for certain convex expansions of a polynomially bounded structure M . These expan-
sions should be
(a) exhaustive, in the sense that every expansion of M by finitely many convex subsets of

M is interdefinable (with parameters) with one such expansion, and
(b) as simple as possible in terms of new symbols that are needed in order to obtain model

completeness.

In particular we only want to introduce names for subsets of M if possible. This concerns
mainly item (iii) in (6.6) and we will narrow the class of functions needed in this condition.
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This is done via a generalization the following consequence of the valuation property (cf.
[vdD-Sp], 9.2).

(7.1) Proposition. ([Tr2], (4.2))
Let G ⊆ M |= T be a convex subgroup and let f : M −→ M be M -definable. Then there are
an exponent λ and a, b ∈ M with f(G+) = a + b·(G+)λ. ¤

(7.2) Proposition. Let G1, ..., Gn,H1, ...,Hk be convex subgroups of (M, +,≤) such that
(G+

1 , ..., G+
n ,H+

1 , ..., H+
k ) is a box type and let p be a cut of M with V (p) 6= V (H1), ..., V (Hk).

If there is an M -definable map f : Mn ×Mk −→ M with p = f(G+
1 , ..., G+

n ,H+
1 , ...,H+

k ),
then there are a, b ∈ M and exponents λ1, ..., λn such that

p = a + b·(G+
1 )λ1 ·...·(G+

n )λn .

Proof. The expression a+b·(G+
1 )λ1·...·(G+

n )λn here denotes the result of applying the function
a + b·xλ1

1 ·...·xλn
n to the box type (G+

1 , ..., G+
n ). Observe that (G+

1 )λ1 ·...·(G+
n )λn is the upper

edge of a convex subgroup of (M, +,≤) if at least one of the λi is non zero; the set of positive
elements of this group is {aλ1

1 ·...·aλn
n | a1, ..., an > 0, λi ≥ 0 ⇒ ai ∈ Gi, λi < 0 ⇒ ai > Gi}.

For the proof we may reindex the Gi, Hj if necessary such that V (Gi) = V (p) for all
i ∈ {1, ..., n}. We write V for this valuation ring. By (5.3), we know that there is an M -
definable map g : Mn −→ M with p = g(G+

1 , ..., G+
n ). By (5.4), sign p 6= 0 and p = a+ b·U+

for some a, b ∈ M and U = G(p). We prove the proposition by induction on n, starting
from n = 1, where we may use (7.1). Since sign p 6= 0 we may assume that p = U+ with
U = G(p). Since V = V (G1) = ... = V (Gn) and (G+

1 , ..., G+
n ) is a box type, there is at most

one i with sign∗G+
i 6= 0 and we may assume that sign∗G+

n = 0. By the induction hypothesis
we may also assume that (G+

1 , ..., G+
n−1, U

+) is a box type and that U+ is omitted in N .
Let α be a realization of G+

n and let N := M〈α〉. Let G′i and U ′ be the convex hulls of Gi,
U , respectively in N (1 ≤ i < n). By (3.4), (G′+1 , ..., G′+n−1) is a box type. Since U+ and G+

i

are omitted in N for all 1 ≤ i < n, g(G+
1 , ..., G+

n ) = U+ implies that g(G′+1 , ..., G′+n−1, α) =
U ′+ and by the induction hypothesis there are exponents λ1, ..., λn−1, not all equal to 0 and
δ, γ ∈ N with U ′+ = δ+γ·(G′+1 )λ1·...·(G′+n−1)

λn−1 . Since U ′ is a convex subgroup of (N, +,≤)
we may assume that δ = 0. If γ ∈ M , then we are done. Hence we may assume that γ
realizes a cut q of M and from the case n = 1 we get a, b ∈ M and an exponent λn 6= 0 such
that q = a + b·(G+

n )λn . It follows

(∗) U+ = [a + b·(G+
n )λn ]·(G+

1 )λ1 ·...·(G+
n−1)

λn−1 .

If a = 0 we are done. Hence we may assume that a 6= 0. Let G be the convex subgroup of
(M, +,≤) with G+ = (G+

1 )λ1·...·(G+
n−1)

λn−1 . Then G+
n 6∼ G+ and by (5.1), V (G) = V again.

Let β be a realization of G+. In order to prove the proposition we show that (a + bαλn)·β
realizes a·G+ or b·(G+

n )λn ·G+ - then by (∗), U+ = a·G+ or U+ = b·(G+
n )λn ·G+, which gives

the assertion.
Claim 1. If there is some c ∈ M with |a|·G+ < c < |b|·(G+

n )λn·G+, then (a+bαλn)·β realizes
the same cut of M as bαλnβ.

Proof. Since bαλnβ realizes the edge of a convex subgroup of (M, +,≤), c is in this
group. Thus bαλnβ − c and bαλnβ + c also realize this edge. Since |a| ·G+ < c we have
bαλnβ − c < (a + bαλn)·β < bαλnβ + c, which implies claim 1.
Claim 2. If there is some c ∈ M with |a|·G+ > c > |b|·(G+

n )λn·G+, then (a+bαλn)·β realizes
the same cut of M as aβ.
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Proof. As in the proof of claim 1 with interchanged roles of aβ and bαλnβ.
By claim 1 and 2 it remains to show
Claim 3. |a|·G+ 6= |b|·(G+

n )λn ·G+.

Proof. Since sign∗G+
n = 0 and α |= G+

n , the upper edge of V = V (Gn) is omitted in
N = M〈α〉. Let W be the convex hull of V in N . Suppose |a| ·G+ = |b| · (G+

n )λn ·G+.
Then |a|·β and |b|·αλn ·β realize the same cut of M , namely |a|·G+. Since G+

n 6∼ G+, the
upper edge of the convex hull G′ of G in N is the unique extension of G+ on N ; hence
V (G′) lies over V (G) = V and V (G′) = W . Moreover, |a|·β and |b|·αλn ·β realize |a|·G′+,
hence αλn |b|

|a| ∈ V (G′)∗ = W ∗ and there are c, d ∈ V ∗, with 0 < c < αλn |b|
|a| < d. But this

means that d
c is not in the multiplicative invariance group of |b|

|a| ·(G+
n )λn , in contradiction

to d
c ∈ V ∗>0 and V = V (Gn) = V ( |b||a| ·(G+

n )λn). This proves claim 3 and the proposition. ¤

(7.3) Definition. An exhaustive extension of T is a theory T ∗ in a language L ∗ such
that
(i) L ∗ is the language L together with new unary predicates

O^1, ..., O
^

l,G1, ...,Gm,D1, ...,Dn for some l,m, n ≥ 0.

(ii) T ∗ is an L ∗-theory extending T which is formed in the following way. There is a
partition N1 ·∪N2 of {1, ..., n} (N1 or N2 may be empty), for each i ∈ N1 an (l + m)-
tuple λi = (λi(1), ..., λi(l + m)) of exponents, and a map σ : {1, ...,m} −→ {1, ..., l},
such that T ∗ says the following about a model (M, V1, ..., Vl, G1, ..., Gm, D1, ..., Dn) :
1. V1, ..., Vl are mutually distinct, proper, convex valuation rings of M , G1, ..., Gm are

convex subgroups of (M, +,≤) and D1, ..., Dn are left options of cuts of M .
2. signD+

i = 0 (1 ≤ i ≤ n) and sign∗G+
i = 0 (1 ≤ i ≤ m).

3. (D+
1 , ..., D+

n ) and (G+
1 , ..., G+

m) are box types.
4. D+

i is a dense cut (i ∈ N2).
5. For each i ∈ N1, D+

i is not dense and

(V +
1 )λi(1) ·...·(V +

l )λi(l) ·(G+
1 )λi(l+1) ·...·(G+

m)λi(l+m) = D̂+
i .

6. For all i ∈ {1, ...,m}, we have Vσi = V (Gi).
(iii) T ∗ is consistent.

The structure (M, V1, ..., Vl, G1, ..., Gm, pL
1 , ..., pL

n) is called an exhaustive expansion of
M . We shall also say that (M, V +

1 , ..., V +
l , G+

1 , ..., G+
m, p1, ..., pn) is an exhaustive expansion

of M .
Observe that indeed 1.-6. are axiomatizable in L ∗. According to (3.2)(i)⇔(ii), the prop-

erty of a tuple (p1, ..., pn) of cuts being a box type in condition 3 can be formulated by the
infinite scheme of sentences which says that for every k < n and for every definable function
f in k variables, with parameters, there is an open box B around (p1, ..., pk) and some z
such that f |B ≤ z < pk+1 or pk+1 < z ≤ f |B .

(7.4) Theorem. If T is model complete then each exhaustive extension of T is model
complete, too.

Proof. Let T ∗ denote the theory in question and let
M∗ := (M, V1, ..., Vl, G1, ..., Gm, p1, ..., pn)
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N∗ := (N, W1, ..., Wl, H1, ..., Hm, q1, ..., qn)
be models of T ∗ with M∗ ⊆ N∗. Then properties (i)-(iii) of (6.6) are fulfilled for the
extension M∗ ⊆ N∗. Since V (Gi) = Vσi and V (Hi) = Wσi by the axioms of T ∗, we also
know (iv) and (v) of (6.6). By (6.6), M∗ is existentially closed in N∗. Hence Robinson’s
test gives us model completeness of T ∗. ¤

(7.5) Corollary. Let M = (M, q1, ..., qk) be exhaustive and let h ∈ {1, ..., k}.
(i) (M, q1, ..., qh) is exhaustive, too.
(ii) Let N := M〈αh+1, ..., αk〉 with realizations αi of qi (h < i ≤ k). Then each qi with

i ≤ h has a unique extension ri on N , (N, r1, ..., rh) is exhaustive and an elementary
extension of (M, q1, ..., qh).

Proof. (i) follows directly from definition (7.3).
(ii). By (5.4), (q1, ..., qk) is a box type, hence each qi with i ≤ h has a unique extension
ri on N and by (2.4), ri has the same signature and the same multiplicative signature as
qi. Moreover, by (3.4), (r1, ..., rh) is a box type, too. This shows that 1-3 of (7.3) also
hold true for (N, r1, ..., rh) and the partition of r1, ..., rh into upper edges of valuation rings,
groups and cuts is inherited from (M, q1, ..., qh). In order to prove (ii) we may use (7.4) and
it is enough to show that conditions 4-6 of (7.3) inherited from (M, q1, ..., qh) also hold for
(N, r1, ..., rh).

Condition 6 holds for (N, r1, ..., rh) and the map σ inherited from (M, q1, ..., qh), since in
the case ri = r̂i, sign∗ ri = 0 we have qi = q̂i, sign∗ qi = 0, hence V (qi)+ is among the
q1, ..., qi−1 and therefore omitted in N .

Condition 4 holds for (N, r1, ..., rh), since ri is dense if and only if qi is dense: this follows
from (2.4), since M is archimedean in N and qi is omitted in N .

Condition 5 of (7.3) holds for (N, r1, ..., rh) and the same vectors of exponents valid for
(M, q1, ..., qh): Let i ∈ {1, ..., h} such that sign qi = 0. By definition (7.3), also sign qi =
... = sign qk = 0. Then by (5.4), no cut of M with signature 6= 0 is realized in N . Hence if
λ is a vector of exponents of length ρ such that q

λ(1)
1 ·...·qλ(ρ)

ρ = q̂i, then r
λ(1)
1 ·...·rλ(ρ)

ρ is the
unique extension of q̂i on N , which is equal to r̂i as ri is the unique extension of qi on N .¤
Next we show that every expansion of a model M of T by convex subsets of M is interde-
finable, using parameters, with some exhaustive expansion of M .

(7.6) Proposition. Let M be a model of T and let q1, ..., qk be nonprincipal cuts of M .
Then there is an exhaustive extension T ∗ of Th(M) and an expansion M∗ of M , such that
M∗ |= T ∗ and such that M∗ and (M, qL

1 , ..., qL
k ) are interdefinable with parameters from M .

The expansion M∗ is formed in the following way:
Let (V1, ..., Vl) be an enumeration of {V (qi) | V (qi) 6= M}. Let (G+

1 , ..., G+
m) be an enu-

meration of a maximal box type in {q̂i | sign∗ q̂i = 0} and let (r1, ..., rn) be an enumeration
of a maximal box type in {qi | sign qi = 0}. Let

I := {i ∈ {1, ..., n} | sign∗ r̂i = 0} and J := {i ∈ {1, ..., n} | ri not dense and sign∗ r̂i 6= 0}.
Then for each i ∈ I there are bi ∈ M, bi > 0 and an m-tuple µi = (µi(1), ..., µi(m)) of
exponents with (G+

1 )µi(1) ·...·(G+
m)µi(m) = bi · r̂i and for each i ∈ J there are bi ∈ M, bi > 0

and εi ∈ {±1} such that bi ·r̂i = (V (ri)+)εi . Define for i ∈ {1, ..., n}: pi := bi ·ri.
Then we take M∗ = (M,V1, ..., Vl, G1, ..., Gm, p1, ..., pn) and T ∗ = Th(M∗).

Proof. If i ∈ I, then by choice of the Gj there is an M -definable map f with r̂i =
f(G+

1 , ..., G+
m). Hence the existence of µi and bi is justified by (7.2). We have to show
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that M∗ is an exhaustive expansion of M . Let N1 = {i ∈ {1, .., n} | pi is not dense},
N2 = {1, ..., n} \N1 and let σ : {1, ..., m} −→ {1, ..., l} be defined by Vσi = V (Gi). For each
i ∈ N1 we define an (l + m)-tuple λi = (λi(1), ..., λi(l + m)) of exponents as follows:
• If i ∈ I, then we take (λi(1), ..., λi(l + m)) = (0, ..., 0, µi(1), ..., µi(m)).
• If i ∈ J , then we take λi(j) = εi for the index j ∈ {1, ..., l} with V (ri) = Vj and λi(s) = 0

for each other s ∈ {1, ..., l + m}.
Since bi·r̂i = b̂i ·ri = p̂i, the choice of the bi implies that all conditions of definition (7.3) are
satisfied for M∗. Hence M∗ is exhaustive and the definition of T ∗ (and L ∗) is the natural
one, which turns M∗ into a model of T ∗.

It is straightforward to check that each qL
i is definable in M∗ with parameters from M ,

hence M∗ has the required properties. ¤

(7.7) Corollary. Let T be model complete and let M |= T .

(a) Let V be the set of all cuts V +, where V is a proper convex valuation ring V of M .
(b) Let G be a set of cuts of the form G+, where G is a convex subgroup of (M, +,≤) with

sign∗G+ = 0, such that G is maximal with the property that any finite sequence in G is
a box type.

(c) Let E0 be a set of cuts of signature 0, such that E0 is maximal with the property that
any finite sequence in E0 is a box type.

(d) For each p ∈ E0 there is a finite tuple q̄ of cuts from V ∪ G and some bp ∈ M so that
bp ·p̂ = f(q̄) with some function f(x̄) =

∏
xλi

i and some exponents λi.
Let E := {bp ·p | p ∈ E0}.

Let D := V ∪G ∪ E. Then

(i) (M, (pL | p ∈ D)) is model complete in the language which extends L and has a unary
predicate for every pL (p ∈ D), and

(ii) every convex subset of M is definable in (M, (pL | p ∈ D)) with parameters.

Proof. By (7.6). ¤

(7.8) Remark. I do not know if the structure M := (M, (pL | p a nonprincipal cut of M))
is model complete in general and I conjecture that it is not. Clearly (7.7) implies that M is
model complete if we add a constant symbol for each element of M .

8. Structure theorems for exhaustive expansions

(8.1) Theorem. Let M := (M, V1, ..., Vl, G1, ..., Gm, pL
1 , ..., pL

n) be an exhaustive expansion
of some T -model M in the language L ∗. Let αi |= V +

i , βi |= G+
i , γi |= pi and let

M ′ := M〈β̄, γ̄〉.

Let Hj be convex subgroups of M ′, such that H+
j is a coheir of G+

j and let qi be a coheir of
pi on M ′ (1 ≤ j ≤ m, 1 ≤ i ≤ n). Let Wi be the convex hull of Vi in M ′ and let

M ′ := (M ′,W1, ..., Wl,H1, ..., Hm, qL
1 , ..., qL

n ).

Then for each r ∈ IN and all sets X ⊆ Mr, 0-definable in M we have:
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(i) If X is defined by the L ∗-formula ϕ(x̄) = ∃ū [ϑ(ū, x̄)∧χ(ū, x̄)], where χ is an L -formula
and ϑ is a quantifier free L ∗-formula, then the set X ′ ⊆ M ′r defined by ϕ(x̄) in M ′

has the property X ′ ∩Mr = X.

(ii) With N := M ′〈ᾱ〉 = M〈ᾱ, β̄, γ̄〉, there is an {ᾱ, β̄, γ̄}-definable set Y ⊆ Nr such that
X = Y ∩Mr.

Proof. We may assume that T = T df has quantifier elimination and a universal system of
axioms in the language L . Then ϕ(x̄) may be replaced by an existential L ∗-formula.

(i). By (6.8), M is existentially closed in M ′. Since ϕ(x̄) is an existential formula, this
implies X ′ ∩Mk = X.

(ii). By (7.4), X is defined by an existential L ∗-formula ϕ(x̄). Take X ′ as in (i). By
(2.4)(iv), we have sign∗H+

j 6= 0 and sign qi 6= 0. Thus H1, ..., Hm and qL
1 , ..., qL

n are definable
in (M ′,W1, ..., Wl) with parameters from {β̄, γ̄}. By (6.3), Th(M ′, W1, ...,Wl) has quantifier
elimination in the language L (O^1, ..., O

^
l), hence X ′ is a boolean combination of sets of the

form
Y ′ := {b̄ ∈ M ′r | ψ(b̄) ∧ f(b̄) ∈ O^i}

where ψ(x̄) is a quantifier free L -formula with parameters from {β̄, γ̄} and f : M ′r −→ M ′

is {β̄, γ̄}-definable. Since αi is a realization of W+
i we get Y ′ = Y ∩M ′r, where

Y := {β̄ ∈ Nr | ψ(β̄) ∧ |f(β̄)| < αi}.
This shows that X ′ is a boolean combination of traces of {ᾱ, β̄, γ̄}-definable subsets Y of
Nr. Consequently, also X is a boolean combination of traces of {ᾱ, β̄, γ̄}-definable subsets
Y of Nr. Since taking traces commutes with all boolean operations we get the assertion. ¤

(8.2) Corollary. Let M |= T and let D1, ..., Dn be left options of cuts of M . Then there
is an elementary extension N of M with dimM N ≤ 3n, such that for all k ∈ IN and each
X ⊆ Mk, definable in (M, D1, ..., Dn) with parameters from M , there is an N -definable set
Y ⊆ Nk with X = Y ∩Mk.

Proof. By (7.6), the sets Di are definable in some exhaustive expansion

(M, V1, ..., Vl, G1, ..., Gm, pL
1 , ..., pL

n′)

of M , with some m, l, n′ ≤ n. Now we may apply (8.1). ¤

(8.3) Remark. The bound 3n in (8.2) is sharp. To see this, take convex valuation rings
V1 $ ... $ Vn $ M of a T -model M and cuts p1, ..., pn of M with sign pi = sign∗ p̂i = 0
and V (pi) = Vi (1 ≤ i ≤ n). This situation can be produced by using (2.15). By (4.2),
each (pi, p̂i, V (pi)+) is a box type. By (5.1), (V (p1)+, ..., V (pn)+, p̂1, ..., p̂n, p1, ..., pn) is a
box type, too. Hence if N is an elementary extension of M of dimension < 3n over M , then
the set V (p1)× ...× V (pn)×G(p1)× ...×G(pn)× pL

1 × ...× pL
n can not be the trace of an

N -definable subset of N3n.

(8.4) Proposition. Let O^1, ..., O
^

l be new unary predicates and let c1, ..., cl be new con-
stants. Let Lconvex,l := L (O^1, ..., O

^
l) and let Tconvex,l be the Lconvex,l-theory as in (6.3).

Let T ∗ be the Lconvex,l(c̄)-theory which extends Tconvex,l and which says in addition that
O^1 < c1 ∈ O^2 < c2 ∈ ... ∈ O^l < cl. If ϕ(x̄, ȳ) is an Lconvex,l(c̄)-formula, then
there are Lconvex,l-formulas ψ1(x̄, ū), ..., ψm(x̄, ū) and ȳ-tuples of 0-definable L -functions
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f̄1(x̄, ū), ..., f̄m(x̄, ū), such that

T ∗ ` [∀x̄ ∃!i ∈ {1, ..., m} ψi(x̄, c̄)] ∧
m∧

i=1

[∀x̄ ψi(x̄, c̄) → ϕ(x̄, f̄i(x̄, c̄))].

Hence “ T ∗ has definable Skolem functions, which are c̄-definable in T on finitely many
T ∗-definable pieces”.

Proof. We may assume that T = T df is model complete and universally axiomatized. Then
T ∗ is model complete and axiomatized by a set of universal L ∗-axioms. In this situation
we may apply Herbrand’s Theorem (cf. [Sho]) which implies that every universal and model
complete theory in a language has definable Skolem functions, which are given by terms in
that language on finitely many definable pieces. ¤

(8.5) Theorem. (Functions, definable in exhaustive expansions)
Let M be an exhaustive expansion of a T -model M in the language L ∗. If f : Mn −→ Mk is
0-definable in M , then there are L ∗-formulas ψ1(x̄), ..., ψm(x̄) and 0-definable L -functions
g1(x̄), ..., gm(x̄), such that

T ∗ ` [∀x̄ ∃!i ∈ {1, ...,m} ψi(x̄)] ∧
m∧

i=1

[∀x̄ ψi(x̄) → f(x̄) = gi(x̄)].

Proof. Let M = (M,V1, ..., Vl, p
L
1 , ..., pL

r ) with convex valuation rings Vi and cuts pi with
sign pi = 0 or pi = p̂i and sign∗ p̂i = 0. We prove the assertion by induction on r. Again we
may assume that T = T df and L = L df .

r = 0. Thus M = (M,V1, ..., Vl) |= Tconvex,l, which is a complete theory. Firstly for every
model N of Tconvex,l and every A ⊆ N , the definable closure of A in N is the definable
closure P of A in N := N ¹ L : otherwise take b ∈ N \P from the definable closure of A in
N , N ′ Â N and elements c1, ..., cl ∈ N ′ with N ′ |= O^1 < c1 ∈ O^2 < c2 ∈ ... ∈ O^l < cl

and dimP 〈b, c1, ..., cl〉 = l + 1; then by (8.4), b ∈ P 〈c1, ..., cl〉, which is impossible.
From this, since f is 0-definable in M and Tconvex,l is complete, a standard compactness

argument shows that there are finitely many Lconvex,l-formulas ψi(x̄) and 0-definable L -
functions g1(x̄), ..., gm(x̄) as desired.

r − 1 → r. Let β be a realization of pr, let V ′
i be the convex hull of Vi in M〈β〉, let p′i

be a coheir of pi on M〈β〉 and let M ′ := (M〈β〉, V ′
1 , ..., V ′

l , p′1
L
, ..., p′r

L). By (6.8), M is
existentially closed in M ′. Let ϑ(x̄, ȳ) be an existential L ∗-formula, which defines the
graph of f . Then

∀x̄, ȳ1, ȳ2 ϑ(x̄, ȳ1) ∧ ϑ(x̄, ȳ2) → ȳ1 = ȳ2

is a universal L ∗-sentence valid in M , thus valid in M ′. Consequently the formula ϑ(x̄, ȳ)
defines over M ′ the graph of a map f0 : Z −→ M〈β〉k, where Z = {δ̄ ∈ M〈β〉n | M ′ |=
∃ȳ ϑ(δ̄, ȳ)}. Again since ϑ is an existential formula, we have Mn ⊆ Z and f0|Mn = f . We
extend f0 to M〈β〉n by f0(δ̄) = 0 if δ̄ 6∈ Z. Since p′r

L is β-definable in

(M〈β〉, V ′
1 , ..., V ′

l , p′1
L
, ..., p′Lr−1),

we can apply the induction hypothesis. Hence there are L ∗-formulas ϕ1(x̄, z), ..., ϕm(x̄, z)
and maps g1, ..., gm : Mn+1 −→ Mk, definable in M without parameters such that

M ′ |= ∀x̄∃!i ∈ {1, ..., m}ϕi(x̄, β) ∧
∧

1≤i≤m

∀x̄ ϕi(x̄, β) → f0(x̄) = gi(x̄, β).
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The set defined by ϕi(x̄, β) in M〈β〉n is a trace of an {ᾱ, γ̄, β}-definable subset of M〈ᾱ, γ̄, β〉,
where αi |= V +

i and γi |= pi (i < r). Hence the intersection of this set with Mn is 0-definable
in M by some L ∗-formula ψi(x̄).

Let N ∈ IN and let C ā
i,1, ..., C

ā
i,N (1 ≤ i ≤ m, ā ∈ Mn) be the connected components of

{b ∈ M | gi(ā, z) is differentiable at b and
∂

∂z
gi(ā, b) = 0}.

Let si,j : Mn −→ M be 0-definable such that for all ā ∈ Mn with C ā
i,j 6= ∅ we have

si,j(ā) ∈ C ā
i,j . Let gi,j(x̄) := gi(x̄, si,j(x̄)) and ψi,j(x̄) := ψi(x̄) ∧ f(x̄) = gi,j(x̄).

Let ā ∈ Mn. Then there is some i such that M |= ψi(ā), which is equivalent to M ′ |=
ϕ(ā, β). We fix such an index i. Since gi(ā, β) = f0(ā) = f(ā) =: b̄ ∈ Mk there are
c, d ∈ M with c < β < d, such that gi(ā, z) = b̄ on (c, d). In particular ∂

∂z gi(ā, z) vanishes in
(c, d). Take j ∈ {1, ..., N} with (c, d) ⊆ C ā

i,j . Then gi(ā, z) is constant on C ā
i,j , which shows

gi,j(ā) = gi(ā, si,j(ā)) = b̄ = f(ā), thus M |= ψi,j(ā). ¤

(8.6) Corollary. If an expansion M of M |= T by convex sets defines a cut, which is
not equivalent to the upper edge of a convex valuation ring, then M does not have definable
Skolem functions.

Proof. By (7.6), we may assume that M is an exhaustive expansion of M . Suppose M
defines a cut p with sign p = 0 or sign∗ p̂ = 0, say sign p = 0. Suppose there is some f with
f(a) < p < a+f(a) for each a > p̂. From (8.5) and weak o-minimality, we know that there is
an M -definable map f with the same property on the right hand side of p̂. But this f must
fulfill f(p̂) = p in contradiction to sign p = 0. The case sign∗ p̂ = 0 is treated similarly. ¤

(8.7) Theorem. (Curve selection lemma)
Let M |= T and let M be an expansion of M by convex subsets of M . If Y ⊆ Mr is definable
in M with parameters from M and y0 ∈ Mr is an accumulation point of Y , then there is a
continuous map f : (0, 1] −→ Y \ {y0}, definable in M with parameters from M , such that

lim
t→0

f(t) = y0.

Proof. By (7.6), we may assume that M = (M, V1, ..., Vl, G1, ..., Gm, pL
1 , ..., pL

n) is an
exhaustive expansion of M in the language L ∗. Moreover we may assume that T = T df

and y0 = 0.
Claim. The theorem holds if no pi is dense.

To see this let ϑ(x̄) be an existential L ∗-formula, with parameters from M , which defines
Y . Take M ′ = M〈β̄, γ̄〉 and

M ′ = (M ′,W1, ..., Wl,H1, ..., Hm, qL
1 , ..., qL

n )

as in (8.1) and let Y ′ be the set defined by ϑ in M ′r. Since M is archimedean in M ′,
0 is an accumulation point of Y ′, too. By (8.4), applied to (M ′,W1, ..., Wl) and weak o-
minimality, there is an M -definable map g = (g1, ..., gr) : M1+m+n −→ Mr, such that for
all α ∈ (0, 1] ⊆ M ′ we have g(α, β̄, γ̄) ∈ Y ′ \ 0 and such that lim

α→0
g(α, β̄, γ̄) = 0. Let µ be

a positive infinitely small element and let N := M ′〈µ〉. Let Ci be the convex hull of Wi

in N , let Ei be the convex hull of Hi in N and let si be an extension of qi on N . Then
the cut si is the unique extension of qi on N and since no pi is dense, (7.4) implies that
N := (N,C1, ..., Cl, E1, ..., Em, s1, ..., sn) is an elementary extension of M ′.
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Let N0 be the restriction of N to N0 := M〈µ〉:

N = M〈β̄, γ̄, µ〉

M ′ = M〈β̄, γ̄〉

∞ llllllllll
N0 = M〈µ〉

∃RRRRRRRRRR

M
∃

SSSSSSSSSSSSS
∞

llllllllllll

Again since no pi is dense, we know that N0 is an elementary extension of M . Moreover, it is
straightforward to check that the requirements of (6.8) are still true for the extension N0 ⊆
N , hence N0 is existentially closed in N . By o-minimality and since M is archimedean in
M ′, there are continuous M -definable maps s1, ..., sr : M −→ M with si(0) = 0, such that
|gi(µ, β̄, γ̄)| < si(µ). By weak o-minimality of M ′ we have N |= ϑ(g(µ, β̄, γ̄))∧g(µ, β̄, γ̄) 6= 0.
Since N0 is existentially closed in N and ϑ is an existential formula, there is an M -definable
map h : M −→ Mm+n, such that

N0 |=
∧

1≤i≤r

|gi(µ, h(µ))| < si(µ) ∧ ϑ(g(µ, h(µ))) ∧ g(µ, h(µ)) 6= 0.

Let fi(x) := gi(x, h(x)) and f := (f1, ..., fr). By weak o-minimality of M and since M ≺ N0,
there is some ε ∈ M, ε > 0, such that |fi(x)| ≤ si(x), M |= ϑ(f(x)) and f(x) 6= 0 for all
x ∈ (0, ε). Since all si are continuous with si(0) = 0, the function f has the desired properties
on the interval (0, ε). This finishes the proof of the claim.

For the general case we may assume that (p1, ..., pn0) is an enumeration of the dense
types among the p1, ..., pn. Let µ be an infinitesimal element over M and let ν be an
infinitesimal element over M〈µ〉. The structures M〈µ〉,M〈ν〉 and M〈µ, ν〉 can be expanded
in a unique way to L ∗-structures which have M as a substructure and interpret the O^i

as convex valuation rings, the Gi as convex subgroups and the Di as left options of cuts.
We denote these structures by Mµ, Mν and Mµ,ν in the sequel. If i ∈ {1, ..., n0}, then the
invariance group of the unique extension pi,µ of pi on M〈µ〉 is the set of M -infinitesimal
elements of M〈µ〉. Similar for the unique extensions pi,ν and pi,µ,ν on M〈ν〉, M〈µ, ν〉,
respectively. Consequently if Wµ,Wν and Wµ,ν denote the convex hulls of M in M〈µ〉, M〈ν〉
and M〈µ, ν〉 respectively, then Wµ = V (pi,µ), Wν = V (pi,ν) and Wµ,ν = V (pi,µ,ν) for each
i ∈ {1, ..., n0}. It is straightforward to check that (Mµ,Wµ), (Mν ,Wν) and (Mµ,ν ,Wµ,ν)
are exhaustive expansions of M〈µ〉,M〈ν〉 and M〈µ, ν〉 respectively. Moreover, by (7.4), we
have (Mµ, Wµ), (Mν ,Wν) ≺ (Mµ,ν ,Wµ,ν). Now in the list of cuts of signature 0, named in
the exhaustive expansion (Mµ,Wµ), there is no dense cut anymore. By the claim, there is
an M -definable map g : M2 −→ Mr, such that

(Mµ,Wµ) |= lim
x→0

g(x, µ) = 0 ∧ ∀x ∈ (0, 1) ϑ(g(x, µ)) ∧ g(x, µ) 6= 0.

Thus (Mµ,ν , Wµ,ν) |= g(ν, µ) = 0∧ ϑ(g(ν, µ))∧ g(ν, µ) 6= 0. Now we proceed as in the proof
of the claim: Since M〈ν〉 is archimedean in M〈µ, ν〉 there are continuous M -definable maps
s1, ..., sr : M −→ M with si(0) = 0, such that |gi(ν, µ)| < si(ν). There is an M -definable
map h : M −→ M , such that

(Mν , Wν) |=
∧

1≤i≤r

|gi(ν, h(ν))| < si(ν) ∧ ϑ(g(ν, h(ν))) ∧ g(ν, h(ν)) 6= 0.

Since ϑ is an L ∗-formula we also know that Mν satisfies this sentence. Let fi(x) :=
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gi(x, h(x)) and f := (f1, ..., fr). Since M is existentially closed in Mν the map f has the
desired properties. ¤

We conclude with a description of cuts, definable in exhaustive expansions. Recall that
by (7.6), every expansion of a T -model M by a finite set of convex subsets of the line is
interdefinable with some exhaustive expansion of M .

(8.8) Theorem. Let M = (M, V1, ..., Vl, G1, ..., Gm, pL
1 , ..., pL

n) be an exhaustive expansion
of a T -model M and let r be a nonprincipal cut of M such that rL is definable in M with
parameters.

(a) sign r = 0 if and only if there is an M -definable map f : Mn −→ M such that r =
f(p1, ..., pn).

(b) sign r 6= 0 and sign∗ r̂ = 0 if and only if there are a, b ∈ M and exponents λ1, ..., λm such
that r = a + b·(G+

1 )λ1 ·...·(G+
m)λn .

(c) sign r 6= 0 and sign∗ r̂ 6= 0 if and only if for some i ∈ {1, ..., l} there are a, b ∈ M such
that a + b · V +

i = r or a + b ·m+
Vi

= r.

Proof. The implications ⇐ in (a) and (b) hold by (5.4). The implication ⇐ in (c) is
obvious. In order to prove the converse implications in (a), (b) and (c) we do an induction
on k := l + m + n. We may assume that T = T df is universally axiomatized with quantifier
elimination.

k = l. Hence M = (M, V1, ..., Vl). Suppose rL is definable in M with parameters. Since
Tconvex,l has quantifier elimination by (6.3) and T = T df , rL is a boolean combination of sets
of the form {f ∈ Vi} or {f ≥ 0}, where f : M −→ M is M -definable. By weak o-minimality,
this is only possible if r is an edge of one of these sets. But then rL is already definable in
(M, Vi) for some i ∈ {1, ..., l} and we get the theorem from (2.12).

k → k + 1, k ≥ l. Let k + 1 = l + m + n > l. Suppose one of the conditions (a)-(c) does not
hold. Then (7.2) together with (5.4) implies that (V +

1 , ..., V +
l , G+

1 , ..., G+
m, p1, ..., pn, r) is a

box type. By model completeness of exhaustive expansions (cf. (7.4)) there is an existential
L (O^1, ..., O

^
l,G1, ...,Gm,D1, ...,Dn)-formula ψ(x) with parameters from M , such that rL is

defined by ψ(x) in M . We write

(q1, ..., qk, q) = (V +
1 , ..., V +

l , G+
1 , ..., G+

m, p1, ..., pn).

Let α be a realization of q and let N := M〈α〉. Let q′1, ..., q
′
k, r′ be the unique extensions of

q1, ..., qk, r on N , respectively and let q′ be a coheir of q on N . Let N := (N, q′L1 , ..., q′Lk , q′L).
Since M is exhaustive, (6.8) says that M is existentially closed in N . Since ψ is an
existential formula, the set defined by ψ in N intersects M in rL. Hence the upper edge of
this set is r′, i.e. r′L is definable in N .

Since k ≥ l and M is exhaustive, either k ≥ l + m and sign q = 0 or k < l + m and q = q̂,
sign∗ q̂ = 0. It follows k ≥ l + m and sign q′ 6= 0 (by (2.4)), or k < l + m and q′ = q̂′,
sign∗ q̂′ 6= 0 (by (2.4) applied multiplicatively). Thus k ≥ l + m and q′L is definable in
(N, G(q′)) or k < l + m and q′L is definable in (N, V (q′)). Let N0 := (N, q′L1 , ..., q′Lk ). Since
M is exhaustive, we have k ≥ l + m and G(q′) is definable in N0 or k < l + m and V (q′) is
definable in N0; the argument is the same as at the end of the proof of (7.5). In each case
it follows that q′L is definable in N0 with parameters.

Since r′L is definable in N it follows that r′L is definable in N0 with parameters. By
(7.5), N0 is exhaustive and from the induction hypothesis we get that (q′1, ..., q

′
k, r′) is not a

box type. This contradicts (3.4) and our assumption that (q1, ..., qk, r, q) is a box type. ¤
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(8.9) Corollary. If p, q are nonprincipal cuts of a T -model M and qL is definable in
(M, pL), then q ∼ p, q ∼ p̂ or q ∼ V (p)+.

Proof. By (7.6) and (8.8). ¤
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