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ABSTRACT

This thesis explores the use of capacitance measurements made between electrodes
embedded in or around a display surface, to detect the position, orientation and shape
of hands and fingers. This is of interest for unobtrusive 3D gesture input for interactive
displays, so called touch-less interaction. The hand is assumed to be grounded.

The forward problem is solved using Green’s theorem and an appropriate Green’s
function. This leads to an operator factorisation for the forward Dirichlet to Neumann
map ΛD : L2(∂H) → L2(∂H). The foward map is demonstrated to be compact,
injective and depends uniquely on the object. An alternative factorisation based on
double layer potentials and involving a Fredholm equation of the second kind is also
presented. These operator expressions are used in numerical calculations in two and
three space dimensions using the Boundary Element Method for discretization.

Four methods are presented for the solution of the inverse problem of recovering
the object from a measured forward map. The first uses modified Gauss-Newton op-
timization. The method is successful if the degrees of freedom are limited to object
position, size and orientation, but is unpractical for shape reconstruction.

The second method recovers the zero potential contour of a solution to Laplace’s
equation from Cauchy data on part of the boundary of a domain. An algorithm is used
where at each iteration there is an approximation ∂Dk to ∂D on which approximate
Cauchy data are calculated by solving a Tikhonov regularised linear system. This
data is used to modify ∂Dk by extrapolation towards the zero-surface giving the next
approximation ∂Dk+1.

In the third method the problem is solved with the so-called Factorisation Method.
A test function gz is used to characterise points z ∈ D ⇐⇒ gz ∈ R(Λ

1/2
D ). Implicit

regularisation due to the finite aperture of the measurement electrode results in a level
set P (z) that is finite and differentiable everywhere. The level representing the object
∂D is found through minimization of the cost function.

The fourth method uses a monotonicity property of the forward map to test if
a probe object is contained within the unknown object. For an infinitesimal probe
object and finite aperture measurements the method is shown to be identical to the
factorisation method.

The thesis closes with conclusions on the relative merits of these methods.
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PREFACE

“Is it possible, using capacitance measurements with electrodes around the edge of

display, to detect the location, orientation and shape of one or more hands or fingers?”

Put simply; “Can we give displays ‘eyes’ with which to see, in particular see in 3D?”

The question arose as part of my work on 3D displays and interactive displays. At

Philips Research we had developed some empirical methods for simple object detection,

but it was important to know if mathematics in general, and the magic of inverse

problem theory in particular, could provide better answers.

Bill Lionheart at Manchester combined expertise and enthusiasm in this area and

initially we tried to set up a collaboration as part of a European project, but this

unfortunately failed. We then thought that a good way to work together was under

the banner of an external PhD. Rather than wait for this or that grant, we could start

immediately and there were obvious benefits to both organisations. There also was a

personal motivation. Both my physics education at the university of Utrecht and my

work at Philips Research had involved substantial amounts of mathematics, but here

was a chance to understand, use and ‘do’ mathematics at a much more sophisticated

level.

The maths, the research, the papers and also the writing of this thesis itself have

been fantastic experiences. Not least because we have come up with answers, but

also because at every stage the standard of the intellectual challenge was raised. I am

grateful to Bill for guiding and coaching me through this process so skilfully.

I am indebted for the support and encouragement of a large number of people

who have helped me in getting this thesis written. There is however one person who

deserves special mention and that is my wife Fran. She has not only rewarded me with

her support and admiration, but she has also put up with a distracted husband and

taken the strain of running a large family while I was shut away during many evenings

and weekends.
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1. INTERACTIVE DISPLAYS AND CROSS CAPACITANCE

SENSING

1.1 Introduction

Electronic information displays are everywhere. Even if once the word ‘display’ was

synonymous with ‘TV’, the word is now used in the context of phones, computers and

even clothes[1], and this spectrum is certain to spread. Displays will appear in every

aspect of our lives. In almost every case we want to interact with the content shown

on the screen; we’d like to run our thumb over the display of our mobile phone, we

will want to draw characters with our fingers in the space in front of the screen. In the

kitchen, or bathroom, we’d like to control the channels on the screen without getting

dirty finger marks on the screen. The interaction paradigm will not be just one mouse

pointer, but encompass two hands, ten fingers and gestures.

Existing interaction techniques such as keyboard, mouse, joystick, touch screen,

data gloves or camera-based gesture recognition are too awkward, limited or expensive

to be used by different people across a large range of applications. An attractive

alternative is to use weak electric fields around the display to sense finger and hand

movements. The central ‘thesis’ is that it is possible to extract the position, size,

orientation and shape information from capacitance measurements made in the plane of

the display. Section 1.2 details the contribution that this thesis makes toward achieving

this goal.

It is important to place the possibilities of capacitance based interaction in the

context of other interaction technologies that have been developed and section 1.3 of

this introductory chapter presents a selection of these. The chapter then presents a

superficial description of the capacitance measurements of interest in this thesis and

discusses a number of hardware demonstrations that have been made or are under

development. A mathematically rigorous description of the electrostatics is presented
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later in chapter 3. This introductory chapter proceeds with a brief review of other

applications in which capacitance or impedance measurements are used. It is interesting

to note that our ambition to provide a display with electrostatic eyes to ‘see’, is a

direct analogy to the way some types of fish use electric fields to ‘see’ in dark and

muddy water[2, 3]. The last section of this chapter therefore presents a brief review of

electroreception in biology.

1.2 The Contribution of this Work

This thesis presents a comprehensive analysis of the forward problem, four different

methods for solving the inverse problem and a numerical implementation of the for-

ward and inverse solutions. A superficial solution to the forward problem had been

presented by others[4] and the basic electrostatics of a transmitter in a ground plane is

undergraduate electrostatics[5, 6]. However, the derivation of an explicit expression for

the capacitive coupling between electrodes is, if not novel, at least useful. Calculating

the change in this coupling in response to the introduction of a grounded object; the

forward map and the operator factorisation of the forward map, had not been done

before for the situation of an unbounded domain. The demonstration that this forward

map is compact and has a monotonicity property (theorems 3.8 and 3.11) is new.

The thesis presents four approaches to solving the inverse problem of varying de-

grees of novelty. We show through numerical simulation experiments that the choice

of optimum algorithm depends on the trade-off between required detail, the amount

of measurement data, the noise in that data, and, of course, speed. The shape fit-

ting approach described in chapter 5 does not provide new mathematical results but is

worthwhile to present and evaluate because it represents a basic way of attacking any

inverse problem. It is also practically useful for finding the initial guess and some deter-

mination of orientation. We show however that the method fails at meaningful shape

reconstruction and this demonstrates the requirement for more sophisticated methods

to solve the inverse problem. In the second and third inversion methods we apply

and extend techniques developed for inverse acoustic and electromagnetic scattering

to the situation here. Iterative reconstruction methods based on analytic continuation

are common in inverse problems and we have developed one for the situation here in

chapter 6. Methods like this are heavily dependent on regularisation and we study
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the regularisation for the limited aperture and noise in this case. The Factorisation

Method of chapter 7 is used here for the first time on an unbounded domain and a

test function suitable for a Dirichlet to Neumann map rather than the scattering far

field data or an electrostatic Neumann to Dirichlet map on a bounded domain. The

chapter also makes a contribution to the understanding of the implicit regularisation

in the Factorisation Method and the link with the Linear Sampling Method. The final

method in chapter 8 presents a new adaptation of a method developed for Electrical

Resistance Tomography by taking advantage of the monotonicity property of the for-

ward map. A link is demonstrated between these independently developed methods

by demonstrating that under certain circumstances the Factorisation Method and the

Monotonicity Method can be regarded as equivalent.

1.3 Interaction Technologies

The functional advantage of an intuitive interaction system that responds to com-

mands as well as humans do, was put succinctly by Bolt in the title of his paper

‘Put-That-There Voice and Gesture at the Graphics Interface’[7]. The desire to cre-

ate a system that combines contextual information (knowing what ‘that’ refers to)

with gesture (where ‘there’ is) and an apparently unambiguous voice command, has

remained strong in interactivity research directed at a wide variety to applications

ranging from information kiosks, consumer electronics and medical systems. Separate

research fields exists around the different components of this central question including

voice recognition, context awareness and gesture recognition.

A number of technologies have been investigated for gesture recognition. Conven-

tional touch screens, made of resistive or capacitive pads[8], are ubiquitous but are

limited by the fact that they can only sense one finger position at the time. More

interesting are systems that can detect multiple fingers or hands. This can be done

for instance with an X-Y grid of wires and monitoring the capacitance at each cross

over between the wires. Rekimoto[9] in particular has made some interesting demon-

strations. Han[10] uses a glass plate in which total internal reflection is frustrated at a

touch point to achieve multi finger touch input. At each touch point light is coupled out

at the rear side and detected with a simple camera system. The demonstration movie
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Fig. 1.1: Cross Capacitance Sensing

on the web is worth watching1. The detection of multiple hands and fingers extends

to environments in which multiple users interact with a graphical display creating a

social experience[9, 11, 12]. Although they are interesting platforms to demonstrate

new methods to interact with computer graphics, these methods have not led to actual

new products. This may be because the usefulness of multi-finger input is limited, but

it may also be because the systems are physically too large, expensive and cumbersome

for wide scale adoption.

Some gesture recognition technologies, particularly the electric field sensing tech-

nology that this thesis is concerned with, have been suggested to take the interaction

away from the graphical user interface itself. An interesting example in this respect

is a “Finger-Joint Gesture keypad”[13] in which it is proposed that the palm of the

hand itself becomes the (imagined) interaction pad. The practical implementation of

this simple, but challenging idea probably awaits substantial future improvements in

both sensing technology and theory. Continuing down in scale, from displays to hands

and then down to fingerprints, there have been suggestions to merge fingerprint sens-

ing and interaction with some innovative technologies proposed, for instance NASA’s

capaciflextor[14] and different finger print sensor technologies[15, 16].

Because human beings have a strong visual bias, camera based gesture recogni-

tion has been investigated by many groups, in particular because, as web cams, cam-

era capture systems have recently become low cost. A recent example is the visual

Touchpad[17, 18] from the university of Toronto, which uses algorithms that go back

to Segen[19]. It is worthwhile to note that the finger tip detection is made straightfor-

ward in this case by creating an artificially high contrast ratio by insisting on a uniform

1 http://mrl.nyu.edu/ jhan/ftirtouch/multitouchreel.mpg
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background. Indeed the point has been made[19] that the challenge in machine vision

is not the recognition of the object itself, but its dissociation from the background.

There has been little success in developing algorithms that are independent of assump-

tions about the background. One approach is to make the object highly distinct from

that background, for instance through wearing special suits with reflective markers, as

is common for motion capture in the film industry[20], or by placing reflecting dots

on key joints[21]. These solutions are robust but have obvious limitations in a general

purpose consumer setting. An alternative is to control the infra-red lighting of a scene

or by using two or more cameras to create a confocal plane where hands are detected

for interaction while the background is blurred out[22].

1.4 Cross Capacitance Sensing

The simplest form of capacitance sensing is one in which just one electrode is used,

while the other half of the two plate capacitor is formed by the object that is being

sensed. The electronics measures the amount of charge that is required to bring the

single electrode to a fixed voltage. This capacitive load increases as the object comes

in closer, thus providing a proximity sensor. This method is used for buttons[23],

fingerprint sensors[24] and foot sensors[25]. It is available in cars to asess the size of

a person occupying a seat[26, 27] to adjust the response of the airbags and there have

been attempts at 3D profile sensing[28].

This thesis is concerned with a cross capacitance sensing (CCS) technique in which

not the load capacitance of an electrode is measured, but the change in capacitance

between two electrodes as the object approaches. Figure 1.1 shows a simple combina-

tion of two electrodes forming a capacitor, with a capacitive current flowing between

them. A simplified description of the way cross capacitance works is that if a hand

is placed near the electrodes, some of the field lines will be terminated on the hand

and the current will decrease[29]. A measurable effect can be obtained in which the

spatial range is roughly equivalent to the separation between the electrodes. The idea

of sensing capacitance between electrodes is certainly not new, with some references

going back to the work by Blumlein on capacitance sensing between two electrodes

for aircraft altimeters during the second World War[30], described in more detail by

McLeod et al[31]. Electric field sensing has also been used in works of art[32] and has
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Receiver Response

recently become available in integrated chip format[33].

To measure the response of a single transmitter-receiver pair, two electrodes were

placed on a table at 25cm separation[34]. As a hand phantom an upright metal plate

of 5cm (wide) x 10cm (height) connected to ground was used. The hand phantom was

moved across the table on a line (the r-axis) perpendicular to the axis between the T/R

pair (the z-axis), crossing the axis midway between the electrodes (z = 0). Figure 1.2

shows the normalized response curve. The horizontal axis is the normalized r position

with respect to the transmitter-receiver separation. The response on the vertical axis is

normalized with respect to minimum and maximum signal strengths. Measuring curves

at different T-R separations or at different z-values yields similar curves if plotted in

this way. A good fit for the normalized response curve for an electrode pair is given by

a Lorentzian curve of the form

S(ρ) =
w

4ρ+ w
, (1.1)

in which w is the full width at half height. A typical value for w is 1 and this can be

demonstrated to derive from a simple electrostatic model[34].

Although there have been some concerns about the effects of electric fields on

humans[35], the relatively low voltage and frequencies (10V, 100kHz) used induce cur-

rents that are so small (< 10−15A) that they are unlikely to cause problems.
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Arrays of multiple electrodes offer rich possibilities for object and gesture recog-

nition. For instance, n transmitters and m receivers arranged around the edge of a

display will contain nm electrode pairs at many different separations. These measure-

ments are performed at a frequency of f = 100kHz. At this frequency the impedance

of the human body is relatively low, approximately 50kΩ, smaller than the capacitive

coupling between hand and electrodes, estimated at 20aF , or 1/2πf C= 80MΩ. The

body can be regarded as connected to ground through the capacitance of the shoes,

which, using the permitivity of PVC, can be estimated at 310 nF, much larger than the

above mentioned coupling between hand and electrodes and a much smaller impedance

at 100kHz than the body impedance.

At 100kHz the wavelength in air is c/f =3km, much longer than the typical dimen-

sion of the transmitter-receiver distance or the display-user distance. The analysis can

therefore be performed in the near field limit of an electrostatic formulation[29]. More-

over, commercial LCD screens typically carry a transparent indium tin oxide (ITO)

electrode on the glass substrate closest to the observer which is either grounded or

carries low frequency, low impedance signals. The display is therefore regarded as a

ground plane with known voltage distribution.

The physics of the cross capacitance sensing allows us therefore to formulate the

cross capacitance sensing as a boundary value problem for the Laplace equation in the

(half) space surrounding the hand above the display. The boundary value on the plane

(display) is given by the known potential (that is the amplitude of the 100kHz AC

signal on the transmitter electrodes) and the boundary value on the hand is zero. The

boundary value problem has to be solved to find the normal derivative of the potential,

or field, on the ground plane which, on the ground plane, is directly proportional to

the capacitance or current amplitude measured at the receiver electrodes. A formal

definition of the problem and solution is given in chapter 3.

The unique opportunity provided by this sensing modality lies in the combination

of these features: 1) The technique is compatible with active matrix technology. It

can therefore be integrated into the glass of the display itself, thus providing a very

cost-effective way of implementing arrays of many sensors. 2) The sensors can be

arranged around the edge of the display and there is therefore no degradation of display

performance as with many conventional interaction techniques. 3) The 3D sensitivity

creates a 3D interaction space that extends beyond the 2D display and is capable of
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Fig. 1.3: Interactive display
demonstration sys-
tem

detecting multiple objects (hands, fingers) simultaneously.

1.5 Hand Mouse System

To test the capabilities of cross capacitance sensing we have used conventional elec-

tronics to build a demonstration system of two transmitter electrodes and two receiver

electrodes arranged around the edge of an 18” LCD display. Figure 2 shows the system.

The display is housed in a stainless steel box to provide additional shielding against

electronic noise from the display and the electrodes are placed slightly proud of the

display plane to maximize the signals. The transmit electrodes located in the top left

and bottom right corners carry 3V pkpk, 100kHz signal. The receive electrodes, lo-

cated in the top right and bottom left corners, carry current amplifiers connected to

the data collection box in the foreground. This box contains signal generation circuitry,

analogue phase sensitive lock-in amplifiers, and a Microchip PIC16C77 controller for

data management and communication to the computer host.
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The computer runs a background program to convert the sensor readings into x,y

and z information and positions the cursor appropriately on the screen[34]. As an

additional interface feature an image of a hand is drawn around the cursor to aid the

intuitive understanding of the mouse control. The size of the hand image depends on

the distance to the screen; the further the user’s hand is from the screen, the larger

the image, reflecting an increasingly imprecise relationship between hand position and

screen coordinates as the hand moves away. At a critical distance of about 30cm, the

hand image disappears altogether indicating that the touchless sensing is no longer

active, and the cursor remains static.

During interaction, when the hand approaches an icon, the icon size changes in-

versely with the distance between hand and screen. Zooming screen icons like this has

been shown to increase interaction efficiency[36]. Activation (‘single’ or ‘double click-

ing’) is achieved by holding the hand/cursor over an icon for 2 seconds and termination

(‘ESC’, ‘EXIT’ or ‘ALT+F4’) through a quick swiping movement across the display.

The command translation, i.e. whether for example there is something to activate and

whether activation is a single or double click, is done on a context and application

aware basis. This simple interface allows the user to perform tasks like opening and

closing applications, Internet browsing and turning off the computer. More complex

tasks are performed with a standard mouse, which functions alongside the touchless

interaction.

The results of this demonstration system were very encouraging. The unique op-

portunity provided by this sensing modality lies in the combination of these features:

1) The technique is compatible with active matrix technology. It can therefore be in-

tegrated into the glass of the display itself, thus providing a very cost-effective way of

implementing arrays of many sensors. 2) Because the sensors can be arranged around

the edge of the display there is no degradation of display performance as there is

with many conventional interaction techniques. 3) The 3D sensitivity creates a 3D-

interaction space that extends beyond the 2D display and is capable of detecting mul-

tiple objects (hands, fingers) simultaneously. Touchless, 3D interaction becomes even

more interesting when considering future autostereoscopic (no glasses) 3D displays[37].

With conventional touchscreens, objects like push buttons have to be touched at the

display screen itself, even if the 3D display shows them floating in front of the display

screen. Touchless 3D interaction modalities like the one discussed here would allow
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Fig. 1.4: Fingermouse exper-
imental system for
touchless interaction

user to see 3D and interact in 3D.

1.6 Multiple Electrode Systems

The capability of the hand mouse system mimicked the capabilities of the conventional

mouse complemented by the z-axis detection for activation and zoom. To explore the

future potential of the technology we are interested in arrays of multiple electrodes,

which would offer possibilities for object and gesture recognition. For instance, n trans-

mitters and n receivers arranged around the edge of a display will contain n2 electrode

pairs at many different separations. With sophisticated algorithms allowing the de-

tection of individual fingers and gestures, these systems would create the promised

interaction capability that goes beyond current mouse or touchscreen devices.

A demonstration system based on a digital design that is both more robust and

suitable for integration in monolithic silicon or on glass has been made as the next step.

The hardware platform is illustrated in figure 1.4. It consists of two parts, a system

board, carrying FPGA, microprocessor, A/D converters, MUX and level shifters is

located towards the left in figure 1.4. A sensor board on the right carries the electrode

pads, 16 transmitters and 16 receivers together with the basic receiver circuits. A small

4” display is located inside the window of the sensor board.

A larger display system based on the same hardware platform is illustrated in figure

1.5. In this case there are 14 transmitters and 8 receivers hidden behind the edge face

panel of the display. As demonstrated in the figure, the system is capable of object
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Fig. 1.5: 14 Transmitter and 8 Receiver system, demonstating A) Object orientation using
the method of chapter 5 and B) and C) showing the Factorisation Method of chapter
7
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orientation detection (figure 1.5A) and detection of multiple objects using the method

discussed in chapter 7 (figure 1.5B and 1.5C).

1.7 Impedance Tomography

Whereas this thesis concentrates on electrical measurements for interactive displays,

there are many different sensor applications in which resistance, capacitance or more

general impedance measurements, are made. Electrical Impedance Tomography (EIT)

aims to image organs inside the body[38, 39]. The potential between different electrodes

is measured as an electric current is set up between a drive and sink electrode. Using

equipotential lines calculated assuming a uniform body, local variations in resistivity

can be detected and reconstructed[40]. The technique is used in a number of medical

applications[41, 42, 43], particularly the monitoring of lung function[44, 45, 46], heart

function and blood flow[47, 48], abdominal bleeding[49], breast cancer[50] and even

deep vein thrombosis[51]. The mathematical formulation of the problem is due to

Alberto Calderón[52], although it is very similar to the much older Electrical Resistance

Tomography (ERT) which has been used in geophysics and archeology since the 1930s.

A grid of electrodes is laid out or moved over the surface and the resistance between

them measured[53]. Measurements further into the earth’s crust are made by sinking

bore holes in the ground and measuring currents between them. ERT is useful in

mineral prospecting[54], ground water flow, detection of leaks in underground storage

tanks[55], environmental cleaning[56] as well as industrial applications like corrosion

detection[57]. It was in ERT that some of the early mathematical techniques for

inversion of ill-posed problems found first application. In particular, A N Tikhonov

the ‘father of regularisation’ applied his mathematical skill to the finding of copper

deposits[58].

Electrical Capacitance Tomography[59] is a further variation on this theme used

mainly in engineering process control. It measures the capacitance between points, but

seeks to find domains of differing dielectric permittivity and is an inverse coefficient

problem. The technique is used to measure flow (oil, grain etc) in pipes[60] as well as

applications in the food industry[61].

Electrical measurement techniques are not only used at the macro scale of oil pro-

duction of physiological function, but also at the micro scale of cell analysis. Increas-
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Fig. 1.6: Gnathonemus peter-
sii or elephant nose
fish creates its own
electric field. By
sensing changes in
the this field due to
changes in the sur-
rounding conductiv-
ity, the fish is able to
navigate in dark and
muddy waters.

ing interest in Lab on a Chip technologies has led to microfluidic systems for cell

handling[62] and individual cell sorting based on impedance measurements of varying

complexity[63, 64].

1.8 Electroreception in Biology

Electric fields are not among the human senses. We cannot feel our capacitance to metal

objects or water around us and we do not see an electrostatic potential build up around

a person walking across a polyester fibre carpet. We may get a shock when we then

shake hands, but that is probably the closest we get to sensing electricity. Imagining

ourselves to be sitting at the top of the evolutionary tree, we may be tempted to think

that a sixth sense based on electric field is either impossible or not necessary, but we

would be wrong. Electroreception, as biologists prefer to call it, appears in a variety

of forms across different species. It is found among fishes, amphibians and even with

the Platypus, an egg laying mammal[65]. This variety implies that it is not due to a

single accidental mutation, but that electroreception has evolved independently several

times[66, 67]. Nature has found in electroreception a solution to different problems.

For instance, a shark relies on jelly-filled canals inside its head to pick up on the

tiny electrical charges that a potential next meal makes when it flexes its muscles, or
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swims counter to the earth’s magnetic fields.

Recent studies of neural crest cells in shark embryos[68] indicate that the common

ancestor of all vertebrates detected electric fields. But as ancient vertebrates emerged

from the sea, the cells that give rise to head and facial features, lost their electrosensing

ability because electric field sensing is both harder, and perhaps less useful in air than

it is in water.

Electrocytes, electroplaques or electroplaxes are modified muscle cells used by rays,

electric eels and other electric fish for electrogenesis[69]. At rest, the cell maintains a

relatively large potential of -90mV between the inside and the outside of the cell by

pumping out both sodium and potassium ions. The cells are asymmetric, one side is

rough, while the other side is smooth. Nerve cell synapses are attached only on the

latter side. Upon excitation (postsynaptically), the nicotinic acetylcholine receptors

open up ion channels only on the smooth side and the membrane potential there inverts

to 50mV. Between the extracellular medium on both sides there is now a potential

difference of 140mV. Knife fishes such as electric eels have thousands of these cells

stacked both in series and in parallel and can produce 50A at up to 1000V[70].

Nature’s best examples in electric field sensing and certainly most studied are the

elephant fish or Gnathonemus Petersii[2, 3], illustrated in figure 1.6, Kryptopterus

bicirrhus and Eigenmannia virescens. These fishes not only carry electroreceptors, but

also generate their own electric field. The sensing appears sophisticated enough to

allow for distance estimation[71] in a way similar to aerial perspective in the human

visual system. Water is a conductive medium and the fishes sense changes in impedance

rather than capacitance[72]. The sensing modality has more in common with Electrical

Impedance Tomography (EIT) than with Electrical Capacitance Tomography (ECT).

Whether these fishes show us that the problem of electric field sensing is solvable

in a practical way or not, is debatable. After all, our own ability to recognize objects,

or interpret spoken commands, has not led to straightforward algorithms for computer

vision or speech recognition. Yet, as the central ‘thesis’ is developed in the subsequent

chapters, the example of the elephant nose fish provides at least some indication that

the end goal may be possible.



2. INVERSE PROBLEMS

This chapter presents an introduction to inverse problems. It provides a broad back-

ground against which to set the more carefully argued work in subsequent chapters

on the solution of the specific problem of interest. The first section presents a simple

example of an ill-posed problem. It is the last section in this thesis that requires no

specialist mathematical knowledge. Subsequent sections discuss a number of inverse

problems that have similarities or are relevant to the inverse problem of shape recon-

struction from capacitance measurements. In particular inverse boundary problems

for the Laplace equation, as well as inverse problems for the Helmholtz equation are

discussed.

2.1 A Simple Ill-Posed Problem

To illustrate some basic features of ill-posed inverse problems, consider the following

very simple problem. Other illustrative examples of inverse problems can be found in

[73]. Two sources and two detectors are separated by a lateral distance p (pitch) and

a transverse distance l as illustrated in figure 2.1. If the sources have strength x1 and

x2 and the registered intensity at distance r falls off with r2, then we can write for the

measured intensities y1 and y2(
y1

y2

)
= y = Ax =

(
1
l2

1
l2+p2

1
l2+p2

1
l2

)(
x1

x2

)
. (2.1)

The inverse problem is to determine the original strength x1 and x2 from the observed,

and potentially noisy, intensities. The practical justification of this problem might be

a visually impaired couple arguing over whether the car in front is indicating right or

left, or it might be the challenge of capacitively measuring a finger print at 100µm

resolution through a 1mm thick dielectric layer. The problem is also illustrative of
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Fig. 2.1: Illustration of a simple inverse problem; from the intensity readings at y1 and y2,
determine the source intensities x1 and x2.

deblurring in image processing[74].

Formally the problem is solved by x = A−1y, in which

A−1 =
l2(l2 + p2)

p4 + 2l2p2

(
l2 + p2 −l2

−l2 l2 + p2

)
. (2.2)

If l > p, that is if the distance is greater than the pitch of the sensors, we see that

the elements in A−1 differ in sign but become increasingly similar in magnitude as the

distance l grows. The calculation x = A−1y relies on smaller and smaller differences

between the elements of y. In other words, the solution x becomes very sensitive

to noise in y and this sensitivity grows as l4. Small amounts of noise can cause the

calculated (recovered) x to be unreasonably large or contain negative, and therefore

non-physical, components.

The ‘difficulty’ of an inverse problem is captured by the condition number which

is the ratio of the largest and smallest singular value of the matrix. In this simple

example it given by

κ(A) =
2l2 + p2

p2
.

For the matrices we deal with later in this thesis the condition number is typically 1018.

This is characteristic of ill-posed inverse problems[75]. In a formal, functional anal-

ysis setting, the ‘practical’ concern about noise becomes the traditional mathematical

pre-occupation with continuity and uniqueness. The issue of cross-talk that is the cause
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of the difficulties above, becomes the mathematical concept of compactness. The con-

tinuum analogue of the problem above involves integral operators rather than matrix

calculations, which then do not have bounded inverses. That is the solution does not

depend continuously on the data and there is no unique solution. Rather than well-

posed in the sense of Hadamard[76], the problem is ill-posed, and traditionally not

regarded as worthy of serious study.

As often in the history of Mathematics, prejudice ultimately gives way to de-

mands for answers. The geometric prejudice of the ancient greeks against anything but

straightedge and compass gave way to the need for ‘algebra’ in running the Abassid

empire[77]. The pre-renaissance notions on pre-determination were overcome in the

development of probability theory by Pascal and Fermat[78]. In the case of inverse

problems, the technological advances in Radar, Sonar, Seismography and Electrical Re-

sistance Tomography (ERT) led Tikhonov[79] and others such as Phillips[80], Foster[81]

and Hoerl[82] to introduce regularisation methods for ill-posed problems.

If a redesign of the experiment to minimize the cross-talk is not possible, then it

is necessary to either rephrase the question or apply additional knowledge. It may be

better to forgo the correct answer in favour of a reasonable and approximate one. This

is the magic of regularisation.

Classical Tikhonov regularisation demands that the norm of the solution ||x||2 is

small. The solution is now given by[83]

x̃ = (ATA+ α2I)−1ATy,

in which α is the regularisation parameter which sets the balance between fitting the

data and keeping ||x||2 small.

In our simple example and for p << l we have

(ATA+ α2I)−1AT =
1

(2p2

l6
)2 + α2( 4

l4
+ α2)

1

l2

(
2p2

l6
+ α2 α2 − 2p2

l6

α2 − 2p2

l6
α2 + 2p2

l6

)
.

If we choose α2 to be larger than 2p2/l6, but smaller than 4/l4, then

(ATA+ α2I)−1AT =
l2

4

(
1 1

1 1

)
.
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The Tikhonov solution gives half the average of the two intensity readings y1 and y2

multiplied by the square of the distance l. In the difficult situation of p << l and

with only noisy measurements available, this is a sensible approach. Choosing smaller

values of α2, will recover weighted averages of the two intensities. But for very small

α2 << 2p2/6, this answer recovers the original, but possibly unstable x = A−1y.

2.2 Inverse Coefficient Problems

Electrical Impedance Tomography (EIT) and Electrical Capacitance Tomography (ECT)

aim to measure, or image, the distribution of conductivity or permittivity from mea-

surements of current and or voltage from electrodes arranged around the object. In

EIT this could be the body torso[38] and in ECT for instance a pipe carrying a mix-

ture of gas and oil[60]. The EIT problem requires the solution of the following set of

equations

∇ · σ∇u = 0 (2.3)

σ
∂u

∂n

∣∣∣∣
∂Ω

= j. (2.4)

Where it is important to note that the conductivity varies in space. The forward prob-

lem is to find the source current density j from a known conductivity or permittivity

profile σ(x), or finding the potential distribution on the boundary for a given current

density j. The inverse problem is to reconstruct the conductivity or permittivity profile

from multiple measurements of j or u on the boundary[52] and is much researched in

inverse problems[40].

The most straightforward approach to solving the inverse problem is local lineariza-

tion by calculating the sensitivity of the current density j to small changes in the con-

ductivity distribution σ on a pixel by pixel basis. This creates a Jacobian. σ(x) can

then by found from j by using the, possibly generalized and regularised, inverse of the

Jacobian. The process can be visualised by considering the sensitivity between two

specific electrodes. The current j is most sensitive to changes in permittivity at loca-

tions on a possibly curved line between the electrodes and the sensitivity falls off away

from the line. The result is a banana shaped sensitivity profile. Such sensitivity profiles

are used explicitly in EIT[38], ECT[84] and Optical Tomography[85]. The inversion
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amounts to assigning changes in currents to changes in permittivity at locations in a

weighed manner. In principle an iterative procedure can be used to improve the results

but this can diverge and an important regularisation tool is a pre-emptive termination

of the iteration procedure, sometimes after one step[86].

Linearization and sensitivity profiles are justified when looking for low contrast im-

ages, that is relatively small changes in the permittivity from the background value

on a pixel by pixel basis. The assumption is that these small variations in permittiv-

ity cause only minimal change the overall pattern of current flow. When looking for

larger variations in permittivity, an alternative to sensitivity profiles is to look for en-

closed domains of constant, sometimes predetermined values of permittivity[87]. Such

treatments then become similar to our next class of inverse problems.

2.3 Free Boundary Problems

An important class of inverse problems, including our own, occurs in situations where

measurements, typically of potential and current, or of temperature and heat flux,

are made in one part of a usually homogeneous domain, in an attempt to recover the

location and shape of an unknown part of the boundary. The unknown boundary is

usually characterized by a specific property such as an equipotential or zero flux.

2.3.1 Cauchy Problems

Many of these problem are formally characterized as Cauchy problems (that is recover-

ing a potential from Cauchy data), and as such uniquely solvable. However the Cauchy

problem is also ill-posed making making it a very hard inverse problem to solve.

The formulation typically involves Fredholm equations of the first kind which are

classical inverse problems[88]. The Cauchy problem has been studied extensively,

mainly on bounded domains in 2D[89]. It appears in Electrical Impedance Tomog-

raphy (EIT)[90], crack detection[91, 92, 93, 94], corrosion detection[95] and continuous

steel casting[96]. Akduman and Kress[97] studied 2D shape reconstruction from Cauchy

data on an enclosing annulus. In 2D, conditional logarithmic stability estimates for the

inverse boundary problem under a regularity assumption on the unknown boundary

have been given[98, 99], and this theoretical result has been extended to 3D by Cheng

et al.[100]. It is also important to note the similarities with the method of Fundamental
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Solutions (MFS)[101] because it is essentially a method of solving the Cauchy problem

in a chosen domain of approximation.

While the Cauchy problem for the Laplace equation is a near field problem, the

reconstruction of scattering objects from far field data is an important class of free

boundary problems that has given rise to important developments. The following

section describes some of these are that are also are relevant for the near field problem.

2.3.2 Scattering

The use of acoustic, elastic or EM waves to ‘see’ things that are hidden from normal

view is used in many different fields; these include ultrasonic imaging, geophysical

survey or strength analysis of construction materials. The brief discussion here is based

on Isakov[102], although the book by Colton and Kress[103] is regarded as the standard

reference and there is an excellent recent review in[104]. The stationary incoming wave

ui(x) = exp(ikξ · x) of frequency k and incident direction ξ ∈ R3, |ξ| = 1 is scattered

by an obstacle. The total field u = ui + us is a solution to the Helmholtz equation

(scattering by an obstacle)

∇2u+ k2u = 0 in De = R3 \D, (2.5)

with the Dirichlet boundary data (soft obstacle D)

u = 0 on ∂D. (2.6)

The scattered wave us must satisfy the Sommerfeld radiation condition

σ · ∇us − ikus = O(r−2) as r →∞, (2.7)

where r = |x|, σ = x/r. It is well known[103] that us admits the representation

us(x; ξ, k) = r−1 exp(ik · ξr)u∞(σ, ξ, k) +O(r−2). (2.8)

The function u∞ is called the scattering amplitude (or the (far field) scattering pattern).

This representation follows from the fact that any solution v to the Helmholtz

equation satisfying the radiation condition has the representation by a single layer
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potential

us(x) = SΓφ :=

∫
Γ

Φ(x, y)φ(y) ds(y). (2.9)

In which Γ is a surface enclosing the unknown object D and Φ(x, y) is the fundamental

solution.

This representation gives rise to a two step inversion method[105, 106] in which it is

assumed that a closed curve Γ wholly contained in D is known. This curve Γ serves as

an initial guess. An injective far field operator is defined which takes a density φ to its

corresponding far-field pattern. This operator is inverted and applied to the measured

pattern to find φ (on Γ). The second step is then to find ∂D as zero-set of ui + SΓφ.

The inversion is regularised with standard Tikhonov regularisation[103] and a defect

minimization is used for finding a parameterised curve where ui + SΓφ vanishes. The

process can then be repeated with the new curve as initial guess.

This method cannot be applied directly to the electrostatic case because the far

field resides at ∞ for k → 0. However, similar layer potentials expressions can be

derived for the near field. This then forms the basis of the inversion method we have

used in chapter 6.

2.3.3 Point Source Method

A method that combines elements of the analytic continuation method of the previous

section with aspects of the probe methods discussed below in section 2.4 is the source

method, developed by Potthast[107] and used and analysed by several authors[108,

109, 110]. The method converts the measured far field data u∞ into w∞(ξ, z) which

represents the artificial scattering amplitude from a point source at z. That is waves

originating from the point source z, scattered at the object D, give rise to the far field

pattern w∞(ξ, z). The theory developed by Potthast[107] provides a mechanism by

which to convert the measured u∞ into w∞(ξ, z) for different points z in the domain.

For z ∈ D, the scattered far field pattern must equal the far field pattern of the point

source itself. By collecting points z for which this is true, the object D is recovered.

The actual treatment of the point source method is of course more precise. Kress

and Päivärinta[110] use a factorisation for the far field patterns to provide a relatively

straightforward derivation of the point source method.

Chandler-Wilde and Lines [108, 109] take the reciprocity relation that is at the
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heart of the point source method a step further. They use a point-to-point reciprocity

in which the Green’s function G1,h∗(z, x∗) for a boundary value problem with known

boundaries is used to establish a density function ϕα
x∗ on the measurement line γ∗. The

density ϕα
x∗ is used to establish an (approximate) single layer potential for the total

field of a point source at x∗. Moreover it is also used for a single layer potential with the

‘real’ Green’s function G(z, x∗) of a point source at x∗ in the presence of the unknown

boundary. By reciprocity G(z, x∗) = G(x∗, z) and using a ϕα
x∗ for every x∗ allows the

calculation of G(x∗, z), the total field for the point source at z. The unknown boundary

is then identified as the zero (or minimum) in G(x∗, z). Note that this reconstructs the

boundary from data on γ∗ with just one source at z.

Recently, a similar point-to-point reciprocity relation was used by Pothastt[111] in

the application of the point source method for acoustic scattering of bounded domains

under single source illumination

2.3.4 Level Sets

Shape evolution is often described and driven within the framework of level sets. Lit-

man et al[112] use level sets in the inverse scattering problem, building on earlier work

by Santosa[113] and of course the work by Sethian[114, 115]. In level sets the concept

of a velocity V (x, t) = ∂x/∂t plays an important role. Its choice is often a matter

of preference. Litmanet al[112] use the integrand of the Fréchet derivative of the cost

function. The work in this thesis in chapter 6 also rests on the notion of level sets.

There, the potential near the object itself is used as a velocity and drives the shape

deformation.

2.4 Sampling and Probe Methods

The approaches to the free boundary problems described above rely on specific prop-

erties of the boundary as an equipotential surface or as a surface with a predetermined

derivative. Also they generally employ calculations over the whole boundary and there

is no numerical gain in looking for only a part of the boundary or for a low resolu-

tion reconstruction. Linear Sampling methods go some way towards addressing these

limitations, although they do bring in new limitations of their own.

The basic idea of linear sampling is intuitive and old. A straightforward method
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of establishing the size of an oil field is to drill holes over a large area and record the

‘hits’ on a map. The beauty of the method, and this will become clear as we apply it

in chapter 7, is that the concept of a ‘hit’ is given abstract meaning in a linear function

space.

Linear Sampling algorithms have been developed for electromagnetic or acoustic

scattering[104, 116], and have also been used for some electrostatic problems[117, 118,

119]. This has resulted in different tests for ‘hits’, suitable for different problems and

boundary conditions. For a recent review see [120]. Initially the methods, termed

‘Linear Sampling’, tested if the restriction of the fundamental solution (a point source)

lies in the range of the forward map, to test for the edge ∂D of the object. The

modification by Kirsch[116] used the range of the square root of the forward map

instead to test for the whole of the object D̄ and the name ‘Factorisation Method’ has

been used for this. Instead of the fundamental solution as test function, Brühl[118]

used the dipole term in the multipole expansion of the fundamental solution. In this

work we will use the Factorisation Method to show that a test function based on the

normal derivative of the Green’s function on the plane ∂H can be used to find the

object in this case.

Although a distinction is made between the Linear Sampling and the Factorisation

Method as tests against the range of the forward map or the range of the square

root of the forward map respectively, in the discrete approximation, the setting of any

practical application, these ranges coincide. The parallels with the MUSIC algorithm

in signal processing in finite dimensions have also been noted[121, 122]. It must be

observed that formally the test against the range enjoys greater independence from the

boundary condition on the unknown object, it is also true that formally the Linear

Sampling Method has no knowledge about the inside of the object. Overall, although

the theoretical tools used to derive the Linear Sampling or Factorisation Methods

differ significantly and they formally detect different things, in practice the distinction

between the methods may be debatable. Numerical experiments based on tests against

the range of the square root or tests against the range perform differently[104, 123, 124,

125], but these differences are not easily explained by the formal differences between

the methods. We return to this point in the chapter 7
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3. THE FORWARD PROBLEM

This chapter contains a discussion of the electrostatics in a half space, that is the

equations governing the cross capacitance sensing.

The forward problem is concerned with sensors located on a grounded plane and

the change in capacitance between these as a result of the presence of grounded objects

in the half space above the ground plane. We shall speak of the capacitance matrix

when the emphasis is on the practical aspect of the applied voltage distribution on the

plane, that is the voltages of the individual transmitter electrodes and on the currents

measured on the ground plane at the receiver electrodes. In other words when we

consider the measurement of the capacitive coupling between individual electrodes.

When considering the mapping between function spaces on the plane of the Dirichlet

(voltage) and Neumann (current) data, we shall speak of the Dirichlet to Neumann

map. We will be mainly concentrating on the change in the capacitance matrix or

Dirichlet to Neumann map upon the introduction of the object in the half plane.

In this chapter, we will study the classical solution using the second Green identity

and an appropriate Green’s function. This provides an accessible and relatively self-

contained treatment. Then, making a number of simplifications and approximations,

closed form expressions are derived for the special circumstance of a sufficiently dis-

tant sphere. These provide insight and are useful in establishing an initial guess for

reconstruction algorithms as described in chapter 5.

The forward solution is placed in context by a model problem, which does not

feature a ground plane and instead of a voltage probe, features a charge probe. Closed

form exact solutions are available for this case and these can be compared with single

and double layer potential solutions that are applicable to the model problem and the

situation of central importance in this thesis. This link is useful from theoretical point

of view as well as from a practical point of view to test the computer code of the

numerical implementations.
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Finally a number of theorems on the solution of the weak problem are presented in

a formal style.

3.1 Half Space Electrostatics

In the half space H := {x ∈ R3 : x3 > 0} above an infinite plane ∂H, consider a

grounded and conductive object D of class C2, whose closure is disjoint from the plane

∂H. A potential profile fH ∈ L2(∂H) is applied on the plane and the forward problem

is to find the potential u, specifically to find the change in the charge distribution on

the halfplane upon introduction of the object.

Formally this forward problem is split into two problems. The first problem defines

a Dirichlet problem on an empty half space with L2 boundary data on an infinite plane

∂H. The second problem defines an external Dirichlet problem with L2 boundary

data on a bounded object D. Throughout we denote the solutions to the first and

second problem with u0 and uδ respectively. To ensure uniqueness it is important to

set a boundary condition at infinity. This is straight forward for the second problem by

demanding that the potential vanishes at infinity and decays as least as 1/|x| as x→∞.

For the first problem however, this condition is not sufficient as the L2 boundary data

itself may not vanish at infinity. For instance a square integrable function can be

constructed of increasingly sparse, narrow spikes that grow without bound as x→∞.

Care must be taken in considering in what sense a solution of the Laplace equation

can both satisfy such a function as boundary data and satisfy a condition at infinity

such that the solution is unique. Following the description by Meyer and Coifman[126],

we use a condition on the behaviour of the potential on cones standing tip-down on

the plane ∂H. For some M ∈ (0, 1) define the cone Γ(x), x ∈ ∂H, by Γ(x) = {y :

|y3 − x3| > M |x− y|}. The precise choice of M does not affect the result we use from

[126]. The maximal function u? is defined as:

u?(x) = sup
y∈Γ(x)

|u(y)| (3.1)

With that the forward problem is defined as follows.
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I. Given fH ∈ L2(∂H), find u0 ∈ C2(H) such that

∇2u0 = 0 in H, (3.2)

where u0 satisfies a Dirichlet boundary condition on ∂H in the L2 sense given by

lim
x3↓0

∫
∂H

|fH(x1, x2)− u0(x1, x2, x3)|2 dx1 dx2 = 0, (3.3)

and

u? ∈ L2(∂H). (3.4)

II. Given fD ∈ L2(∂D), find uδ ∈ C2(H̄\D̄) for

∇2uδ = 0 in H \ D̄. (3.5)

Where uδ satisfies a Dirichlet boundary condition on ∂D in the L2 sense given by

lim
h↓0

∫
∂D

|fD(x)− u(x+ hν(x))|2 ds(x) = 0, (3.6)

and

uδ(x) = 0 on ∂H (3.7)

uδ(x) = O(1/|x|) for |x| → ∞, (3.8)

in particular c(x) is defined as

c(x) =
∂uδ

∂n
on ∂H. (3.9)

The solution to the overall forward problem is found by setting

fD = u0|∂D,

in which case the solution to the overall problem is given by

u(x) = u0(x) + uδ(x), x ∈ H \ D̄.
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We will refer to ∂u
∂x3

as the surface charge density and note that c, given by (3.9), is

the perturbation in the surface charge density due to introduction of the conductive

object D.

The half space problem (problem I) and the exterior Dirichlet problem (Problem II)

are well known and well researched problems. A standard body of literature exists for

these. In this thesis we have relied mainly on Folland[127], particularly §2G, §2I, and

Kress[105], particularly chapter 6, which discusses boundary data in L2 in some detail.

The constraint (3.4) plays the role of a boundary condition at infinity for problem I,

as described in chapter 15 of the book by Meyer and Coifman[126]. The treatment

in this book goes well beyond the scope of this thesis and discusses potential theory

on (unbounded) Lipschitz domains with L2 boundary data. The theory on boundary

data in Lp spaces with 1 ≤ p ≤ ∞ is discussed in greater detail by Taibleson[128] and

extended to Lipschitz functions in Lp spaces. The case for bounded Lipschitz domains

is discussed by Verchota[129].

Exterior Dirichlet problems for unbounded surfaces for the Helmholtz equation are

also an area of active research for applications like ground penetrating radar or wave

propagation over outdoor ground and sea surfaces. Uniqueness results have been es-

tablished for a number of smoothness constraints on the surface and with the boundary

data in Lp spaces with p ≥ 1, see [130, 131, 132] and references therein.

These results would allow the formulation of the forward and inverse problem for

more general objects than the smooth objects of class C2 that we have required. How-

ever because our main objective here is the inverse problem of recovering the (approx-

imate) object shape from measurements we have chosen to keep the forward problem

relatively simple.

The solution to the forward problem is presented in rigorous style in section 3.3. In

the following sections we use Green’s Theorem in a narrative style to solve a slightly

simpler problem, namely the classical problem for compactly supported continuous

boundary data. This is done to develop the forward solution in a manner that is

more familiar to engineers while, hopefully, satisfying the mathematical requirement

for rigour in section 3.3.
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Fig. 3.1: Cross Capacitance Sensor Geometry

3.1.1 Electrodes in a ground plane

In this section the solution to the classical forward problem I is developed in a narrative

fashion. This is done using the second and third Green identities and the Green’s func-

tion for the half space G(·, y), the potential from a unit charge at y and its (negative)

image at y′, for which y′3 = −y3,

G(x, y) =
1

4π|x− y|
− 1

4π|x− y′|
. (3.10)

For the purpose of the narrative, we limit ourselves in this section to boundary data

on ∂H that is compactly supported and twice continuously differentiable. That is

fH ∈ C2
0(∂H). The derived expressions are in fact valid for fH ∈ L2(∂H), as will be

shown in the last section of this chapter.

The Green’s function has two important properties. One is that

G(·, y)
∣∣∣
∂H

= 0, (3.11)
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and, for a continuous function w(x),∫
H

w(x)∇2G(x, y) dx = −w(y). (3.12)

The first property is obvious. The second property can be found in, for instance,

Kress[105]. We consider initially the bounded domain of the half ball BR formed by

a disk of radius R in the plane ∂H and a half sphere with the same radius, above it.

The second Green identity [5, 6] states that∫
BR

(w∇2v − v∇2w) dx =

∫
∂BR

(
w
∂v

∂n
− v

∂w

∂n

)
ds. (3.13)

Because fH is compactly supported when solving problem I we are looking for a

harmonic solution u0 for which u0 = O(1/|x|), x → ∞, x3 > 0 and ∂u/∂n =

O(1/|x|2), x→∞, x3 > 0 (by proposition 2.75 of Folland[127]). It can also be shown

that that G(·, y) = O(1/|x|2), x → ∞ and ∂G(·, y)/∂n = O(1/|x|3), x → ∞ (cf.

proposition C.1 on page 169). Hence for v = G(·, y) the surface integral over the top

half sphere vanishes as R→∞, so that∫
H

(u0∇2G(·, y)−G(·, y)∇2u0) dx =

∫
∂H

(
u0
∂G(·, y)
∂n

−G(·, y))∂u0

∂n

)
ds. (3.14)

Through the properties of u0, the boundary conditions and the properties ofG, equation

(3.14) can be solved for u0. The second term in the left hand integral can be dropped

because u0 is harmonic in H, that is ∇2u0 = 0. With the properties (3.11) and (3.12),

and noting that ∂G/∂n = −∂G/∂x3, equation (3.14) becomes the so-called third Green

identity

u0(x) =

∫
∂H

fH(y)
∂G(x, y)

∂y3

ds(y). (3.15)

The charge distribution on the ground plane induced by the voltage distribution
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fH is given by

c0(x) := −gH :=
∂u0(x)

∂x3

=
∂

∂x3

∫
∂H

fH(y)
∂G(x, y)

∂y3

ds(y) (3.16)

=

∫
∂H

× fH(y)
∂2G(x, y)

∂x3∂y3

ds(y)

=

∫
∂H

× fH(y)

[
1

2π|x− y|3

]
ds(y) (3.17)

:= Λ0fH .

In this the integral
∫
× must be interpreted in the Hadamard finite part sense[133, 134],

that is as the finite component of the corresponding divergent integral. For instance,

if fH = 1 on a unit disk around the origin and fH = 0 outside the disk;

c0(0) =

∫
∂H

× fH(y)

[
1

2π|y|3

]
ds(y)

= lim
ε→0

{∫ 1

ε

1

|ρ|3
ρ dρ− 1

ε

}
= −1. (3.18)

In general fH must satisfy a smoothness constraint for (3.17) to be calculable, fH ∈
(L2(∂H) ∩ C1,α(∂H)) would be sufficient[135]. A well established literature exisits on

the numerical evaluation of integrals of the type (3.17), see for instance[136].

3.1.2 The charge image of an object

A grounded object D with smooth boundary of class C2 is now introduced as a hand

phantom into the space above the plane, and Green’s theorem is applied to the space

H\D. Writing u = u0 + uδ, the result is

u(x) =

∫
∂H

fH(y)
∂G(x, y)

∂y3

ds(y) +

∫
∂D

G(x, y)gD(y) ds(y) , x ∈ H \ D̄, (3.19)

in which gD = ∂u/∂n is the charge distribution on the object. From (3.15) we see that

the first term in (3.19) is u0(x) and the second term uδ(x). The fact that u(x) = 0
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on ∂D was used to remove the double layer potential contribution on ∂D in the first

term on the RHS of (3.14). Equation (3.19) can also be used to evaluate u(x) on the

boundary of the object, although in that case a factor 1/2 needs to be placed in front

of the u(x) [137]. The charge distribution gD is found by solving (3.19) for u(x) = 0

on ∂D. This gives

−
∫

∂D

G(x, y)gD(y) ds(y) =

∫
∂H

fH(y)
∂G(x, y)

∂y3

ds(y) , x ∈ ∂D. (3.20)

The presence of the object decreases the charge density on the ground plane. We

refer to this decrease as a charge image c(x). It is given by the normal derivative of

the second term in (3.19) and is written as

c(x) :=
∂uδ

∂n
= −

∫
∂D

∂G(x, y)

∂x3

gD(y) ds(y) , x ∈ ∂H, (3.21)

where the negative sign appears because x3 points into the half space. c(x) is measured

as a decrease in capacitance between the transmitter and electrodes in the ground plane.

We define operators S : L2(∂D) → L2(∂D), T : L2(∂D) → L2(∂H) and T ∗ :

L2(∂H) → L2(∂D) by

(SgD)(x) =

∫
∂D

G(x, y)gD(y) ds(y) x ∈ ∂D, (3.22)

(TgD)(x) =

∫
∂D

∂G(x, y)

∂x3

gD(y) ds(y),

=

∫
∂D

y3

2π|x− y|3
gD(y) ds(y), x ∈ ∂H, (3.23)

(T ∗fH)(x) =

∫
∂H

∂G(x, y)

∂y3

fH(y) ds(y),

=

∫
∂H

x3

2π|x− y|3
fH(y) ds(y), x ∈ ∂D. (3.24)

The kernel G(x, y) of S is real-valued, symmetric and weakly singular. S is there-

fore compact and the inverse on L2 is unbounded. However, for sufficiently smooth

boundary data f on ∂D, the single layer potential f = Sφ uniquely solves the internal

and external Dirichlet problem[127]. Therefore, as will be shown in more detail later

(lemma 3.4), the extension of S to an operator S̃ : H−1/2(∂D) → H1/2(∂D), creates an
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operator that is bijective and has a bounded inverse[117, 138]. We can write (3.21) as

c = ΛDfH = T S̃−1T ∗fH . (3.25)

Both T and T ∗ have square integrable C∞ kernels (∂D and ∂H are non intersecting

surfaces), operator T ∗ is sufficiently smoothing and the operator ΛD : L2(∂H) →
L2(∂H) in (3.25) well defined. Further detail on this is provided in section 3.3 below.

3.1.3 Alternative Factorisation

The physical picture used in the solution above is that of a conductive object in which

a charge redistribution takes place to neutralize the applied potential from the trans-

mitter at the surface of the object. The solution in obtained by solving an integral

equation for the charge distribution gD and finding the charge image from that. An

alternative approach is to imagine instead a distribution φ of dipoles on the surface

that acts to neutralise the applied potential. While this physical picture may appear

unnecessarily complex, the method has a sound mathematical foundation and certain

advantages.

Defining integral operator K̃ : L2(∂D) → L2(∂D) as

(K̃φ)(x) =

∫
∂D

[
∂G(x, y)

∂ν(y)
+

1

|x− xc|
− 1

|x− x′c|

]
φ(y) ds(y), x ∈ ∂D, (3.26)

in which xc ∈ D and x′c is its mirror point in the plane ∂H. The moment φ is found

from

(1
2
I + K̃)φ =

∫
∂H

fH(y)
∂G(x, y)

∂y3

ds(y) , x ∈ ∂D. (3.27)

The RHS is the same as (3.20). The factor 1
2
I takes account of the jump relation of

the integral operator K̃ at the surface. Using φ obtained from (3.27), the charge image

is now calculated from

c(x) =

∫
∂D

[
∂2G(x, y)

∂x3∂ν(y)
+

2xc3

|x− xc|3

]
φ(y) ds(y) x ∈ ∂H (3.28)

=: M̃φ(x). (3.29)

The operators K̃ and M̃ are double layer potentials using the normal derivative of
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Fig. 3.2: A) Applied potential u0, the charge distribution−gD and dipole moment φ . Dashed
line indicates gD from (3.32). B) Charge image c(x).

G(x, y). Following Kress [105], the modification 1
|x−xc| −

1
|x−x′

c|
is required because

without it (3.27) not uniquely solvable. The formal demonstration that (3.27) and

(3.28) solve the forward problem is given later in this chapter.

With this we will obtain the alternative factorisation

ΛD = M̃(1
2
I + K̃)−1T ∗. (3.30)

The operator combination M̃(1
2
I + K̃)−1 takes applied potential on the surface of the

object to the charge image on the plane and is the solution operator of the exterior

Dirichlet problem on the object. This solution operator is important in the discussion

of the reconstruction method discussed in chapter 7 and is denoted as G : L2(∂D) →
L2(∂H). It is partly because of this that (3.30) is important. The modified double

layer potential is further discussed in section 3.2.4 below, while the formal theorem for

(3.30) is given in section 3.3 below as theorem 3.7.

To illustrate the forward solution a little, figure 3.2 takes the example of a sphere

with radius ao=10mm, located 30mm above a single transmitter of unit voltage. Shown

in figure 3.2A are the applied potential u0, the RHS of (3.20) and (3.27), the charge

density −gD found by solving (3.20), and dipole moment φ obtained from (3.27). The
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abscissa is the azimuth with the positive z-axis from the centre of the sphere, that

is the point on the sphere closest to the plane (the front), is on the right . Shown in

figure 3.2B is the charge image c(x) calculated from (3.25) and (3.28). The dashed lines

illustrates an approximate result described in the next section. Note that the dimension

of the surface charge gD and the charge image (capacitance change) is V/mm, that is

the dimension of field. Details of the implementation are discussed in the next chapter.

3.1.4 Uniformly Charged Sphere

In this section we derive an approximate expression that aids our intuition for the

forward problem. In particular we are interested how the capacitive coupling between

electrodes in the ground plane (cf (3.17)) behaves with electrode size and spacing and

how the charge image (cf (3.21)) behaves with object size and distance.

If we take, for illustration, a unit area transmitter at distance |x| = d much larger

than the diameter of the transmitter, then (3.17) becomes approximately

ĉ0(x) =
1

πd3
. (3.31)

Hence, for electrodes in a ground plane, the capacitance falls off with the cube of the

distance and scales with electrode area. We can compare this with the situation in free

space and spherical electrodes where the capacitance is inversely proportional to the

separation and scales linearly with electrode radius [34].

We now consider a small spherical object of radius ao at position z above the ground

plane, z3 >> ao and a unity area transmitter at unity potential. If we assume that

the object is sufficiently far removed from the transmitter electrode so that the charge

density can be taken as constant, (3.20) becomes (cf. Lemma (C.2))

− ĝDao =
z3

2πr3
t

, (3.32)

in which rt is the distance between transmitter and object. Figure 3.2A compares the

level of gD calculated with this equation with the ‘real’ charge density from (3.20).

Using the approximate ĝD in (3.21) we obtain

ĉ(x) =
aoz

2
3

πr3
t r

3
r

, (3.33)
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in which rr is the distance between receiver (located at x) and object. We can see that

the relative change in capacitance between the two electrodes, caused by an object

above the ground plane, is inversely proportional to the altitude of the object above

the ground plane and proportional to the size of the object. Considering the presence of

the ground plane, and the cube power in (3.31), that is a surprisingly weak dependence.

Figure 3.2B illustrates the charge image calculated with (3.33). As can be seen the ĉ(x)

has a similar shape to c(x) although the approximate expression underestimates the

capacitance change by about half. For objects further removed from the sensor plate

the approximation becomes better and the agreement between ĉ(x) and c(x) improves

considerably.

The expression (3.33) is useful in finding an initial guess for an unknown object as

will be discussed in section 5.1.

3.2 A Model Problem

To put the solution of forward problem into context, we study a simpler, text book

problem for which closed form solutions are available as well as the methods used

above. This allows further study of the different solutions and enables a validation of

the numerical implementation in the next chapter.

We consider a unit point charge at the origin and a grounded, conducting sphere

that does not enclose the origin, centred at z = (0, 0, z3) and radius a. (a < z3).

The potential from the point charge is given by

u0(x) =
1

4π|x|
. (3.34)

Because the sphere is grounded, a net charge is created on the sphere to neutralise the

potential from the point source. We are interested in the forward problem of calculating

the change potential uδ outside the sphere, defined by the relation

uδ(x) := u0(x)− u(x),

in which u is the total field of point charge and grounded sphere. That is, we want to
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Fig. 3.3: Illustration from
Lord Kelvin’s
1849 Stockholm
paper[139] on Insu-
lated sphere subject
to the influence
of a body of any
form electrified in
any given manner,
showing a solution
by the method of
images

solve a boundary value problem for the Laplace equation in which

∆uδ(x) = 0 x ∈ R3\D̄ (3.35)

uδ(x) = f(x) x ∈ ∂D (3.36)

uδ(x) → 0 for x→∞. (3.37)

The function f(x) = u0|∂D is the restriction to the boundary of the harmonic functions

uδ and u0.

The problem is an old one, as the illustration in figure 3.3 from an 1849 paper

by Lord Kelvin[139] suggests, although not all solution methods presented below are

equally old. Below we present four different methods of solving this problem which re-

veal different aspects of the forward problem. The numerical agreement in the answers

calculated with the different methods validates the implementation of the different in-

tegral operators in our c++ code. Details of this implementation are discussed in the

next chapter.

3.2.1 Image Charge

The simplest, text book, method to solve the problem is to place an image charge of

strength −a/z3 inside the sphere at (1− a2/z2
3)z. That is the change potential is given
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by

uδ(x) =
a

z3

1

4π|x− (1− a2/z2
3)z|

. (3.38)

It is straightforward that the difference between (3.34) and (3.38) is indeed zero on ∂D.

Said differently, (3.38) is harmonic in R3\D and satisfies boundary conditions (3.36)

and (3.37). With the uniqueness of the Dirichlet boundary value problem this means

that (3.38) is the unique solution to the problem.

Figure 3.4 illustrates the potential uδ in the x3 = 0 plane (the plane that would

contain the ground plane) and the x1 = 0 plane (to see how uδ behaves as we approach

the surface of the sphere). They are labelled ‘Image Charge’.

3.2.2 Poisson Kernel

The problem can be treated more generally using Green’s theorem and a Green’s

function suitable for the specific geometry here. The function

G◦(x, y) =
1

4π|x− y|
− a

|y − z|
1

4π
∣∣∣x− (1− a2

|y−z|2

)
(y − z))

∣∣∣ (3.39)

has the properties G◦(·, y)|∂D = 0 and ∇2
xG◦(x, y) = −δ(x−y) for x ∈ R3\D. Applying

Green’s Theorem in a manner similar to that in section 3.1.1 to uδ and G◦ over R3\D,

gives

uδ(x) =

∫
∂D

∂G◦

∂ν
f(y) ds(y), (3.40)

in which
∂G◦

∂ν
=
|a2 − |x− z|2|
4πa|x− y|3

, x ∈ R3\D, y ∈ ∂D. (3.41)

The term ∂G◦/∂ν is called the ‘Poisson Kernel’ for which Poisson derived an expression

by a different method in 1813 (see [140], p 360).

The kernel is harmonic and the expression (3.40) shows that uδ is harmonic in R3\D̄.

Is is also possible to demonstrate directly that uδ(x→ ∂D) = f(x) if f(x) ∈ C(∂D) or

that boundary condition (3.6) is satisfied if L2(∂D) (see Theorem 2.48 in Folland[127]

Hence (3.40) solves the boundary value problem.

Because the solution to the boundary value problem (3.35), (3.36) is unique, (3.38)

and (3.40) are equal. Figure 3.4 illustrates this numerically by plotting the change
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potential uδ, calculated from (3.40), it is labelled ‘Poisson Kernel’. As can be seen, the

two methods discussed so far agree in the exterior of D (z < 20). Near the boundary

of the object, the calculated potential displays a dip which is due to the limitations of

the piecewise constant quadrature use to calculate (3.40). This is further discussed in

the next chapter

The advantage of (3.40) is that it is valid for general boundary data f(x) ∈ C(∂D),

provided f(x) is restriction of a function harmonic in D. By the divergence theorem

this means that ∫
∂D

f(x) ds(x) = 0.

The particular benefit of using the normal derivative of G◦ in the kernel of the integral

operator in (3.40) is that the double layer potential is continuous for as x approaches

the boundary ∂D. This is not the case for the more general double layer potentials we

encounter later, in which case jump relations at the boundary are used to describe the

discontinuities.

These two methods can obviously only be used if the shape of the object admits a

treatment by the method of image charges or when a closed form Green’s function is

available. We now turn to methods that can be used for more arbitrary shapes.

3.2.3 Single Layer Potential

One approach is, inspired by the physics of the problem, to work out the charge density

q on the sphere that is required to neutralize the external potential. That is it is given

by ∫
∂D

Φ(x, y)q(y) ds(y) = f(x), x ∈ ∂D. (3.42)

This is a Fredholm equation of the first kind, solvable for f(x) ∈ C1(∂D), see lemmas

3.3 and 3.4 on page 58 below. For f(x) = u0|∂D this condition is easily satisfied. The

charge density can be calculated with a number of numerical techniques and the change

in potential is found from

uδ(x) =

∫
∂D

Φ(x, y)q(y) ds(y). (3.43)

This function is obviously harmonic and satisfies the boundary condition as the single

layer potential is continuous in Rn by theorem 6.14 in Kress[105].
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Fig. 3.4: Solutions to a simplified problem using 4 methods

The change in potential uδ calculated with this method is also illustrated in figure

3.4, labelled ‘SL’ and again agrees for z < 20) with the other two methods. As can be

seen, the derivative of the (3.43) shows a jump at the boundary.

3.2.4 Modified Double Layer Potential

Whilst the single layer potential method is valid for arbitrary objects with sufficiently

smooth boundary (class C2), the Fredholm equation of the first kind (3.42) cannot

be solved if we want to consider f /∈ C1(∂D), or f /∈ H1/2(∂D). To find a solution

of the external Dirichlet problem for a broader class of boundary data, we look for a

Fredholm equation of the second kind.

One way to achieve this would be to write for the potential

uδ(x) =

∫
∂D

[
∂Φ(x, y)

∂ny

]
φ(y) ds(y). (3.44)

The kernel of this double layer potential is discontinuous at the surface and the density
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φ is found from a jump relation which satisfies

1

2
φ(x) +

∫
∂D

[
∂Φ(x, y)

∂ny

]
φ ds(y) = f(x), x ∈ ∂D. (3.45)

This equation for φ is the Fredholm equation of the second kind we were looking for

(1
2
I +K)φ = f. (3.46)

However, for this to be uniquely solvable (invertable) for all f ∈ C(∂D) (classical

result) or f ∈ L2(∂D) (weak result), the null space must be trivial. This is because,

by the Fredholm alternative, if the null space has a finite dimension, so has the adjoint

I+K ′ and f in equation (3.46) must be perpendicular to that null space of the adjoint.

As pointed out by Kress [105], this condition that cannot be expected to be satisfied

by arbitrary boundary data, and indeed may not be satisfied by the restriction to the

boundary of potential (3.34).

Unfortunately (3.46) does have a non-trivial, finite null space. For φ = c, we have,

by proposition C.5, Kφ = −1
2
c and f = 0. Hence N (I +K) = span{1}, i.e. functions

that are constant on ∂D.

Following theorem 6.23 in Kress [105], we introduce a modified double layer po-

tential to create a Fredholm equation of the second find with a trivial null space. We

write

uδ(x) =

∫
∂D

[
∂Φ(x, y)

∂ny

+
1

|x− z|

]
φ(y) ds(y). (3.47)

Now φ is found from

1

2
φ(x) +

∫
∂D

[
∂Φ(x, y)

∂ny

+
1

|x− z|

]
φ ds(y) = f(x), x ∈ ∂D, (3.48)

or

(1
2
I + K̃)φ = f.

The modification term decays to zero as O(1/|x| as x→∞, whereas the ∂Φ/∂n terms

decays as O(1/|x|2) for x→∞, the homogenous equation (1
2
I+K̃)φ = 0 has a solution

only if ∫
∂D

φ ds = 0.
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However if φ satisfies this relation then also (1
2
I + K)φ = 0. Then that also means

that φ is constant and the only constant it can be is thus zero. Hence the null space is

trivial. For more detail on this see the proof of lemma 3.6 on page 61 below.

The potential profile calculated with this method agrees perfectly with that of the

other methods as illustrated in figure 3.4 for this case, it is labelled ‘DL’ and shows a

jump at the boundary of the object. The point from which |x| in the modification is

measured can be varied inside the object.

3.3 Operator Properties

Having set out in the previous sections the classical solution of the forward problem

in a narrative style, this section provides a number of rigorous theorems that support

and extend the exposition above. Important in the extension of classical results is the

completion of normed spaces and the extension of bounded linear operators on normed

spaces to operators on their completions. In broad outline, the spaces of continuous

functions are completed in Sobolev spaces. Theorems on operators between Sobolev

spaces are then generally proven by demonstrating the relevant property for continuous

functions and then relying on the fact that the continuous functions are dense in the

Sobolev space, to apply the result to the operator between Sobolev spaces

Theorem 3.1. The function

u0(x) =

∫
∂H

fH(y)
∂G(x, y)

∂y3

ds(y) (3.15)

satisfies boundary problem I.

Proof. As shown in lemma C.4, the double layer satisfies the boundary condition in

(3.3). By theorem 2 on page 260 of [126], (see C.9 and accompanying notes), the double

layer potential (3.15) satisfies the maximal constraint (3.4) and the boundary data g

‘for almost all x ∈ ∂H’.

On page 45 of this thesis, the Dirichlet to Neumann map Λ0, in the absence of

an object was shown as a Hadamard finite part integral expression and this can be

calculated only if fH satisfies a smoothness constraint. By implication, the Dirich-

let to Neumann map in the presence of an object must satisfy a similar constraint.



3.3. Operator Properties 57

However the difference between these two maps, that is the operator ΛD, which maps

Dirichlet data to the change in Neumann data, can be defined as a bounded map

ΛD : L2(∂H) → L2(∂H). It is indeed compact. We work towards this result (theorem

3.8) in a number of steps. It is well known that integral operators with continuous

kernels on bounded domains are compact (eg theorem 2.21 of [105]). However, on un-

bounded domains the operators may not even be bounded. The compactness, and by

implication, boundedness, of the operator T is therefore of interest.

Lemma 3.2. The operator T : L2(∂D) → L2(∂H), defined by

(Tg)(x) :=

∫
∂D

y3

2π|x− y|3
g(y) ds(y), x ∈ ∂H, (3.49)

is compact, injective and has a well defined adjoint given by

(T ∗f)(x) :=

∫
∂H

x3

2π|x− y|3
f(y) ds(y). (3.50)

Proof. We demonstrate that the kernel is square integrable on (∂D × ∂H). That is∫
∂H

∫
∂D

∣∣∣∣ y3

2π|x− y|3

∣∣∣∣2 ds(y) ds(x) <∞. (3.51)

Define on ∂H the bounded disk DH of radius r, centered at the origin, containing the

projection of D on ∂H, and write integral 3.51 as∫
DH

∫
∂D

∣∣∣∣ y3

2π|x− y|3

∣∣∣∣2 ds(y) ds(x) +

∫ ∞

r

∫ 2π

0

∫
∂D

∣∣∣∣ y3

2π|x(ρ, φ)− y|3

∣∣∣∣2 ds(y)ρ dφ dρ.

(3.52)

Denote by y = b the point on ∂D closest to the ∂H plane and by y = t the point on

∂D furthest from the ∂H plane. Then x(ρ, φ) − y > ρ − r + b3 for all y ∈ ∂D and

x ∈ ∂H\DH . Therefore∫
∂H

∫
∂D

∣∣∣∣ y3

2π|x− y|3

∣∣∣∣2 ds(y) ds(x)

<

∫
DH

∫
∂D

∣∣∣∣ t3
2πb33

∣∣∣∣2 ds(y) ds(x) +

∫ ∞

r

∫ 2π

0

∫
∂D

∣∣∣∣ t3
2π|ρ− r + b3|3

∣∣∣∣2 ds(y)ρ dφ dρ

<∞. (3.53)
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Injectivity follows from the maximum principle. uδ is harmonic and uδ|∂H = 0 by

definition, therefore

Tg =
∂uδ

∂n

∣∣∣∣
∂H

= 0, (3.54)

implies that uδ = 0 in H\D and therefore that g = 0.

The adjoint T ∗ is defined by

(Tg, f)∂H = (g, T ∗f)∂D, (3.55)

for every g ∈ L2(∂D) and f ∈ L2(∂H). We see from changing the order of integration∫
∂H

f(x)

∫
∂D

y3

2π|x− y|3
g(y) ds(y) ds(x) =

∫
∂D

g(x)

∫
∂H

x3

2π|x− y|3
f(y) ds(y) ds(x)

and so the adjoint is defined by

(T ∗f)(x) :=

∫
∂H

x3

2π|x− y|3
f(y) ds(y).

As the adjoint of a bounded and compact operator, this operator is bounded and

compact in L2(∂D).

Lemma 3.3. The operator S : L2(∂D) → L2(∂D) defined by

(SgD)(x) : L2(∂D) → L2(∂D) =

∫
∂D

G(x, y)gD(y) ds(y), x ∈ ∂D. (3.56)

is compact, self-adjoint and positive definite.

Proof. The kernel G(x, y) of S is singular of order 1 and S is therefore compact by (cf

Lemma C.7). In addition G(x, y) is symmetric and real valued making S self adjoint.

Applying Green’s theorem (Green’s first identity) to the harmonic single layer po-

tential

uδ(x) =

∫
∂D

G(x, y)gD(y) ds(y), (3.57)

both inside and outside the object D, gives∫
D

|∇uδ|2 =

∫
∂D

u−δ
∂u−δ
∂n

ds, (3.58)
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and ∫
H\D

|∇uδ|2 = −
∫

∂D

u+
δ

∂u+
δ

∂n
ds. (3.59)

In the second expression the boundary integral over the plane is ignored because u = 0

on ∂H. Adding these two expressions for the energy inside and outside the object

0 ≤
∫

H

|∇uδ|2 =

∫
∂D

u−δ
∂u−δ
∂n

− u+
δ

∂u+
δ

∂n
ds

=

∫
∂D

uδgD ds

=

∫
∂D

gD(SgD) ds. (3.60)

This establishes semi positive definiteness. The above steps show that (gD, SgD)L2(∂D) =

0 implies that ∇uδ = 0 everywhere which implies that gD = 0. So S is positive defi-

nite.

The fact that S is positive definite means that N (S) = {0} implying that S has

an inverse. The inverse is unbounded on L2(∂D) because S is compact and the range

is not closed. On the other hand, for sufficiently smooth boundary data f on ∂D,

the single layer potential f = Sφ uniquely solves the internal and external Dirichlet

problem[127]. The L2 norm is too weak to provide a closed image of S, which leads to

the following assertion.

Lemma 3.4. There is an extension of S : L2(∂D) → L2(∂D), denoted by S̃ :

H−1/2(∂D) → H1/2(∂D). This operator is bijective and has a bounded inverse.

Proof. Theorem 2.31 in [141] implies that S maps H−1/2 continuously unto H1/2. In-

jectivity now follows from lemma 3.3. Defining for a given f ∈ H1/2(∂D), the functions

u+ and u− as the solutions to the internal and external Dirichlet problem with bound-

ary data f we have ∂u−/∂n ∈ H−1/2(∂D) and ∂u+/∂n ∈ H−1/2(∂D) and so that

gD := ∂u−/∂n − ∂u+/∂n ∈ H−1/2(∂D). At the same time we know that the single

layer potential SgD satisfies the same Dirichlet and Neumann boundary conditions,

that is u+|∂D = u−|∂D = SgD, and so SgD = f .

Given the boundedness of S̃, (lemma 3.4) the compactness of S : L2(∂D) → L2(∂D)

(lemma 3.3) would have followed immediately from the compactness of the embeddings

H1/2 ↪→ L2 and L2 ↪→ H−1/2. This approach was followed by Brühl[118].
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For the theory below it is convenient to work with a further operator. We define

a mapping G : L2(∂D) → L2(∂H) as the solution operator of the exterior Dirichlet

problem which maps the potential on the object to the field on the ground plane.

G : uδ

∣∣∣∣
∂D

→ ∂uδ

∂x3

∣∣∣∣
∂H

. (3.61)

The uδ is equivalent to the scattered field in scattering theory. The charge image

c(x) = −∂uδ/∂x3 is the change in electric field on the ground plane. We point out that

G includes the contribution from the mirror object in the lower halfspace, in line with

the definition of the Green’s function (3.10), this implies that uδ|∂H = 0.

Theorem 3.5. The solution operator of the external Dirichlet problem G : L2(∂D) →
L2(∂H) is compact and injective.

Proof. There is a z such that the ball B(z; a) of radius a, centered at z encloses the

bounded object. D ⊂ B ⊂ H. By elliptic regularity and the maximum principle, uδ

and ∂uδ/∂n are continuous and bounded on ∂B for L2 boundary data on ∂D. Hence

the solution operators G◦ : L2(∂D) → C(∂B) and G ′◦ : L2(∂D) → C2(∂B), defined by

G◦ : uδ

∣∣∣∣
∂D

→ uδ

∣∣∣∣
∂B

, (3.62)

and

G ′◦ : uδ

∣∣∣∣
∂D

→ ∂uδ

∂x3

∣∣∣∣
∂B

(3.63)

are bounded operators.

By Green’s theorem

uδ(x) =

∫
∂B

G(x, y)
∂uδ(y)

∂n
ds(y)−

∫
∂B

uδ(y)
∂G(x, y)

∂n(y)
ds(y),

and therefore

∂uδ

∂x3

∣∣∣∣
∂H

=

∫
∂B

T◦(x, y)uδ(y) ds(y) +

∫
∂B

K◦(x, y)
∂uδ(y)

∂n
ds(y). (3.64)
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In which the kernels are given by:

T◦(x, y) =
y3

2π|x− y|3
(3.65)

K◦(x, y) =
∂2G

∂x3∂n
x ∈ ∂H, y ∈ ∂B(z, a) (3.66)

Using the Poisson Kernel for a sphere centred at z = (0, 0, z3) and radius a. (a < z3)

[127].

K◦(x, y) :=
∂2G

∂x3∂ν
=

∂

∂x3

[
a2 − |x− z|2

4π|x− y|3
− a2 − |x− z′|2

4π|x− y′|3

]
, x ∈ ∂H, y ∈ ∂D,

and using
∂

∂x3

|x− y|p = p |x− y|p−2(x3 − y3),

we get

K◦(x, y) =
−2(x3 − z3)

4π|x− y|3
−−2(x3 − z′3)

4π|x− y′|3
−3(x3−y3)

a2 − |x− z|2

4π|x− y|5
+3(x3−y′3)

a2 − |x− z′|2

4π|x− y′|5
.

Noting that z3 = −z′3 by definition and that on ∂H, we have x3 = 0 and therefore

|x− y| = x− y′, thus

K◦(x, y) =
z3

π|x− y|3
+ 3y3

a2 − |x− z|2

4π|x− y|5
. (3.67)

It is now clear that both T◦ andK◦ are C∞ and o(1/|x|3) for |x| → ∞. It follows that

both integral operators in (3.64) are Hilbert-Schmidt. The operator G is therefore the

sum of products of bounded (G◦ and G ′◦) and compact operators and as such compact.

The injectivity follows from the uniqueness of the external Dirichlet problem. For

given boundary data uδ ∈ L2∂D the potential uδ is uniquely determined in H\D. We

have uδ|∂H = 0 and ∂uδ/∂x3|∂H is uniquely determined. Thus G is injective

Having established that the external Dirichlet solution operator is compact, we wish

to go further and find an explicit operator expression, or factorisation for this. This is

done by applying the Fredholm theory to the solution of the Dirichlet problem in this

case.
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Lemma 3.6. The operator (1
2
I + K̃) : L2(∂D) → L2(∂D) introduced in (3.26) and

defined by

((1
2
I + K̃)φ)(x) = 1

2
φ(x) +

∫
∂D

[
∂G(x, y)

∂ν(y)
+

1

|x− xc|
− 1

|x− x′c|

]
φ(y) ds(y) x ∈ ∂D,

in which xc ∈ D and x′c its mirror point, is bijective and has a bounded inverse

Proof. The operator K̃ is compact and by lemma C.8, (1
2
I + K̃) is Fredholm with

index zero. We therefore only need to demonstrate that the homogeneous equation

(1
2
I + K̃)φ = 0 is satisfied only for φ = 0.

Assume that there is a non zero φ for which (1
2
I + K̃)φ = 0, then the double layer

potential given by

uδ(x) =

∫
∂D

[
∂G(x, y)

∂ν(y)
+

1

|x− xc|
− 1

|x− x′c|

]
φ(y) ds(y), (3.68)

will be zero on ∂D. For |x| → ∞ we have uδ(x) → 0, and so, by the maximum principle

we have uδ(x) = 0 in H\D.

The asymptotic behaviour of the modification term is O(cos θ/|x|2) and using the

asymptotic behaviour of the Green’s function (cf lemma C.1), we have

|x|2uδ(x) = cos θ

∫
∂D

φ ds(y) +O

(
1

|x|

)
(3.69)

From this, since uδ(x) = 0 in H\D, follows
∫

∂D
φ ds = 0. We now have

0 = 1
2
φ(x) +

∫
∂D

[
∂G(x, y)

∂ν(y)

]
φ(y) ds(y) x ∈ ∂D. (3.70)

Corollary C.6 in the appendix on page 174 implies that this can only be satisfied for φ =

constant and the assumption that φ is nonzero leads to a contraction with
∫

∂D
φ ds = 0.

It must therefore be that φ = 0.

The structure of the proof demonstrates the requirement of the modification term.

Without it, the requirement that
∫

∂D
φ ds = 0 can not be obtained from 3.69 and the

equation (1
2
I + K̃)φ = 0 can have a non-trivial solution. The use of a modification

term like is not universal in the literature. The use here was suggested by Kress[105],
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other authors, such as Folland[127] or Verchota[129] avoid its use by a priori limiting

boundary data to data with
∫

∂D
φ ds = 0.

Theorem 3.7. The factorisation G = M̃(1
2
I + K̃)−1, in which M̃ : L2(∂D) → L2(∂H)

is defined as

(M̃φ)(x) =

∫
∂D

[
∂2G(x, y)

∂x3∂ν(y)
+

2xc3

|x− xc|3

]
φ(y) ds(y) x ∈ ∂H, (3.71)

and provides the unique Dirichlet to Dirichlet map from ∂D to ∂H.

Proof. By lemma 3.6, the function φ = (1
2
I + K̃)−1f exists and the double layer

potential

uδ(x) =

∫
∂D

[
∂G(x, y)

∂ν(y)
+

1

|x− xc|
− 1

|x− x′c|

]
φ(y) ds(y), (3.72)

is the unique solution to the boundary value problem for uδ|∂D = u0 on ∂D. Direct

differentiation with respect to the normal on the plane ∂H yields the expression for M̃

above

Theorem 3.8. The operator ΛD : L2(∂H) → L2(∂H) which maps Dirichlet data on

∂H to the change in Neumann Data on ∂H as a result of the presence of object D,

is given by operator factorisations ΛD = T S̃−1T ∗ = GT ∗ = GSG∗ and is bounded,

injective, compact and positive definite.

Proof. The first factorisation was demonstrated in the narrative leading up to (3.25).

Lemma 3.2 demonstrates that T ∗ is well defined on L2. With the smoothing properties

of T ∗, lemma 3.4, this extends ΛD = T S̃−1T ∗ to functions in L2(∂H). By definition

of G in theorem 3.5 we have T = GS and consequently T ∗ = SG∗. Inserting these

relations in T S̃−1T ∗, we obtain the second and third factorisations.

The product of a compact operator and bounded operator is compact. The product

of injective operators is injective. Using the operator properties demonstrated above,

the result follows from any of the three factorisations ΛD = T S̃−1T ∗ = GT ∗ = GSG∗.
Finally we have∫

∂H

g (ΛD g) ds =

∫
∂H

g GS(G∗g) ds =

∫
∂D

(G∗g) S (G∗g) ds > 0. (3.73)
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The injectivity of ΛD is the property that, given one object D, each charge image

c(x) is uniquely associated with one transmitter voltage pattern fH . The next theorem

establishes a different kind of uniqueness.

Theorem 3.9. For two objects D1 and D2 the operators Λ1 = Λ2 if and only if D1 =

D2.

Proof. Suppose D1 6= D2 but for any fH we have c(x) = Λ1fH = Λ2fH . If necessary

we can exchange D1 and D2 to obtain the nonempty domain B = (D1 ∪D2)\D2 6= ∅.
Because fH and gH = c0 + c(x) is the same for D1 and D2, uniqueness of the Cauchy

problem with boundary data on ∂H demands that u1 = u2 in H\(D1 ∪ D2). We

therefore have u2|∂B = 0 and so ∆u2 = ∇u2 = u2 = 0 in B. Call ∂Γ the portion of ∂B

that does not coincide with ∂D2. Because ∇u2|∂Γ = 0, if u2 grows to a positive value

away from Γ, then it must grow to a negative value in a different direction. Hence if

u2 is non-zero in some portion of H\D2, then there must be some portion of H\D2

in which u2 has opposite sign. This is in contradiction to the maximum principle for

harmonic functions if fH is unipolar. If u2 = 0 in H\D2 then this is not compatible

with non-zero fH . The domain B must therefore be empty and D1 = D2.

We note that the last paragraph of this proof could have been simplified my referring

to the analyticity of harmonic functions (cf Kress[105], page 70).

Lemma 3.10. (f,ΛDf) is the energy of introducing the grounded object in the half

space.

Proof. Writing u for the potential in the presence of the object D and u0 the potential

without the object, and using f = u|∂H = u0|∂H , as well as the fact that u|∂D = 0, we

write

(f,ΛDf) =

∫
∂H

u

(
∂u

∂ν
− ∂u0

∂ν

)
ds

=

∫
∂H

u
∂u

∂ν
ds−

∫
∂H

u0
∂u0

∂ν
ds

=

∫
H\D

|∇u|2 −
∫

H

|∇u0|2. (3.74)
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Note that the semi positive definiteness of ΛD implies that this energy is positive. It

seems intuitive that introducing a smaller object requires less energy than introducing

a big object. If the larger object does not overlap the smaller object completely, then

this observation may depend on the drive signals used. For example in the case of a

single transmitter, bringing a smaller object close to the transmitters may require more

energy than a very large object far away. However, if the smaller object is contained

inside the bigger one, then the larger object will require more energy for any drive

signal used. This observation leads to the following monotonicity property for ΛD,

which will be useful later.

Theorem 3.11. For two objects Di and De, such that Di ⊂ De, the operator ΛDe−ΛDi

is positive definite.

Proof. Consider the solutions ui and ue to the boundary value problem in the presence

of Di and De respectively. That is u0|∂H = ui|∂H = ue|∂H and ui|∂Di
= 0, ue|∂De = 0.

Before proceeding to the main demonstration, we need some inequalities.∫
∂De

ui
∂ui

∂ν
ds−

∫
∂De

ui
∂ue

∂ν
ds =

∫
∂De

(ui − ue)
∂(ui − ue)

∂ν
ds

=

∫
H\De

|∇(ui − ue)|2

≥ 0 (3.75)

Where the normal ν points into the domain De. The second step above uses the fact

that (ui − ue)|∂H = 0. We also need∫
∂De

ui
∂ui

∂ν
ds = −

∫
De\Di

|∇ui|2 < 0. (3.76)

Where the minus sign appears because ν again points into the domain De\Di. The

inequality is strict because the domain De\Di is nonempty. Combining these two

inequalities we obtain ∫
∂De

ui
∂ue

∂ν
ds < 0. (3.77)

We now proceed towards the main result by applying the second Green’s identity to
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ui and ue in the space H\De, and write∫
∂[H\De]

ui
∂ue

∂ν
− ue

∂ui

∂ν
=

∫
[H\De]

ui∆ue − ue∆ui (3.78)

The RHS is zero because both ui and ue are harmonic in H\De, using u0|∂H = ue|∂H =

ui|∂H ; ∫
∂H

u0

(
∂ue

∂ν
− ∂ui

∂ν

)
ds+

∫
∂De

ui
∂ue

∂ν
ds = 0. (3.79)

Now

(f, (ΛDe − ΛDi
)f) =

∫
∂H

u0

(
∂ue

∂ν
− ∂ui

∂ν

)
ds

= −
∫

∂De

ui
∂ue

∂ν
ds

> 0. (3.80)



4. NUMERICAL IMPLEMENTATION

The forward solution as set out in the previous chapter, as well as in the inverse al-

gorithms developed later, require only boundary-to-boundary integral operators. The

numerical implementation therefore uses the Boundary Element Method (BEM), a

powerful approach to solving partial differential equations numerically[137], partic-

ularly for homogeneous media. In contrast to the Finite Element Method (FEM),

which uses a discrete mesh over the whole space of interest, the BEM discretises and

solves only on the boundary. This requires less points and the BEM solves a much

smaller, albeit dense, system of linear equations rather than the larger, sparse, FEM

matrix, and can be more efficient. For problems in potential theory, the Fast Multipole

Method[142, 143] can provide a frame work for very effecient numerics and in future it

may be necessary to use this in real time applications of the algorithms developed in

this thesis.

The implementation here will be using collocation quadrature, that is all functions

are assumed to be piecewise constant. This chapter provides expressions for the differ-

ent operator matrices, comments on the implementation and discusses some aspects of

accuracy.

Note that whereas in the rest of this thesis x, y, z are used to denote separate 3D

points. In this section, (x, y, z) is used to refer to individual cartesian coordinates

and 3D vectors are given in bold x, r etc. Bold letters will also be used to denote

the discrete approximation of operators and subscript indices to denote the individual

matrix elements. For instance the matrix S, the element Sij and the operator S. A

small deviation from this rule will be made for the matrix K̃ and elements K̃ij which

represent the operator sum 1
2
I + K̃.
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4.1 Triangulated 3D Objects

The 3D object ∂D is represented by a triangle mesh. Each triangle ∂Dj is characterized

by 3 vertices r1, r2 and r3. The centre point xj of the triangle is given by

xi =
1

3
(r1 + r2 + r3). (4.1)

The area of a triangle with sides a, b and c is given by

Ai =

∫
∂Di

ds =
1

4

√
2a2b2 + 2a2c2 + 2b2c2 − a4 − b4 − c4. (4.2)

The potential and its first derivative on the object are represented by vectors v

(vi = Aiφ(xi)) and q (qi = AigD(xi)). The advantage of scaling the functions by the

area of each triangle is that the matrix S is symmetric under certain quadrature rules

and the matrices T and T ∗ are adjoint to each other.

On the plane ∂H are located a number of electrodes with area Ri, the potential

on the plane and the change in the first derivative (charge image) are given by vectors

w (wi = fH(xi)Ri) and c (ci = c(xi)). We note that the charge image is not scaled

by the area of the electrodes. It is also worthwhile to point out that the electrodes Ri

do not necessarily cover the plane ∂H. The Dirichlet data on the plane is, in effect,

compactly supported.

4.1.1 Matrix S

The single layer potential operator S defined in (3.22) is discretised as follows.

(SgD)(xi) =

∫
∂D

G(xi,y)gD(y) ds(y)

=
∑

j

∫
∂Dj

G(xi,y)gD(y) ds(y)

≈
∑

j

gD(yj)

∫
∂Dj

G(xi,y) ds(y). (4.3)

The integral of G(xi, ·) over each element ∂Dj is performed differently depending on

whether the calculation concerns a diagonal element (i = j), whether triangles i and
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j are near to eachother, or whether they are relatively remote. For diagonal elements

the Cauchy principal value is calculated over multiple circle segments of small angle

φk centred at xi, with radius rk such that the arc of the segments intersects the side

of the triangle and the area of the arc segment equals the area of the triangle segment.

That is∫
∂Di

G(xi,y) ds(y) ≈ 1

4π

[∑
k

∫ rk

0

∫ φk

0

ρ dφ dρ

ρ
− 1√

4z2
j

∫
∂Di

ds(y)

]

=
1

4π

∑
k

rkφk −
Aj

8πzj

. (4.4)

For triangles i and j that are near to each other, the integral over ∂Dj is calculated

using a piecewise constant approximation of G(xi, ·) over a dense (typically 1,000)

subdivision of ∂Dj. The density of the subdivision decreases as the triangles i and j

are further apart. For remote pairs, a single piecewise constant approximation is taken

over the entire area of ∂Dj. That is∫
∂Dj

G(xi,y) ds(y) ≈ G(xi,yj)

∫
∂Dj

ds(y) = G(xi,yj)Aj.

In axi-symmetric configurations, used for some of the results in chapter 6, the integral

of G(xi, ·) over each element ∂Dj is performed numerically with NAG[144] routine

D01AJF, a general purpose adaptive routine.

With the definition of the vector q (qi = −AigD(xi)), the matrix S is defined by

the quadrature above. Note that because of the definition of qi, the columns of S are

normalized by Aj.

In the interest of execution speed, it is on occasion convenient to make the assump-

tion of a constant G(xi, ·) over the entire element ∂Dj for every j 6= i. Moreover, an

approximate Cauchy principal value is calculated for j = i, for just one single segment

k in (4.4). This means taking a disk at xi, with an area equal to the area of the

triangle. That is, a disk with radius a2
i = Ai/π. In that case we obtain for the diagonal
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element; ∫
∂Di

G(xi,y) ds(y) ≈ 1

4π

[ ∫ aj

0

∫ 2π

0

ρ dφ dρ

ρ
− Aj√

4z2
j

]

=
1

2

√
Aj

π
− Aj

8πzj

. (4.5)

In that case we have for the matrix elements

Ŝi,j =
1

2

√
1

Aiπ
− 1

8πzi

, for i = j,

=
1

4π
√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2

− 1

4π
√

(xi − xj)2 + (yi − yj)2 + (zi + zj)2
, for i 6= j. (4.6)

This efficiently calculated but relatively poor quadrature matrix is clearly symmetric.

It is estimated that this expression gives a typical error of 0.3%, compared with a typical

error of 0.06% for the more accurate quadrature, please see the discussion around figure

4.1B below.

4.1.2 Matrices T and T∗

The operators T defined in (3.23) and (3.24) are discretised as follows,

(TgD)(xi) : =

∫
∂D

∂G(xi,y)

∂zi

gD(y) ds(y)

≈
∑

j

gD(yj)

∫
∂Dj

z

2π((x− xi)2 + (y − yi)2 + z2)3/2
ds(y)

≈
∑

j

gD(yj)Aj
zj

2π((xj − xi)2 + (yj − yi)2 + z2
j )

3/2
.
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(T ∗fH)(xi) : =

∫
∂H

∂G(xi,y)

∂z
fH(y) ds(y)

≈
∑

j

fH(xj)

∫
∂Hj

zi

2π((xi − x)2 + (yi − y)2 + z2
i )

3/2
ds(y)

≈
∑

j

fH(xj)Rj
zi

2π((xi − xj)2 + (yi − yj)2 + z2
i )

3/2
,

and so the adjoint matrices are

Ti,j = T ∗
j,i =

zj

2π((xj − xi)2 + (yj − yi)2 + z2
j )

3/2
.

4.1.3 The Matrices K̃ and M̃

The modified double layer potential operator K̃ defined in (3.26) is discretised as

follows,

(K̃φ)(xi) =

∫
∂D

[
∂G(xi,y)

∂ν(y)
+

1

|xi − xc|
− 1

|xi − x′
c|

]
φ(y) ds(y) x ∈ ∂D

≈
∑
j 6=i

[
∂G(xi,yj)

∂ν(yj)
+

1

|xi − xc|
− 1

|xi − x′
c|

]
Ajφ(yj)

+

[
1

Ai

∫
∂Di

∂G(xi,y)

∂ν(y)
ds(y) +

1

|xi − xc|
− 1

|xi − x′
c|

]
Aiφ(yi).(4.7)

Here xc ∈ D and x′
c is its mirror point. In the calculations xc is chosen at the centre

of the object

xc =

∑
iAixi∑

iAi

. (4.8)

For i 6= j, the terms ∂G(xi,yj)/∂ν(yj) are calculated numerically.

∂G(xi,yj)

∂ν(yj)
=

1

δ

[
G(xi,yj + δν(yj))−G(xi,yj)

]
. (4.9)

In which δ is a suitably chosen small number. To calculate the singular term in the

diagonal elements we use corollary C.6 on page 174, which gives∫
∂Di

∂G(xi,y)

∂ν(y)
ds(y) = −1

2
−
∑
j 6=i

Aj

∂G(xi,yj)

∂ν(yj)
. (4.10)
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In which the terms of the sum are worked out as in (4.9). With the vector Aiφ(xi),

the discrete approximation of 1
2
I + K̃, the matrix K̃ is given by

K̃i,j = − 1

Ai

∑
j 6=i

Aj

∂G(xi,yj)

∂ν(yj)

+
1

|xi − xc|
− 1

|xi − x′
c|

for i = j

=
∂G(xi,yj)

∂ν(yj)
+

1

|xi − xc|
− 1

|xi − x′
c|

for i 6= j.

Note that there is no 1
2

term in the diagonal terms because the −1
2

in (4.10) is com-

pensated by the 1
2
I term of the operator combination 1

2
I + K̃.

The operator M̃ defined in (3.28) is calculated from

(M̃φ)(xi) =

∫
∂D

[
∂2G(xi,y)

∂zi∂ν(y)
+

2zc

|xi − xc|3

]
φ(y) ds(y) xi ∈ ∂H

=
∑

j

∫
Dj

[
∂2G(xi,y)

∂zi∂ν(y)
+

2zc

|xi − xc|3

]
φ(y) ds(y)

≈
∑

j

[
∂2G(xi,yj)

∂zi∂ν(yj)
+

2zc

|xi − xc|3

]
Ajφ(yj).

(4.11)

Where again the normal derivatives are calculated numerically

∂2G(xi,yj)

∂zi∂ν(yj)
≈ 1

δ

[
∂G(xi,yj + δν(yj))

∂zi

−
∂G(xi,yj)

∂zi

]
.

The expression for ∂G(xi, ·)/∂zi has already been given in the discretization of T above.

4.2 Quadrature Tests

To verify the calculation of matrix elements and the validity of the piecewise constant

quadrature, a number of tests have been been carried out.

For a uniformly charged sphere centred at xc of radius a0, the single layer potential

and the normal derivative on the plane can be calculated exactly (cf lemma C.2). This
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Fig. 4.1: Comparison of exact and numerical quadrature. A) Charge images calculated

from (4.12) (labelled ’Exact’) and (4.13) for different triangulation densities. B)
Comparison of (4.14) and (4.15). Percentages in brackets indicate error with respect
to the exact result.

gives

(T 1)(xi) =

∫
∂H

∂G(xi,y)

∂z
ds(y) xi ∈ ∂H

=
2a2

0zc√
|xi|2 + z2

c

(4.12)

≈
∑

j

Ti,jAj. (4.13)

Figure 4.1A compares (4.12) and (4.13) for a sphere located at xc = (0, 0, 30) and

a0 = 10. An object of this size and location is quite typical in the numerical experiments

discussed later in this thesis. The receiver sensors, that is the points xi are located on a

radial line from the centre of the half plane ∂H and the abscissa in figure 4.1A represents

this radial position. The thicker top blue line illustrates the exact result according to

(4.12), while thinner coloured lines beneath that illustrate the approximate results for

a sphere consisting of 198 triangles, 420 triangles and 1826 triangles respectively. The

exact and approximate results appear quite close together in the graph of figure 4.1A,
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but this is primarily due to the dynamic range on the ordinate. The error in percentage

terms in row sums of T is given in brackets and decreases from 3.1% to 0.3%. This

error is quite large, but is almost entirely explained by the difference in area between

the triangulated object and the perfect sphere which it approximates. For instance

the area of the 420 triangle polyheadron is 1.5% smaller than the 4π · 102 mm2 of the

sphere.

The quadrature for S can be tested in a similar way. Taking again the single layer

potential of a uniformly charged sphere at xc = (0, 0, zc) we can also calculate

(S 1)(xi) =

∫
∂D

G(xi,y) ds(y) x ∈ ∂D

= a0 −
a2

0

|xi − x′
c|

(4.14)

≈
∑

j

Si,jAj. (4.15)

Figure 4.1B compares (4.14) and (4.15) for the same sphere located at xc = (0, 0, 30)

and a0 = 10mm. The full line illustrates the exact result according to (4.14), while the

diamonds, squares and triangles illustrate the approximate results from (4.15). As can

be seen the approximate results are very close to the exact results with much smaller

percentage errors than those observed in figure 4.1A. The reason for this is that the

single layer potential close to the object depends primarily on the radius a0 as can be

seen in (4.14), whereas the single layer potential further away from the object depends

on area as can be seen from the a2
0 term in the numerator of (4.12). For the 420 triangle

polyheadron, the average radius is 0.1% smaller than the 10mm of the ideal object.

This tallies fairly well with the error reported in figure 4.1B.

The quadrature for K̃i,j and M̃i,j is tested with the divergence theorem for the

electric field, or Gauss’s law. For a point source at a point z we have

Θ(z) = −
∫

∂D

∂

∂ν(y)

1

|y − z|
ds(y) =

∫
D

δ(x− z) dx. (4.16)

It is clear that Θ(z) = 1 for z ∈ D and Θ(z) = 0 for z /∈ D. In the program the function

Θ(z) is part of the standard output and the surface integral in (4.16) is calculated using

the same piecewise constant quadrature and numerical differentiation (4.9) for K̃ and
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Fig. 4.2: Calculation of to-
tal electric field flux
(4.16) as function of
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charge, for different
discretization levels

M̃ . Figure 4.2 plots Θ(z) on a line through a test object that is illustrated in the

inset. As can be seen, Θ(z) ≈ 1 inside the object and falls off rapidly towards zero at

the edge. The sharpness of the transistion depends on the triangulation density of the

object.

4.3 Matrix Solvers

With the matrices and vectors defined above, the steps in the numerical calculation

of the forward charge image can be formulated. First, the applied potential at each

triangle of the object is calculated; t = T ∗w. Then the charge at each triangle is

found by solving Sq = t for q. With that, the charge image is then calculated c = Tq.

Alternatively it is possible to solve K̃v = t for the dipole moment at each triangle and

then calculate the charge image from c = M̃v.

In each of these cases, it is the second step that matters most. The numerical

solution of Fredholm Equations of the first kind has been the subject of much research,

see, for instance, [145, 146, 147] for historical overviews. In our case, the object D

typically consists of 420 triangles and S and K̃ are 420 × 420 matrices. We use the

well tested and well documented NAG[144, 148] routines to solve equation t = Sq,

either directly or through the calculation of an inverse. Both methods can also be used
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to solve K̃v = t, but in the numerical experiments presented in this work, the equation

is always solved by calculating an inverse.

For direct solution of the matrix equation Ax = b with a square matrix A, the

program uses NAG routine F04ATF. The routine uses an LU factorization with partial

pivoting, and iterative refinement until full machine accuracy is obtained. This method

is efficient when we are interested in solving the equation just once, that is when

obtaining the charge image for just one single transmitter, or a single transmitter drive

pattern fH . When calculating a discrete approximate of a forward map ΛD for multiple

transmitters, it is more convenient to use the inverse of the matrix S, that is

ΛD = T (S−1T ∗). (4.17)

Two NAG routines are used for the calculation of the inverse, both of which return the

inverse matrix rather than the LU factorisation. The latter can be more efficient, but

using the inverse was more convenient from a coding perspective. F01BLF calculates the

rank and pseudo-inverse of a general m×n real matrix, m ≥ n, using QR factorization

with column interchanges. The routine F01BLF is also used to calculate the inverse of

K̃. Because Ŝ defined in (4.6) is symmetric, the inverse in that case can be calculated

with F01ABF. This provides the inverse of a real n × n symmetric positive definite

matrix with guaranteed accuracy. That is, with iterative refinement. The routine is

about 7 times slower than F01BLF although there is not much discernable difference in

the forward map, and no discernable difference in the reconstruction.

Although the methods used to solve the inverse problem are discussed in subse-

quent chapters of this thesis, it is appropriate to briefly mention some of the numerical

methods used to solve the matrix equations that arise. Central to the iterative method

in chapter 6 is the minimization of the Tikhonov functional

f = min
f
||Af − b||2 + α2||f − f0||2P . (4.18)

In which f0 is the prior and P the penalty norm. For standard Tikhonov regularisation

P = I. In much of this work a discrete approximation of a first order Sobolev norm is
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used, that is

||f ||2P =

∫
∂D

f 2 ds+

∫
∂D

∇f · ∇f ds

=

∫
∂D

fPf ds(x)

≈
∑

i

Aif(xi)
∑

j

Pi,jf(xj).

The matrix P is given by P = I + LT L, in which

Li,i =
1

d1

+
1

d2

+
1

d3

Li,i1 = − 1

d1

Li,i2 = − 1

d2

Li,i3 = − 1

d3

. (4.19)

Here i1, i2 and i3 are the triangle indices of the three nearest neighbours of triangle i

and d1, d2 and d3 the distances between triangle i and its three nearest neighbours.

The Tikhonov functional is minimized by the solution to the equation

(ATA+ P )x = AT b+ Px0. (4.20)

The Tikhonov problem can be solved efficiently through a bidiagonalisation scheme

or an iterated scheme[149], and the explicit use of (4.20) is not generally employed in

large systems. In our case however it was convenient to trade off the high reliability of

NAG against the inefficiency of using (4.20). Because (ATA+P ) is symmetric positive-

definite, the equation is solved with NAG routine F04ASF which calculates the accurate

solution of a set of real symmetric positive-definite linear equations, using a Cholesky

factorization and iterative refinement. When, either because P is defined differently or

because of numerical difficulties, the system is non-symmetric, an automatic switch is

made to the routine F04ATF mentioned above, and the change logged.

The range tests used in chapter 7, as well as the monotonicity method in chapter

8 require the calculation of a Singular Value Decomposition (SVD). This is calculated
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with F02WEF, which obtains the SVD through a sequence of transformations and Givens

plane rotations.

4.4 Forward Maps

The solution of the forward problem, and the setup of the boundary element method

discussed above provides us with three different methods of numerically calculating the

discrete approximation to the Dirichlet to Neumann map. The first method, called for

convenience the Physicist’s method uses the ΛD = T Ŝ−1T ∗ factorisation in (3.25) to

calculate the matrix equation (4.17). The second method takes the perspective more

of the experimentalist, who switches on just one transmitter electrode Ri and measures

the resulting charge image c which then forms the i-th column of the forward matrix.

This is then repeated for the next transmitter and so on. In matrix terms we can write,

ΛD = T (S \ T ∗).

In which we use the MatLab backslash notation to denote that we solve the equation

Sq = t for each column t of T ∗. The experimentalist method is generally preferred

when there are not the same number of transmitters and receivers and they are not

colocated. The definitions of T and T ∗ must then be adjusted adjusted appropriately

and are no longer adjoint. Finally the last method takes the mathematically more

attractive approach of solving a Fredholm equation of the second kind to find the

induced dipole distribution on the object and calculates

ΛD = M̃ (K̃
−1

T ∗). (4.21)

It is important to verify that these three methods give the same numerical answer

for the forward Dirichlet to Neumann map. The answer is that they do, with a typical

variation between them of 0.1%. The discussion below explores this in more detail

and does so specifically by looking at the variation in elements of the singular value

decomposition. The singular value decomposition is useful here because we want to

investigate an entire forward map. The variation in a single forward charge image

has already been explored superficially in the discussion around figure 4.1A, where

a dependence on the discretization of the test object was found. Here we use the
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Fig. 4.3: Eigenvectors f1 and f16 of the forward matrix scaled by eigenvalue, for different
methods and for different discretization levels (1820, 420 and 198 triangles) of the
object. Sensor electrodes, forward map and test object are illustrated in figure 4.6.

example of 32 transmitters and collocated receivers arranged in a linear array at the

edge of display, and a test object located 30mm above the plane of the sensors. For an

illustration of the electrode layout, the test object used and a visual representation of

the forward map, see figure 4.6 below.

A straightforward comparison between the forward matrices resulting from the dif-

ferent methods, can be made by looking at the matrix norm, or first eigenvalue. For

420 triangles λ̄1 = 5.013 · 10−6mm−1, with a standard deviation of 0.1% between the

methods. More variation between the forward matrices can be detected when looking

at the higher order eigenvalues, for instance λ̄16 = 1.29 · 10−12mm−1, with a standard

deviation of 2% between the methods. These trends are illustrated in figure 4.3 which

illustrates two of the eigenvectors f1 and f16 of the forward matrix scaled by eigenvalue.

The figure also illustrates the effect of different discretization levels of the object.

The variation between discretization level is an order of magnitude larger than that

between the methods. That is 3% for λ1 and 19% for λ16. It must be pointed out

that the variation with triangulation density must not be interpreted as an estimate of

error in the numerical implementation. Objects at different triangle densities simply are

different objects. Another trend worth noting is that at higher triangulation densities
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Fig. 4.4: Screen shot of the Program DrAdam, left shows the Open Inventor Examiner
window, bottom right shows the standard output strip for forward problem solution
of the bishop chess piece object and a 2D array of receivers arranged over the area
of the display. A single transmiter at the centre of the display area is used. The
second image in the output strip shows the charge image. The third and fourth
image are object cross sections with a plot of the flux function Θ(z).

the variation in λ16 between the methods decreases.

4.5 Computer Program

A Windows program, called DrAdam, was written to perform the BEM calculations. It

is written in c++ and uses the Microsoft Foundation Library (MFC) for initialisation,

windows and messaging. To load and manipulate the 3D objects the program uses

the Open Inventor[150] 3D graphics library. Figure 4.4 provides a screen shot of the

program. The program is available for installation, provided its use is non-commercial.

For details on this, please see appendix A.

Figure 4.4 gives a screen shot. The program bases the physical configuration of

display, sensing electrodes and objects on the sensor prototype fingermouse system

described in section 1.6. A model of the system is shown in an Open Inventor Examiner

window and a test object is positioned above the display / sensor combination. The

number of electrodes can be chosen at will and different electrode layouts can be used.
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Fig. 4.5: Adam’s File—OnNew Dialog box. This dialog box sets all options for forward and
inverse problem calculations. The calculation itself is then triggered from the main
frame menu item Calculate. The options are described in detail in appendix A.

In particular it possible to arrange the electrodes only around the edge of the display,

or to distribute them in a 2D array over the surface of the display itself. Different test

models are available and it also is possible to load test objects in VRML format from

file. Figure 4.4 illustrates a situation where a bishop chess piece has been loaded as

test object and a 2D array configuration of the sensor electrodes has been chosen.

A dialog box to set these and other options, as shown in 4.5, is brought up at

start-up, details of the options are described in appendix A.

The calculation of the forward charge image, or Dirichlet to Neumann map is trig-

gered from the menu (Calculate). The bottom righthand child window in figure 4.4

illustrates the output that is then created. This is the result strip of four images shown

in the window. A bitmap image of the strip is automatically saved to disk. The first

image is a perspective view of the test object above the sensor configuration. If a

reconstruction algorithm has been selected in the dialog box (figure 4.5), then this

image shows the reconstructed object in red, either alone or in combination with the

original object. The second image in the result strip shows the charge image. The

example in figure 4.4 shows the case for a single transmitter located at the centre of
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Fig. 4.6: Illustration of the standard output strip of DrAdam for the case of the forward
problem solution of the spoke object located 30mm above the plane of the sensors
and a linear array 32 electrodes around the edge of the display area. Each electrode
in turn acts as transmitter and 32 charge images are collected. The combined
forward map is illustrated in the second image in which each column is the charge
image with one active transmitter.

the display area combined with a 2D array of 16 receiver electrodes distributed over

the 90mm×70mm area. The image is a scaled logarithmic representation of the charge

image. White represents maximum and black the minimum (typically zero).

Random, normally distributed noise is added to the charge image in an algorithm

due to Kindermann et al[151]. Two approaches have been employed to calculate the

standard deviation of the noise for each transmitter-receiver pair. In the ‘Uniform’

noise model, the same standard deviation is used for all measurements. The standard

deviation can be expressed as a percentage of the maximum signal in a given set of

measurements or as proportion of the matrix norm of the forward matrix ||ΛD||. This

approach to noise essentially assumes that the electronics in the receiver electrodes

operates identically regardless of the proximity to the transmitting electrode or the

change in signal resulting from the object. Alternatively, in the ‘Proportional Model’,

noise is added to the signal of each transmitter and receiver as a percentage proportion

of that signal. The assumption underlying this mode is that the measurement system is

designed such that the gain is adjusted for each measurement in response to the signal

strength. Noise of this type preserves the dynamic range of the overall measurement

set and in general much larger percentage noise levels of this type can be tolerated to

achieve comparable reconstruction results.

The third and fourth images in the result strip show cross sections in the z2 = 0

and z3 = 30 planes respectively of the object. The cross sections also show the total

electric flux Θ(z) from a point source through the surface of the object as function
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of the position of the point source as defined in (4.16). In the image, white indicates

Θ(z) = 1 and black Θ(z) = 0. As can be seen the map follows the figure outline quite

closely but there are some intermediate values near the surface of the object. These

effects decrease with increasing triangulation density of the object. In this way, the

image permits a qualitative assessment of the quadrature used in solving the forward

problem. The third and fourth images show the reconstructed object if a reconstruction

has taken place and different output may be plotted.

If the Calculate menu item is selected a second time, the program performs a series

of charge image calculations (and reconstructions if necessary). The object is initially

stationary, allowing the user to examine the difference between different noise draws

on the charge image and the reconstruction. The object is then moved over the sensor

area, allowing the examination of the effect of position with respect to the electrode

positions. Typically 200 animation frames are created and these are written to disk.

These can then be combined into avi or mp4 movies or any other format. Animations

of some results presented in this thesis, as well as additional results, are available on

disk.

A second example of the results strip from the program is shown in figure 4.6, This

figure shows the spoke object. Whereas the bishop object shown in figure 4.4 was

loaded from file in VRML format, this object is build inside the program itself using

spherical harmonics. This has the advantage that the triangulation is well defined and

the discretization level is easily controlled. This means that the spoke object has been

used for many of the numerical experiments in this thesis. It has already been used in

figure 4.2 and in section 4.4 above. The electrode layout used in figure 4.6 is that of a

linear array of 32 electrode around the edge of the display area. This is illustrated in the

first image of the output strip. Each electrode can be both transmitter and receiver

and the forward Dirichilet to Neuman map ΛD is a 32 × 32 matrix. The matrix is

illustrated schematically in the second image of the strip, each column j represents the

signals from all electrodes as receivers while electrode j acts as transmitter. The map

is symmetric in principle although the added noise destroys this symmetry.
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5. SHAPE FITTING

This chapter explores a straightforward approach to an inverse problem; given a (black

box) forward model, adjust or fit a set of parameters that describe a shape, until the

calculated charge image or charge images (forward map) of that shape resembles, as

closely as possible, the original measured data.

The results in this chapter indicate that it is possible to do this and that we can

trade-off the measurement accuracy against the amount of detail in the shape fitting.

For instance, it is possible to find the approximate size and the position of the object,

from measurements contaminated with as much as 40% noise. If the degrees of freedom

are increased to include object orientation, the acceptable noise level goes down to 20%

or 15% depending on the amount of prior knowledge that is used. More general object

parameterisation with spherical harmonics provides satisfactory results only at 5%

noise.

For reference, a superficial description of the modified Gauss-Newton optimization

is given here. The Newton Method for finding the zero of a single variate scalar function

f(x) is illustrated in figure 5.1. The update at each iteration step is given by

xk+1 = xk −
f(xk)

f ′(xk)
. (5.1)

We are interested in optimizing multiple parameters that describe the position, ori-

entation and shape of an object and this means minimizing a cost function that is a

multivariate sum of squares given by

F (ξ) =
∑

i

∫
∂H

[(ΛD − Λξ)fi]
2 ds(x). (5.2)

In which Λξ : L2(∂H) → L2(∂H) is the forward map of the parameterized object.

The n-tuple ξ represents the collection of different fitting parameters, fi is a given
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Fig. 5.1: Illustration of the
univariate Newton
method. This pro-
vides a useful mental
picture for the Mod-
ified Gauss-Newton
optimizations of
object shape used in
this chapter.

basis of L2(∂H) determined by the pattern of transmitters used. It follows from the

uniqueness of the Cauchy problem that the cost function is uniquely minimized for

one fi by one unique object. However as both the set of fitting parameters ξ and the

number of sampling points of the integral, that is the number of receivers, is limited,

this minimum may not be part of the parameter space or uniquely determined by the

measurements.

For a multivariate sum of squares, the problem of finding the zero becomes that of

finding a minimum and the derivative f ′ becomes the Jacobian matrix. The Gauss-

Newton iteration is

ξk+1 = ξk − J†kF (ξk), (5.3)

in which J†k is the Moore-Penrose generalised inverse of the Jacobian. It is more

common to write this not as an inverse but to provide an equation for the decent

direction JT
k Jkpk = −JT

k fk. It must also be noted that his equation arises because in

the Modified Gauss-Newton method, JT
k Jk is taken as a good estimate for the Hessian

(curvature) term. Hence our brief sketch in which J† is presented a straightforward

generalisation of 1/f ′(x) is a slight of hand. We refer to Gill[148] for the appropriate

detail.

Shape optimization is a branch of optimal control theory which is based on the

calculus of variations. Under this topic the work goes back to the early 1900s when

Hadamard coumputed the derivative of the Greens function of the Laplace operator

with respect to the normal vector of the surface of a domain[152]. A substantial

body of literature exist on the solution of inverse problems using iterative methods
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of the kind used here. The shape Fréchet differentiability of the forward operator

has been investigated in potential theory[153], elastics[154], EM scattering[112] and

acoustics[155]. An efficient calculation of the Jacobian can be obtained from the domain

derivative[153, 156], which is defined on any vector field a. Using this the Jacobian

can be obtained using a range of different boundary conditions on a fixed object. This

is a much more efficient way of calculating the Jacobian than calculating it for fixed

boundary conditions on a range of objects. There is also some discussion on the merit

of using the JT
k Jk term to estimate the second order derivatives. For instance, Haber

et al[157] use a full Newton method with the second order derivatives to solve the

inverse coefficient problem for geophysical EM. The relatively high cost of calculating

the second order derivatives is alleviated by formulating the problem directly in the

differential equation domain.

If the Jacobian in (5.3) is ill-conditioned, it may be necessary to use a regularised

inverse for J†k [87]. Examples of this are the Levenburg-Marquardt, see for instance

[158, 159] method or the iteratively regularized Gauss-Newton method[160], of which

there is also a continuous analogue[161].

Regularisation in effect limits the number of active degrees of freedom by suppress-

ing degrees that cause instability. This thesis takes a more structured approach by

step wise introducing only those degrees of freedom that are really required. The next

section explores fitting a sphere, the section after that the orientation of an ellipsoid

and so on.

In the shape fitting tests below, comprehensive modified Gauss-Newton algorithms

as implemented in NAG[144] routines E04GDF and E04FCF is used. For E04GDF the

values of the Jacobian must be supplied at each iteration point, while E04FCF uses

repeated calls to the multi-value, multi-variate F (ξ) itself, to estimate the Jacobian

internally.

5.1 The Initial Guess

The simplest optimization problem is that of finding the size and position of a spherical

object that reproduces most closely the capacitance data of the original shape. With

only four degrees of freedom, this is relatively straightforward and provides an initial

guess for further optimization and for the iterative reconstruction algorithm in the next
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chapter. Assuming that the transmitters and receivers are small in size and are well

separated from each other, we also assume that the object is sufficiently far removed

from the electrodes for the uniform charge assumption in section 3.1.4 to be valid.

From (3.33) the charge image measured at a receiver located at x, when a transmitter

located at y is active is given by

ĉ(x, y) =
aoz

2
3

πr3
t r

3
r

,

with

r2
r = (x1 − z1)

2 + (x2 − z2)
2 + z2

3 ,

r2
t = (y1 − z1)

2 + (y2 − z2)
2 + z2

3 .

As cost function is then used defined by

F (z) =
∑
t,r

F 2
t,r =

∑
t,r

{[
c

c0

]
t,r

−
[
ĉ

ĉ0

]
t,r

}2

, (5.4)

in which the sum is over all transmitter and receiver pairs (t,r). The term c0 is the

measured capacitive coupling between the electrodes in the absence of the object and

ĉ0 the calculated capacitive coupling as given by (3.31). This scaling is convenient

from an experimental point of view because relative capacitance change is more readily

available than absolute capacitance measurements. The scaling also helps the Modified

Gauss-Newton routine work over a larger variety of different electrode numbers and

configurations, without change in the control parameters. Note that the scaling means

that diagonal elements of the cross capacitance matrix are ignored.
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Fig. 5.2: Trace of an original object (smooth blue line) and tracked intial guess (jagged red)
in the xy and xz plane. Random noise at 40% of the signal value was used.

The elements of the Jacobian are given by

∂Ft,r

∂z1

= 3

[
c

c0

]
t,r

[
y1 − z1

r2
t

+
x1 − z1

r2
r

]
,

∂Ft,r

∂z2

= 3

[
c

c0

]
t,r

[
y2 − z2

r2
t

+
x2 − z2

r2
r

]
,

∂Ft,r

∂z3

= 3

[
c

c0

]
t,r

[
2

3z3

− z3

r2
t

− z3

r2
r

]
,

∂Ft,r

∂ao

=

[
c

c0

]
t,r

1

ao

.

Because there is an explicit expression for the Jacobian, routine E04GDF [144] is used

for the optimization.

Figure 5.2 illustrates how this strategy can track an object moving above the linear

array of 32 sensors arranged around the edge of a 4” display. As discussed before, all

electrodes act as transmitters in turn for the complete set of 32 receivers, collecting

32× 32 data points. Normally distributed random noise using the proportional model,

with a standard deviation of 40% of the signal strength for each signal is added to

each signal. This represents a very high noise level, but can be tolerated because the



90 5. Shape Fitting

proportional noise model preserves dynamic range. If the alternative noise model is

used in which uniform noise with the same standard deviation is added to all signals, a

noise level corresponding approximately 15% of the maximum signal produces results

comparable to those in figure 5.2. The average condition number of the Jacobian in

figure 5.2 is κ̄(J0) = 11.

A refinement could be made on the initial guess by dropping the uniform charge

assumption of 3.1.4 and calculate the full forward matrix for the cost function (5.2) to

optimize the position and size of the sphere. This then uses E04FCF in which the Jaco-

bian is estimated internally from multiple least squares evaluation calls. This requires

substantial computing effort which is not justified by a commensurate improvement in

the positional and size accuracy.

5.2 Ellipsoids

Following recovery of the object position with the initial guess, the next step is to

obtain orientation information. It is important in the practical application to know

the screen position that a finger points to rather than the position of the whole hand.

To the user, whose expectation is shaped by conventional touchscreens, it seems natural

that the 3D, touchless interactivity of the cross capacitance sensing can sense the tip

of the finger. However the electrostatics of the cross capacitance sensing involve the

whole hand, and the position of the initial guess typically corresponds to the location

of the palm or wrist. The location of the tip of the finger can be obtained if a degree of

object reconstruction is introduced. To explore the feasibility of this we demonstrate

optimizing the position, orientation and axis of an ellipsoidal object against simulated

data.

An ellipsoid with axis (a, b, c) centred at z1, z2, z3 is given by

(x1 − z1)
2

a2
+

(x2 − z2)
2

b2
+

(x3 − z3)
2

c2
= 1. (5.5)

Orientation is determined using rotation through Euler Angles,

R(α, β, γ) = R3(γ) R2(β) R3(α),

in which R3(α) is a rotation around the x3 axis through angle α and so on (for details
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Fig. 5.3: Approximation of the Bishop Object by an optimized ellipsoid based on data from
32 edge electrode data with 20% added noise.

see Arfken [162] page 179). With this, the optimization is done in steps.

• Find the initial guess from the previous section. That is find z1, z2, z3 and the

overall size parameter ao.

• Change the sphere of the initial guess into an ellipsoid with axis 2ao, ao/2, ao/2

• Optimize Euler angles α and β.

• Optimize position (z1, z2, z3), axis lengths(a, b, c) and Euler angles (α, β, γ) si-

multaneously.

The third step has only two degrees of freedom and requires advance knowledge of

the original shape, a realistic requirement in the example of finger pointing. The third

step has 9 degrees of freedom and this may appear to be more than is required, but the

use off all axis lengths and all Euler angles avoids local minima in the optimization.

Figure 5.3 shows an example of the optimization in this case. A bishop chess object acts

here as phantom for a finger. Sensing is done by a linear array of electrodes as in figure

5.2 but slightly less noise is added of 20% of individual signal strength. The difference

in ‘difficulty’ between the third (2 parameters to optimize) and fourth (9 parameters)

step is illustrated by the condition number of the Jacobian which is κ(J2) = 14 for the

third step and κ(J9) = 1, 400 for the fourth step.

5.3 Spherical Harmonics

In situations with more general objects or where prior information about an ellipsoid

is lacking, more degrees of freedom are required. One possibility is to describe shape
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Fig. 5.4: Optimization of Spherical Harmonics from data of a 2D array of 256 electrodes with
5% noise, of a kite shaped object. Illustrated are reconstructions with different
Legendre orders.

through spherical harmonics. Sperical harmonics have been used for instance recently

in Acoustic scattering[163], Optical Tomography[164], Electromagnetic Scattering[165,

166] and EIT[167].

From a single point, the distance to any point on a surface is described by

r(θ, φ) =
∞∑
l=0

l∑
m=0

[Cm
l cos(mφ) + Sm

l sin(mφ)] Pm
l (cos θ). (5.6)

Where Pm
l (x) are Associated Legendre Functions, given by

Pm
l (x) =

(−1)m

2ll!
(1− x2)m/2 d

l+m

dxl+m
(x2 − 1)l. (5.7)

Objects that admit this description are called star shapes. The function r(θ, φ) is

used to calculate the vertices of triangles, using a regular triangulation of (θ, φ) on

a unit sphere. The spherical harmonics are also used to create the test spoke object

introduced above in section 4.5, for which C0
0 = 9 and S3

3 = 0.3.

When used for fitting, the initial guess is used to set the centre of the object and

the radius of the initial guess to set the initial value for C0
0 . The fitting parameters Cm

l

and Sm
l , excluding the S0

l terms, are then optimized with the Gauss-Newton routine

E04FCF. The program first fits 4 parameters for l ≤ 1, then 9 parameters for l ≤ 2,

16 parameters for l ≤ 3 and so on. This strategy aids convergence in the presence of

the rapidly increasing number of fitting parameters. The centre point of the object

remains fixed to the value set by the initial guess.

Because the number of parameters increases rapidly with Legendre order, the
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method is suitable for situations in which a large number of charge images are col-

lected. Figure 5.4 illustrates a situation in which data is collected from a 2D array of

16× 16 electrodes creating a 256× 256 forward matrix. Noise at 5% of signal strength

is added to the data. A kite shaped object is used as phantom and the figure illustrates

the reconstructions for different Legendre orders. As can be seen, higher order opti-

mizations reveal more detail but the rapid increase in the number of parameters makes

the fitting of higher orders computationally prohibitively expensive, the optimization

can take many hours to perform. The condition numbers of the Jacobian also increases

rapidly. In the example of figure 5.4 κ(Jl=2) = 52, κ(Jl=3) = 850 and κ(Jl=5) = 30, 229

while the residuals decrease only marginally.

Increased levels of noise reduce the amount of detail in the reconstruction. For

instance, increasing the noise level to 10% results in reconstructions similar to figure

5.4A for all orders while setting to noise to zero improves the level of detail recovered

in 5.4C.

Although the expansion in spherical harmonics (5.6) describes any star shaped

object accurately, from a practical point of view the question arises how many orders

are needed for a satisfactory shape description of an object, regardless of the input

data, or indeed the sensing technology. Moreover, how well does a finite expansion

approximate a shape that is not a star shape? A few numerical experiments that

explore these questions are presented in appendix B.

5.4 Discussion

The results in this chapter show that optimization using closed form expressions for

the forward matrix and Jacobian provide a very good method of finding the position of

an object and its approximate size. The method is robust against noise and is flexible

enough to work with arbitrary sensor configurations. The method is obviously limited

to the topological configuration of one single object and would fail to indicate the

presence of multiple objects, for instance two hands in front of the display screen. It is

nevertheless useful in providing an initial guess for reconstruction algorithms discussed

later in this thesis.

The optimization method also works well to detect orientation if prior knowledge

on the ellipsoidal nature of an object is available. Indications are that moderate noise
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levels can be tolerated for this. For the extraction of more detailed shape information,

the optimization methods do not appear to work well. The approach of optimizing

the coefficients of a low order spherical harmonics expansion does recover some shape

information, but the method requires large forward matrices, low noise levels and is

very slow. As will be shown in subsequent chapters, better methods are available.

It is worth noting that the interactive display system mentioned in figure 1.3 has an

extremely low number of electrodes providing just a 2×2 forward matrix. In that case

none of the optimization methods work in a satisfactory way and the hand position is

found through a much simpler heuristic method[34].

The heuristic method used for the 2 × 2 method is simply a 3 × 4 matrix A that

transforms the four element signal vector s into the three element vector of position

x = As. The elements of the matrix are established through a least squares calibration

procedure in which the user holds the finger or hand in pre-determined spatial positions.

The advantage of this method is that it requires very little computation.

The initial guess optimization method does not work for the 2×2 sensor configura-

tion but it does work very well for the 14×8 method of 14 transmitters and 8 receivers

shown in figure 1.5. The method is efficient and can run at the measurement frame

rate (10 f/s) on a high end PC.

An alternative approach to finding the initial guess is suggested by the spherical

search method of Kim et al[168]. The method was developed for bounded domains,

but can be expanded to the unbounded half space used here. In that case, and the

notation used here, the method finds for every point z′ in the negative half space, the

distance rz′ given by

rz′ =

∫
∂H
c(y) ds(y)∫

∂H
c(y)
|y−z′| ds(y)

. (5.8)

The ball ∂B(z′; rz′) divides or cuts through, the object. The intersection of two balls

from different points z′ finds a line through the object. Three balls find one, or more,

points inside the object and so on. The method will not necessarily find the centre nor

provide information on the size of the object, but tests indicate that the method could

work in satisfactory way with suitable data sets. The drawback of the method is that

suitable data sets are defined by the fact that knowledge of the charge image c(x) over

the entire plane is required to calculate the integrals (5.8) and that the method does

not take advantage of data taken with different active transmitters.
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In this chapter the inverse problem is solved by identifying ∂D as the zero potential

contour of the unique solution of the Cauchy problem for the Laplace equation. The

zero potential contour is found with an iterative method. At each iteration there is

an approximation ∂Dk to ∂D on which approximate Cauchy data can be calculated

by solving a Tikhonov regularized linear system. This data is used to modify ∂Dk by

extrapolation towards the zero-surface giving the next approximation ∂Dk+1.

Figure 6.1 illustrates the simulated charge image c(x) for a number of axi-symmetric

3D objects. In this case there is a single transmitter at the origin. Using rotational

symmetry has the advantage of computational efficiency as well as representational

expediency while at the same time remaining close, in terms of the Green’s function

for example, to the full 3D situation that we are ultimately interested in. For clarity,

images are plotted noise free, although in the reconstructions below, 1% or 10% white

noise is added. The shape of the three objects is illustrated in the figure.

The charge images for the three different shapes may be different, but it is not

immediately clear that these differences are enough to distinguish between them or

even reconstruct the different shapes from the charge images alone. The results in this

chapter show that it is in fact possible to reconstruct with reasonable accuracy the

approximate shapes of simply connected but not necessarily convex objects. As might

be expected the shape is more accurately determined near the plane of measurement

than away from it.

The iterative reconstruction by analytic continuation method we use here is similar

to a method used in inverse acoustic scattering[169, 106, 105, 103]. Here we have a

near field charge distribution on the ground plane rather than a far field pattern and

we adjust the scattering method[169, 106, 105, 103] by introducing a mixed single and

double layer potential description that takes account of both the charge and potential

distribution on the iterated object. This leads to a system of coupled equations and a



96 6. Iterative Reconstruction

Charge Image

0

1

2

3

0 1 2 3 4 5 6

Sensor position

C
ap

ac
ita

nc
e 

C
ha

ng
e

A B C
A B

C z z z

Fig. 6.1: Simulated charge
image c(x) for three
axi-symmetric ob-
jects. Indicated is
the axis of rotation
and the shape of the
three objects used.

natural regularisation requirement in terms of the potential on the object. The method

is then further developed here by considering a simplified system of equations and a

simplified functional that is more convenient to solve numerically. For this simplified

system it is important to adjust the regularisation through a normalisation scheme

that we introduce. Regularisation is applied at three levels; in terms of the norms in

the penalty terms, in terms of the regularisation parameters and, finally, in terms of

the extrapolation to the zero level set that identifies the reconstructed object. We also

consider two ways to extend the method towards using data from multiple transmitter

experiments to improve the object reconstruction.

6.1 Inverse Charge Imaging

The iterative reconstruction is illustrated in figure 6.2B. At each step k, we first use

the data c(x) to find a potential and charge distribution on an object ∂Dk, the current

guess. That is the Cauchy date of the plane is taken to Cauchy data on the current

guess, and this is illustrated by the set of arrows going from ∂H to ∂D. This ill-posed

step is the subject of this section. Once the Cauchy data on the current guess has been

obtained, this is then used to deform ∂Dk towards the real object, yielding ∂Dk+1.

This step is the subject of section 6.2 below.

We make the assumption that we have a current guess ∂Dk which encloses all

singularities of the analytic continuation of u. The initial guess can be any one of the

optimized shapes described in chapter 5, but in the examples here the initial guess



6.1. Inverse Charge Imaging 97

Vc c

b

V

t

c c

a
S-1

T

T-1

∂ Dk

∂ H

∂ D

Fig. 6.2: A) Schematic illustration of cross capacitance charge imaging. B) Schematic illus-
tration of the cross capacitance object reconstruction.

described in section 5.1 is used. Writing fDk
for the potential on the guess and gDk

for

the charge distribution, we obtain from Green’s theorem

− u(x) = −
∫

∂H

fH(y)
∂G(x, y)

∂y3

ds(y) +

∫
∂Dk

fDk
(y)

∂G(x, y)

∂n(y)
ds(y)

−
∫

∂Dk

G(x, y)gDk
(y) ds(y) , x ∈ H \ D̄k (6.1)

In contrast to (3.19), the double layer potential contribution on ∂Dk has now been

included, because the assumption that u(x) = 0 does not hold on ∂Dk.

We can evaluate (6.1) at the boundaries to obtain a system of equations for the

boundary conditions. Specifically we evaluate (6.1) on the boundary of the object to

find an equation for fDk
. Here we need to introduce the factor 1/2 to account for

the evaluation on the boundary. The normal derivative of (6.1) on the ground plane

can be used to obtain an expression for gH . This then gives the following system of

two simultaneous integral equations for the two unknown functions fDk
and gDk

, from
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which the functions can be determined,

− 1

2
fDk

(x) = −
∫

∂H

fH(y)
∂G(x, y)

∂y3

ds(y) +

∫
∂Dk

fDk
(y)

∂G(x, y)

∂n(y)
ds(y)

−
∫

∂Dk

G(x, y)gDk
(y) ds(y) , x ∈ ∂Dk (6.2)

gH(x) = −
∫

∂H

fH(y)
∂2G(x, y)

∂y3∂x3

ds(y) +

∫
∂Dk

fDk
(y)

∂2G(x, y)

∂x3∂n(y)
ds(y)

−
∫

∂Dk

∂G(x, y)

∂x3

gDk
(y) ds(y) , x ∈ ∂H. (6.3)

In previous chapters of this thesis we have already introduced several operator and

function definitions for terms in this system of equations. We now also define

v(x) = fDk
(x) (6.4)

q(x) = −gDk
(x) (6.5)

t(x) =

∫
∂H

fH(y)
∂G(x, y)

∂y3

ds(y). (6.6)

In addition to

(Kv)(x) =

∫
∂Dk

fDk
(y)

∂G(x, y)

∂n(y)
ds(y) (6.7)

(Sq)(x) = −
∫

∂Dk

G(x, y)gDk
(y) ds(y) (6.8)

c(x) =

∫
∂H

fH(y)
∂2G(x, y)

∂y3∂x3

ds(y)− gH(x) (6.9)

(Mv)(x) =

∫
∂Dk

fDk
(y)

∂2G(x, y)

∂x3∂n(y)
ds(y) (6.10)

(Tq)(x) = −
∫

∂Dk

∂G(x, y)

∂x3

gDk
(y) ds(y). (6.11)

With these the equations (6.2) and (6.3) become(
1
2
I +K S

M T

)(
v

q

)
=

(
t

c

)
(6.12)

The operators and functions defined above have close parallels in matrices and vectors
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defined in chapter 4. Indeed 6.12 can either be read as an operator equation or as a

block matrix equation.

The system describes the mapping of the Cauchy data on the object (v, q) to the

functions (t, c) which are derived from the Cauchy data on the sensor plane. The

inverse problem of finding (v, q) from (t, c) is the ill-posed problem of finding Cauchy

data on a part of the boundary.

It is therefore necessary to use regularisation to solve (6.12) to find (v, q) from

(t, c). Although a number of different regularisation techniques exist, see for instance

[170, 171, 172, 173] for recent examples, in this case it is natural to use Tikhonov

regularisation. Provided that ∂Dk is close to the real object, the potential on ∂Dk

is small. The norm ||v|| must therefore be small and this requirement is added to

the solution to (6.12). Hence v, q are found through minimization of the Tikhonov

functional:

||1
2
v +Kv + Sq − t||2 + ||Mv + Tq − c||2 + α2

v||v||2P (6.13)

In which αv is the Tikhonov regularisation parameter and the first order Sobolev norm

is given by

||f ||2P = (f, Pf) =

∫
∂D

f 2 ds+

∫
∂D

∇f · ∇f ds.

Here∇ is the grad in the plane of the surface element of ∂D only. As mentioned in

chapter 4, in operator terms, P = I + LTL and the discrete matrix approximation for

L of ∇ was given in equation (4.19). We note that there is only overt regularisation

for v in (6.13), control on the norm of q is provided the second term in functional

(6.13). In numerical experiments we have found that minimizing this functional works

well to recover approximate Dirichlet and Neumann data on a guess ∂Dk. In the next

section we will discuss how this data can be used to deform the object ∂Dk towards

an improved approximation ∂Dk+1.

One feature of the regularisation is that, for noise free data and for the final object

∂Dk = ∂D, the Tikhnov functional solves the genuine Cauchy problem and not some

problem close to it. This is a feature also seen in iterated Tikhonov regularisation[174,

175] in which the solution at a previous iteration step is used as the prior for the

current step. As the iterated Tikhonov proceeeds, the regularisation terms fades to

zero. Here we will see the same effect, though not as in [174, 175] for the iterated

Tikhonov solution of a single problem, but over multiple problems for different objects
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∂Dk.

We also consider a simplified functional

||v + Sq − t||2 + 4||Tq − c||2 + α2
q ||q − qp||2PQ

(6.14)

The Kv and Mv terms in (6.13) are approximated with 1
2
v and qT − c respectively.

This substitution is motivated by numerical efficiency. No K and M matrices have to

be calculated and the first term in the functional can be minimized independently of

the last two. The simplification can be justified by the fact that as ∂Dk approaches

the correct ∂D, the variation in fDk
on ∂Dk becomes small. Using lemma C.5 we can

approximate

(Kv)(x) ≈ fDk
(x)

∫
∂Dk

∂G(x, y)

∂n(y)
ds(y) =

1

2
v(x)

At the same time, it can be shown that in the second term of (6.13), qT − c ≈Mv as

∂Dk → ∂D.

Lemma 6.1.

lim
∂Dk→∂D

(Tq − c) →Mv

Proof.

Tq − c =

∫
∂Dk

∂G(x, y)

∂x3

gDk
(y) ds(y)−

∫
∂D

∂G(x, y)

∂x3

gD(y) ds(y)

=

∫
∂Dk

∂G(x, y)

∂x3

gDk
(y) ds(y)−

∫
∂Dk

∂G(x, y + δ)

∂x3

gD(y + δ) ds(y + δ).

Because u is harmonic between D and Dk, we have gDk
(y) ds(y) = gD(y + δ) ds(y + δ)

and so we have

lim
∂Dk→∂D

(Tq − c) = −
∫

∂Dk

∂2G(x, y)

∂x3∂n(y)
δgDk

(y) ds(y)

=

∫
∂Dk

fDk
(y)

∂2G(x, y)

∂x3∂n(y)
ds(y)

= Mv.

We note that the second term in (6.14) is equivalent to (2.9) in section 2.3.2 on
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the two step method for inverse scattering. Indeed the entire functional (6.14) is now

equivalent to a regularised version of that method, though we have arrived at this as an

approximation of (6.13). With regard to the regularisation, the second term in (6.14) is

independent of v(x) and an alternative regularisation is required to that used in (6.13).

We now require that the charge distribution q on ∂Dk is close to a charge distribution

corresponding to v(x) = 0 on ∂Dk. This implies a prior for the charge distribution

that satisfies (3.20) on ∂Dk, that is qp(x) = (S−1t)(x).

Moreover, the penalty term is given by a normalized first order Sobolev norm on

the prior.

||f ||2PQ
= (f, PQf) =

∫
∂D

(
f

qp

)2

ds+

∫
∂D

∇
(
f

qp

)
· ∇
(
f

qp

)
ds (6.15)

In operator terms we now have PQ = Q−1
p PQ−1

p and Q−1
p is given by

(Q−1
p f)(x) =

f(x)

qp(x)
x ∈ ∂Dk

we note that ||Q−1
p || = sup 1/qp(x) > 0. The reason for the use of the normalisation

operator Q−1
p is that qp(x) will vary by several orders of magnitude over an object and

will be smallest on the parts of ∂Dk furthest away from the transmitter and sensor

plate. It is there where the instability in q(x) is greatest and a pre-conditioned penalty

term is required to constrain the solution there. Another way of interpreting the use

of the Q−1
p PQ−1

p norm is that in a statistical sense the prior has a covariance Q2
p and

an expected value of qp(x) [176].

6.2 Object Reconstruction

Having obtained the potential and charge distribution we now seek to deform the

current guess towards the real object guided by the knowledge that this real object is

at ground potential. One method that readily suggests itself is to use (6.1) to find a

zero contour, or at least a minimum contour, near the object and identify that as our

next best guess. Figure 6.3 provides an illustration of the current guess ∂Dk and the

(unknown) object ∂D to be constructed. A variation on the method used in acoustic

scatteric would be use the potential v and the gradient q to make a extrapolation from
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Fig. 6.3: Illustration of the object reconstruction, using the potential on the current guess,
to extrapolate to the zero potential contour.

∂Dk towards the zero potential contour. That is define a dilation function h(x) which

gives the deformation at x on the object along the outward pointing normal, given by

h(x) ∝ −v(x)
q(x)

x ∈ ∂Dk.

In numerical experiments we have found that this does not work well. The reason is

that, because q(x) appears in the denominator, extrapolating towards the zero potential

contour will induce the strongest changes in ∂Dk where q(x) is smallest, i.e. those parts

for which the conditioning of (6.12) is worst. It is therefore necessary to pre-condition

the extrapolation with the operator Qp. For the linear extrapolation this then leads to

a simple dilation function h(x) which gives the deformation at x on the object along

the outward pointing normal as

h(x) = −λv(x) x ∈ ∂Dk. (6.16)

The attenuation, or relaxation, factor λ avoids overshoot and it is a second, independent

regularisation parameter.
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6.3 Stopping Criterion

We thus have a cross capacitance reconstruction algorithm in which the shape is found

from a level set evolution driven by the potential u itself. Level sets have been used in

a variety of shape reconstruction problems [113, 177, 178]. Briefly stated the algorithm

here starts with an initial guess and then, through repeated application of either eqns

(6.13) and (6.16), or eqns (6.14) and (6.16), evolves the object until a stopping criterion

is reached.

A common method for deciding when a best fit has been obtained is the so called

‘Morozov Discrepancy Principle’, which states that a good fit is obtained when the

difference between measured and fitted image, the so called cost function, is similar

to the noise in the measured image. A drawback of this criterion is however that it

requires prior knowledge of the noise in the measurements and is in any case only

valid for true white noise. Instead we use the change in cost function for our stopping

criterion. Thus the iteration is stopped when the iteration to iteration change in the

cost function falls below a certain threshold. The criterion is expressed as∣∣∣∣rk − rk−1

rk

∣∣∣∣ < E. (6.17)

In which E is the threshold. The cost function, or residue, rk at iteration k is defined

in terms of the piecewise constant elements of the charge image used in the numerical

experiments,

rk =

√√√√ 1

nm

n∑
i=1

m∑
j=1

(
ΛDk i,j − ΛDi,j

ΛDk i,j + ΛDi,j

)2

. (6.18)

Which is well defined as ΛDi,j > 0. Strictly speaking the stopping criterion is only

sensible and can only be guaranteed to stop the iteration if rk is strictly decreasing with

iteration number. Currently we lack a formal proof for this, but a strictly decreasing

behaviour in the numerical experiments is always observed. The threshold E is an

additional regularisation parameter. Choosing E too large has obvious drawbacks, but

also at excessively small values poor reconstruction is obtained. We have found that a

value of E = 0.01 worked well in all numerical experiments. We stress that with this

construction, the actual noise level is not an input parameter to the stopping criterion.



104 6. Iterative Reconstruction

0

1

2

3

4

5

-2 -1 0 1 2
0

1

2

3

4

5

-2 -1 0 1 2
0

1

2

3

4

5

-2 -1 0 1 2

A B C

z z z

%1.1
34

=
=

r
k

%0.3
11

=
=

r
k

%1.1
23

=
=

r
k

Fig. 6.4: Reconstructions from the charge images in figure 6.1 using functional (6.13). The
average iteration number (k) and residue at termination (r) are shown in insets.

6.4 Parameter Scaling

Before we turn to the numerical results in the next section a refinement to equations

(6.13)-(6.16) is made by introducing scaled regularisation parameters α̂ and λ̂ that are

insensitive to the scale and discretization level and can be used in either functional

(6.13) or (6.14)

αv = α̂
||M ||√
||P ||

(6.19)

αq = α̂
||T ||

||Q−1
p ||
√
||P ||

(6.20)

λ =
λ̂

||Qp||
(6.21)

These factors allow comparison of the effectiveness of the penalty terms in functionals

(6.13) and (6.14). The factors α̂ and λ̂ are used as input to the cross capacitance object

reconstruction and the values of λ, αv or αq and are then calculated once only, using

the initial guess to calculate the operator norms. For the results in section 6.5, the

values for αv and αq then remain fixed through out the iterative procedure. For the

results in section 6.6, however, an L-curve criterion[179] is used to establish an optimal

value for the regularisation parameter. The L-curve is one method among a collection
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Fig. 6.5: Reconstructions from the charge images in figure 6.1 using functional (6.14). The
average iteration number (k) and residue at termination (r) are shown in insets.

of methods for choosing the regularisation parameters such as Morozov’s discrepancy

principle or generalized cross validation. See [180, 181] for reviews. Though discredited

as a universal method by some counter examples[182], the L-curve remains a much used

method.

6.5 Numerical Results

Numerical simulations were performed on a personal computer using c++ code with

NAG library support. The simulations are calculated using a Boundary Element

Method (BEM) formulation [137, 183] as described in chapter 4. One variant of the

code was implemented for an axi-symmetric problem in which the object and the sam-

ple points of c(x) have rotational symmetry around the x3-axis. This reduces the

problem to a two dimensional one in which the Green’s function G(x, y) and its deriva-

tive on the ground plane are expressed in complete elliptic integrals of the first and

second kind [184]. The second variant of the code implemented the full 3D problem

for non-symmetric triangulated wire frame models of the objects.

Figure 6.4 illustrates reconstructions using functional (6.13) for the axi-symmetric

objects of the (axi-symmetric) charge images illustrated in figure 6.1. Each object was

reconstructed five times for different draws of 1% normally distributed noise added to

the input image. The objects were defined in 51 linear line segments and the charge
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image c(x) was sampled at 200 equidistant radial points from ρ = 0 to ρ = 6. In each

case a unit sphere centred at x3 = 3 was used as initial guess. Fixed regularisation

parameters α̂ = 1 and λ̂ = 1 were used.

The objects and reconstructions show the variation in reconstruction attributable

to the noise in the input images and the reconstructions here have been chosen to

illustrate both what can be and what cannot be reconstructed. As is perhaps obvious,

no significant reconstruction is achieved on the side of the object facing away from the

sensor plane. However, fair reconstruction is obtained at the facing side.

Figure 6.5 illustrates reconstructions using simplified functional (6.14) for the same

axi-symmetric objects. Again each object was reconstructed five times for different

draws of 1% Gaussian noise added to the input image and regularisation parameters

α̂ = 1 and λ̂ = 1 were again used. As can be seen, the reconstructions are very similar

to those shown in figure 6.4. These reconstructions typically took a third of the CPU

time of the reconstructions shown in figure 6.4. We stress that the same α̂ and λ̂ were

used for the results in Figures 6.4 and 6.5. The actual regularisation parameters αv and

αq used in functionals (6.13) and (6.14) differed by two orders of magnitude. Results at

3× discretization or 100× scale, again with the same α̂ and λ̂, but with very different

values of αv, αq and λ, yield virtually identical results. These observations support

the approximate equivalence of the functionals and the scaling of the regularisation

parameters.

The results in figure 6.6 explore the effect of the input noise and the Tikhonov

regularisation parameter α̂ on the reconstruction. Shown are three reconstructions of

object C in figure 6.1, each again for 5 draws of the input noise, which is this time

set at 10% rather that 1%. The reconstruction in figure 6.6A was done with the same

regularisation parameters as before (α̂ = 1, λ̂ = 1) and shows that increased noise on

the input data deteriorates the reconstruction. This deterioration is particularly no-

ticeable as an increased variation in the reconstructed object between noise draws. In

figure 6.6B this variation is reduced by increasing the Tikhonov regularisation param-

eter (α̂ = 10, λ̂ = 1). Figure 6.6C shows that increasing the regularisation parameter

further (α̂ = 100, λ̂ = 1) reduces the variation to zero but also obliterates meaningful

reconstruction. Note that the average error at termination is close to the 10% input

noise level for all results in figure 6.6.

To probe the numerical results further, figure 6.7 illustrates the cost function rk of
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Fig. 6.6: Reconstructions at 10% input noise level for different regularisation parameters
using functional (6.13). The average iteration number (k) and residue at termination
(r) and the regularisation parameter (α̂) are shown in insets.
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(6.18) and the cumulative dilation of object C in figure 6.1. The cumulative dilation

at iteration k is defined as
k∑

j=1

||hj(x)|| (6.22)

It is intended as a qualitative measure of the object change. Figure 6.7 illustrates

these functions for iterations well beyond the stopping criterion used for the examples

in figures 6.4 and 6.5. As can be seen, the cost function reaches a plateau when it

reaches the noise level. The cumulative object change also reaches a plateau, but

then, for very large iteration numbers, the object change increases rapidly on the log

iteration scale of figure 6.7 and the object disintegrates. Also illustrated is the case for

a reconstruction from a noiseless charge image. Clearly the cost function reaches much

lower levels and a closer fit to the original object is achieved. In this case too however,

beyond the scale shown here, the reconstruction eventually goes to destruction.

6.6 Multiple Transmitters

In the situation of practical interest the experimental data are obtained from a linear

array of electrodes arranged around the edge of a display surface, instead of being

distributed over the whole surface of the display itself. Each electrode i can function

as transmitter and a charge image ci is collected from all electrodes in each case. In

this way n separate charge images are obtained time sequentially. This influences the

object reconstruction in a number of ways. On the one hand the reduced aperture of the

measurements will make the problem harder. On the other hand, the multiple charge

images ci provide a richer data set in analogy with multiple incident wave directions

in acoustic scattering[103] or multiple illumination sources in machine vision.

Now (6.12) must be solved for each transmitter i, using simplified functional (6.14),

we obtain the sum∑
i

||vi + Sqi − ti||2 + 4||Tqi − ci||2 + α2
i ||qi − qp,i||2PQ,i

(6.23)

In which the sum is over n transmitter experiments and a subscript has been added to

each quantity that depends on the specific transmitter being used. In particular the

regularisation parameter αi is determined using an L-curve criterion for each transmit-
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Fig. 6.8: Perspective views of original (A) and reconstructed object (B) above a model ex-
perimental system.

ter problem independently.

Functional (6.23) is minimized by n independent under-determined regularised so-

lutions qi which provide n estimates of vi. The dilation function is now given by

h(x) = −λ 1

n

∑
i

vi(x) x ∈ Dk (6.24)

Figure 6.8 provides an example of a reconstruction for this situation. Figure 6.8A illus-

trates a simulated object located 30mm above the model of a 4” display surrounded by

32 electrodes. The charge images ci for each transmitter where calculated as described

in chapter 4 consisting typically of 420 triangles. Doubling or halving the triangle mesh

does not affect the results. The computer code used is described in detail in chapter 4

and is quite separate from the axi-symmetric code used to calculate the results shown

in the previous sections of this chapter. 1% noise was added to the measurements

from the 32 edge electrodes. The white object in figure 6.8A illustrates the original

object while the object in figure 6.8B illustrates the reconstructed object. An initial

guess obtained from Gauss-Newton optimization of the position and size of a sphere

as described in section 5.1, was used and 12 iterations applied subsequently. Clearly

the object is reconstructed in the correct place with some shape features. If the object

is moved and rotated above the display, the location and orientation continue be to

reconstructed correctly.
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Figure 6.9 provides more detail on the shape reconstruction. Figure 6.9A shows

cross sections in the x3 = 30mm plane and 6.9B shows cross sections in the x2 = 0

plane. The full line illustrates the original object and the dashed lines illustrate five

reconstructions for different draws of the noise. As before, λ̂ = 1, E = 0.01 . The

geometric average of the regularisation parameter α̂ = 0.4.

Here only α̂ is determined with a L-curve criterion. It may be possible to also

determine the reguralisation parameters λ̂ and E in a multidimensional generalized

L-curve framework as proposed by Belge el al[185]. However this approach will be

computationally expensive. It must also be pointed out that use of the L-curve does

not actually improve the quality of reconstruction. Similar results to those in figures

6.9A and 6.9B are obtained with α̂ fixed at 0.1. The L-curve criterion mainly facilitates

the process of finding the best regularisation parameters. Behaviour as illustrated in

figure 6.6 was observed for increased regularisation or noise.

The approach above solves the inverse problems for each charge image ci indepen-

dently using qp,i = S−1ti for each case. An alternative would be a Kaczmarz like

approach. The Kaczmarz approach is an iterative method used, for instance, in Com-

puterized Tomography[186] in which an orthogonal projection of the current solution

is applied into the affine subspace of the set of equations provided by the next incident

direction. Here we can use the solution (vi−1, qi−1) for transmitter i − 1 to provide a

prior for the solution (vi, qi) at transmitter i. That is, in (6.23) we replace qp,i with

qK,i = S̃−1(ti + vi−1) (6.25)

This uses the fact that the dilation function (6.16), of the solution (vi−1, qi−1) should

be identical to the dilation function of the next solution (vi, qi). Hence rather than

using vi = 0 as prior information, we use vi = vi−1 instead for i ≥ 2. For i = 1 the

prior v1 = 0 is used. The dilation is now not calculated from a sum as in (6.24) but

only from the last solution. That is, h = −λvn. Normalisation of the regularisation as

defined in (6.20) and (6.21), continues to be used.

Figures 6.9C and 6.9D illustrate cross sections of the reconstructed object for this

case. Here α̂ = 1.8, and λ̂ = 1.
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Fig. 6.9: Cross sections of the orginal (bold) and reconstructed object (dashed) 3D object
from edge capacitance data with multiple transmitters. A and B: using (6.24), C
and D: using (6.25)

6.7 Conclusions

In this chapter we have presented an iterative algorithm with three levels of regularisa-

tion that can recover shape information from noisy data. The algorithm is regularised

by 1) the assumption that the initial guess is close to the real object, 2) by the relaxation

parameter in the deformation of the guess and 3) by the stopping criterion. We have

shown that a simplification can be made to the minimization functional, which yields

similar reconstruction results but makes the numerical execution three times faster. We

have introduced a scaling of the regularisation parameters that makes the algorithm

robust across a range of object and sensor sizes, as well as different discretization levels.

The reconstruction works for realistic sensor configurations.
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7. INDICATOR FUNCTION

In this chapter we are interested in fast algorithms that use an indicator function

to test if a single point lies inside or outside the object. The setup is schematically

illustrated in figure 7.1a. As before, the grounded object is located above the plane

in which voltage drive electrodes and current measurement electrodes are embedded.

The voltage drive electrodes are termed transmitters and the measurement electrodes,

which are held at virtual ground, are called receivers. The algorithms are useful in a

situation when multiple sequential measurements using different transmitter electrodes

provide knowledge of the fH → c mapping for arbitrary fH ∈ L2(∂H). The so-called

Dirichlet to Neumann map.

The following section sets out the Factorisation Method which establishes a link

between a test function and the range of the forward Dirichlet to Neumann map. Based

on this, section 7.2 sets out the practical algorithm for object reconstruction, which is

tested in reconstructions from synthetic data. Both idealised synthetic data are used

and noisy data from limited measurements that simulate what might be obtained with

a practical system. Section 7.4 examines the numerical experiments more closely and

provides insight into the range test that we have employed.

7.1 The Factorisation Method

We recall from chaper 3 the single layer operator T and the trace of the single layer

operator S̃, as well as the defintion of G as the solution operator of the external Dirichlet

problem G : L2(∂D) → L2(∂H) which, by lemma 3.5 is compact and injective. With

these operators we obtained the factorisations

ΛD = T S̃−1T ∗ = GSG∗ (7.1)
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These factorisations solved the forward problem. Assuming that ΛD is obtained from

measurements, the inverse problem is to reconstruct the object from knowledge of

the forward map ΛD. We do this by applying to the situation here, with our own

test function, the Factorisation Method that Kirsch[116], Hähner[117] and Brühl[118],

developed for the Helmholz equation in electromagnetic or acoustic scattering and for

the Laplace equation in EIT. We note in particlar that here the Factorisation method

used for object reconstruction in an unbounded half space without the restriction to

boundary date in a weighted Sobolev space[53, 119, 187].

We recall from lemma 3.8 that the linear operator ΛD is self-adjoint, compact and

positive definite. The spectral theorem for compact, self-adjoint and positive definite

operators now implies that ΛD generates a singular system (λn, fn) in which (fn) is an

orthonormal basis in L2 and (λn) a sequence of non-increasing, positive real eigenvalues.

The fact that ΛD has a discrete spectrum cleary relies on the fact that the object D is

bounded. Moreover ΛD admits a square root;

Λ
1/2
D f =

∑
n

√
λn(f, fn)fn

In this electrostatic setting it is possible to link the range of Λ
1/2
D with that of a

mapping ∂D → ∂H, in a relatively straightforward manner[117].

Theorem 7.1.

GS1/2(L2(∂D)) = Λ
1/2
D (L2(∂H)) ⊂ L2(∂H)
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Proof. From the orthonormal basis (fn) on ∂H it is possible to define (ϕn) on ∂D

ϕi =
1√
λi

S1/2G∗fi

It is easily verified that (ϕi, ϕj) = δi,j. Moreover, let ϕ ∈ L2(∂D) satisfy (ϕ, ϕi) = 0

for all i. Then, through

0 = (ϕ, ϕi)∂D = (GS1/2ϕ, fi)∂H

this implies that GS1/2ϕ = 0 and therefore ϕ = 0 by the injectivity of G and S.

Therefore, (ϕn) is an orthonormal basis[116, 117].

Take g ∈ GS1/2(L2(∂D)), there is a ϕ ∈ L2(∂D) for which g = GS1/2ϕ. Because

GS1/2 is bounded, we have

g =
∑

n

(g, fn)fn =
∑

n

(GS1/2ϕ, fn)fn =
∑

n

(ϕ, S1/2G∗fn) =
∑

n

√
λn(ϕ, ϕn)fn.

Which shows that GS1/2 : L2(∂D) → L2(∂H) can be expressed by a singular system

(
√
λn, ϕn, fn). There is now a function f ∈ L2(∂H) with fourier components (f, fn) =

(ϕ, ϕn) for which g = Λ
1/2
D f and therefore g ∈ Λ

1/2
D (L2(∂H)). ThusR(GS1/2(L2(∂D))) =

R(Λ
1/2
D (L2(∂H))).

A more general version of theorem 7.1 can be demonstrated (proposition 2.18

in [181]) and the result has recently been set in a more general context of elliptic

problems[188]. However the relative simplicity of the proof for compact operators is

sufficient here.

We now introduce as test function the kernel of the operator T ;

gz(y) =
∂G(y, z)

∂y3

, y ∈ ∂H (7.2)

Theorem 7.2. For z ∈ H the equation Λ
1/2
D f = gz has a solution f ∈ L2(∂H) if and

only if z ∈ D.

Proof. We first establish that S̃1/2(H−1/2(∂D)) ⊂ L2(∂D). Take φ, ϕ ∈ H−1/2(∂D),
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then S̃φ, S̃ϕ ∈ H1/2(∂D). We have(
S̃1/2φ, S̃1/2ϕ

)
L2

=
(
φ, S̃ϕ

)
L2
<∞,

because L2 is the pivot space forH−1/2 andH1/2. For z ∈ D, we have gz = G(G (·, z)|∂D),

S̃ has an inverse and there is a φ ∈ H−1/2(∂D) such that

G(·, z)|∂D = S̃φ = S̃1/2
(
S̃1/2φ

)
∈ S1/2(L2(∂D)).

Hence we have that gz ∈ GS1/2(L2(∂D)). Theorem 7.1 now implies that also gz ∈
Λ

1/2
D (L2(∂H)) and a solution f ∈ L2(∂H) to Λ

1/2
D f = gz must exist.

For z ∈ H\D, we show that gz /∈ R(GS1/2(L2(∂H))) by using a contradiction.

Suppose that there is a ψ ∈ H1/2(∂D) such that Gψ = gz. Call uδ the solution of the

external Dirichlet problem (problem II of page 41) with boundary data ψ on ∂D. We

have uδ|∂H = 0 and G(·, z)|∂H = 0 by definition, and gz = ∂G(·, z)/∂n|∂H = ∂uδ/∂n|∂H

by assumption. This means that G(·, z) and uδ have identical Cauchy data on ∂H,

but G(·, z) contains a singularity in H\D and uδ does not. Consider the space Hz :

(H\D)\B(z, ε), in which B(z, ε) is a ball enclosing z of radius ε. In this space uδ and

G(·, z) are both harmonic and must coincide because the uniqueness of the Cauchy

problem on ∂H. But uδ and G(·, z) can not have the same Neumann boundary data

on ∂B because B contains a singularity for G(·, z) and not for uδ. We have therefore

a contradiction, gz 6= ∂uδ/∂n|∂H and there is no ψ for which Gψ = gz Hence there is

no φ = S̃−1/2ψ and gz /∈ R(GS1/2(L2(∂H))).

The following corollary now follows immediately.

Corollary 7.3.

z ∈ D ⇐⇒
∑

n

(gz, fn)2

λn

≈ ||Λ−1/2
D gz||2 <∞

7.2 Algorithm

The Factorisation Method provides an algorithm in which the object is reconstructed

as points for which the function gz is consistent with the measured data ΛD, in which

‘consistent’ must be interpreted as being in the range of Λ
1/2
D . That is the object
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is characterised by points for which Λ
1/2
D f = gz is solvable for some f or for which

||Λ−1/2
D gz||2 is finite. In practice ΛD will be obtained experimentally from multiple

measurements with limited precision of c(x). If one c(x) is obtained for each transmitter

and if transmitters and receivers are co-located, each c(x) forms a column of the matrix

that represents ΛD. On the other hand, if, as illustrated in the situation in figure 7.1a,

the transmitter and receiver electrodes are not co-located or if more complex drive

patterns are used for the transmitter electrode, an appropriate transformation needs

to be performed to obtain an estimate of ΛD. In the numerical studies below we have

used co-located electrodes.

||Λ−1/2
D gz||2 can only be calculated approximately and we introduce the function:

P (z) =
∑

n

q2(λn, α)
(gz, fn)2

λn

≈ ||Λ−1/2
D gz||2. (7.3)

in which q(λ,α) is a regularisation filter. Well known examples of regularisation filters

are truncated SVD for which q = 1 for λ ≤ α and q = 0 for λ > α, or Tikhonov

regularisation for which

q(λn, α) =

√
λn√

α+
√
λn

. (7.4)

Calculating P (z) corresponds to solving a regularised version of GS1/2ϕz = gz because,

remembering that GS1/2 : L2(∂D) → L2(∂H) can be expressed by a singular system

(
√
λn, ϕn, fn),

ϕz =
∑

n

q(λ,α)
(gz, fn)ϕn√

λn

. (7.5)

Theorem 4.1 in Arens[138] shows that a regularisation filter for Λ
−1/2
D does indeed gener-

ate a suitable regularisation filter for GS1/2. For an un-regularised system (q(λ,α) ≡ 1),

the function ||ϕz||2 blows up as z approaches ∂D from inside the domain and z /∈ D,

we have, ||ϕz||2 → ∞. However, for a regularised system, ||ϕz||2 remains finite every-

where. Indeed, because of the regularisation filter, P (z) = ||ϕz||2 is differentiable and

can be interpreted as a Level Set from which the optimal object is found by equating

it to the level for P (z) that minimizes the cost function.

We note that this algorithm does not preserve the binary nature of theorem 7.2

on which it is based. A point either is, or is not, inside the object and the function

gz either lies, or does not lie, in the range of Λ
1/2
D . P (z) on the other hand is finite
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everywhere. It appears to measure distance to the object edge on a continuous scale

and requires an a-posteriori identification of one level with the edge itself.

To preserve a binary nature, alternative algorithms have been explored in applica-

tions of the Factorisation Method. In his original paper on the Factorisation Method,

Kirsch[116] used the equivalent of P (z). As an alternative, he also used the value of the

Tikhonov regularisation parameter α used to solve Λ
1/2
D f = gz subject to the Morozov

discrepancy principle. A very large value of α indicates that the equation Λ
1/2
D f = gz is

essentially insolvable and the test point must lie outside the object. Papers on Linear

Sampling[189, 190], which test the equation ΛDf = gz, have also used this approach.

In practice however α is a continuous parameter rather than a binary one and using

α(z) as level set does not appear to have advantages over using P (z).

In studies for EIT using Neumann to Dirichlet data in 2D[191, 119], the trend in

the terms of the sum for P (z) was used as criterion. A decreasing trend was used

to indicate a convergent sum implying an interior point, while an increasing trend

indicates an exterior point. In the presence of noise, the authors used an extrapolation

from the terms for small n. In their case the low order terms appeared in odd-even

pairs which, when averaged pair wise, provided a good prediction of the behaviour at

larger n. In our case however, as shown in section 7.4 below, there is no such pairing.

For limited aperture, noisy data there appears to be no heuristic strategy to recover or

predict a trend in the terms of P (z).

7.3 Numerical Results

The situation we are interested in concerns an experimental 90mm× 70mm display il-

lustrated in figure 7.2. The aim of this system is to detect hand and finger movements

in front of the display, but for the purpose of these numerical experiments we use a

‘phantom’ of a simple three pronged object located roughly 30mm above the display

surface. Figure 7.2 also illustrates the cross section of the object in two planes. These

cross sections of the ‘original’ object are to be compared with the reconstructions pre-

sented later. We are interested in two different configurations of sensor electrodes. In

one it is assumed that a large number of co-located transmitter electrodes (voltage

drive, or Dirichlet data) and receiver electrodes (capacitance measurements or Neu-

mann data) are distributed over the full area of the display. Hence a relatively ‘good’
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Fig. 7.2: Illustration of the test object used for the numerical simulations. The left image
illustrates the object located 30mm above the sensor/display. The other two images
give cross sections in the x2 = 0 plane and the x3 = 30mm planes respectively.

measurement is made of the Dirichlet to Neumann map ΛD. However the provision of

a dense array of sensing electrodes over a display surface may not be feasible and it

is important to also consider the situation in which electrodes are placed around the

edge of the display. Hence in the second configuration a relatively small number of

electrodes is located around the edge of the display and a ‘poor’ measurement is made

of the Dirichlet to Neumann map ΛD.

The numerical experiments were performed on a personal computer using C++

with Open Inventor support for the 3D visualisation. The Dirichlet to Neumann map

ΛD was calculated using factorisation (3.25). Piecewise constant quadrature was used

to calculate the integral operators and the test objects were discretized to typically 420

triangles. Using a 4 or even 10 times denser discretization made no difference to the

results presented below. NAG support using routine F01ABF was used to calculate S̃−1

and F02WEF for the SVD. Pseudo random, normally distributed noise with standard

deviation δ||ΛD|| was added to each element. Typically δ = 10−3 in the results below,

this corresponded to 1% of the maximum value in ΛD. The addition of noise introduces

random variations in the elements of ΛD which is no longer self adjoint. One way to

deal with this would be to replace elements on opposite sides of the diagonal with

average values but this makes certain assumptions about the noise model. Instead, in

the calculation of (7.3), the left, (range) singular vectors were used corresponding to the
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(approximate) calculation of ||(Λ∗
DΛD)−1/4gz||. On a computer system with a 1.5GHz

Pentium Processor with 500 MB RAM, the solution of the forward problem for the

case of electrodes around the edge of the display, takes 3s, the spectral decomposition

0.3s, while the calculation of P (z) typically takes 15ns per sampling point z.

The results are illustrated in figure 7.3. In 7.3a, ‘good’ measurements are made on a

16× 16 array of 256 transmitter electrodes and the same number of co-located receiver

electrodes. The Dirichlet to Neumann map ΛD is schematically illustrated in the second

image on each row in figure 7.3. Each column represents the capacitance (Neumann)

data for a single given voltage (Dirichlet) drive. The map is clearly symmetric. The

third and fourth images in figure 7.3a illustrate a map of P (z) in (7.3) in the z1, z3

plane through the centre of the object (z2 = 0) and in the z1, z2 plane (z3 = 30mm).

The greyscale is a logarithmic representation of the value of P (z). No noise was added

to the measurements and no regularisation was applied other than the regularisation

that is inherent in the finite precision of the software, the discretization and the finite

aperture of the measurements. As can be seen, the object is clearly represented by low

values for P (z) and the norm increases strongly for test points away from the object.

The white outline in the cross section represents the level of P (z) that minimizes the

cost function and represents our best estimate of the reconstructed object. It compares

reasonably well with the outline of the original shown in figure 7.2.

Unfortunately, measurements over the whole 2D surface are not feasible in practice

as the necessary electronics takes up space and will cause unavoidable impairment of

the display function itself. Restricting the electrodes to the edge of the display is more

realistic. Figure 7.3b shows results when ‘poor’ measurements are made with only

with 32 transmitter electrodes around the edge of the display and again on the same

number of co-located receiver electrodes. Noise is now also added to the Dirichlet to

Neumann map ΛD which is now just a 32x32 array. The results in the map of P (z) in

figure 7.3b show that the noise distorts the reconstructed shape of the object. Also, the

limited aperture makes good reconstruction in the z3 direction difficult. Nevertheless,

it is obvious where the object is and what its orientation is. If the object is moved

and rotated above the display, the maps continue to reproduce location and orientation

correctly.

The result in figure 7.3b shows that object reconstruction from capacitance measure-

ments around the edge of the display area can work. The phantom in these numerical
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DàN map Λ

10-2    10+17
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10-4    10+2

DàN map Λ z2 =0 z3 =30
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c

~1% noise

~1% noise

Fig. 7.3: Reconstruction results of the test object above a 90mm× 70mm test display using
the Factorisation Method. a) 256 sampling points in a 16 × 16 array, b) 32 mea-
surement points in a linear edge array, c) 32 measurement points using truncated
SVD regularisation (half the singular values).
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Fig. 7.4: a) Singular values of ΛD for the two simulated experiments. Terms of the P (z) sum
for typical internal and external points. b) for the ’noise free’ 16× 16 2D electrode
array and c) for 32 edge electrodes with 1% noise.

studies was chosen to illustrate both what can, and cannot be reconstructed. Clearly

the object shape is at the edge of detectability at these noise levels but the fact that

orientation and location are reconstructed successfully, opens up many interaction pos-

sibilities. For instance, the result suggests that the rotation by three fingers of a virtual

knob in front of the display could be detected. Large gestures, that is larger objects,

or multiple objects representing well spaced fingers or separate hands are much easier

to reconstruct and are tolerant to higher noise levels.

The effect of the noise, which skews the maps of P (z) in random directions, can

be reduced through explicit regularisation. Figure 7.3c shows an example of fixed

truncated SVD in which a fixed number of N terms are used in (7.3), N = 16. In

this example, the regularisation obscures most shape information and deteriorates the

vertical positioning of the object. A-posteriori criteria can be used to select a better

SVD truncation in some cases, we return to this point later.

7.4 Discussion

In this section we investigate the numerical experiments further. First we look at the

terms of the sum (7.3) for P (z). Figure 7.4a shows the singular values that appear as the

denominator in the terms. Shown are the eigenvalues for the noise free 16×16 electrode
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Fig. 7.5: a) Cross section of P (z) for z1 = 0, z3 = 30 for the three experiments in figure 7.3,
b) Quality of the reconstruction as measured by the asymmetry (left hand ordinate)
and standard deviation (right hand ordinate) under different noise draws as function
of SVD truncation N .

array reconstruction, that is for the Dirichlet to Neumann map shown in figure 7.3a.

Also shown are the singular values for the noisy 32 edge electrode arrangement of figure

7.4b. In both cases the values decay sharply, although the decay is fairly featureless,

the level and shape varies with electrode layout and object shape. Clearly the decay

levels off sooner for the low resolution, noisy data, than for the higher resolution ‘noise

free’ data. For test points inside the object, the (squared) numerators of the terms in

(7.3) have to beat this decay in order to provide a convergent sum for P (z). Figure 7.4b

shows that indeed for large n, there is a trend for the sum terms to decease for interior

points and increase for exterior points. However this trend itself is noisy and cannot be

predicted easily from the terms at small n. The evidence for the trend disappears with

the addition of noise as illustrated in figure 7.4c. There appears to be little structure

in the terms although it is clear that the terms for the interior point remain, on the

whole, below those of the exterior point. This supports the use of P (z) as a good way

to differentiate between interior and exterior points because it represents a (weighed)

sum of the terms.

Figure 7.5a explores P (z) further by plotting a cross section along the z2 axis

through the centre of the test object. The vertical arrows on the z2 axis indicate the
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edges of the original test object. For the ‘noise free’ case of figure 7.3a, P (z) is fairly

level inside the object and increases towards the object edge. As noted from equation

(7.5), P (z) provides a measure of distance to the object edge. However, although P (z)

increases sharply outside the object, it remains finite and smooth and there is no a-

priori value for P (z) that identifies the edge ∂D. Minimization of the cost function

provides an acceptable a-posteriori value indicated by the white outline in figure 7.3a

and here by the horizontal double arrow in figure 7.5. As can be seen, the double

arrow indicating the reconstructed object corresponds fairly well to the vertical arrows

of the original object. In particular the asymmetry of the object along the z2 axis is

reproduced.

It must be pointed out at this stage that the shape of the ‘noise free’ plot does

not appear to be limited by the discretization or finite aperture of the sensor array.

For instance, increasing both to simulate 64 × 64 = 4096 co-located sensors on a

180mm× 140mm area, provides virtually identical results. As discussed with reference

to figure 4.3, increasing the triangulation density of the object from 420 to 1820 does

not changes the eigenvalues of the forward map substantially. We suspect that the main

factor determining the shape of the plot is in fact the 15 digit floating point arithmetic.

The finite precision could be regareded as noise and hence our use of quotes in the label

‘noise free’.

Adding deliberate noise to the simulated measurements changes the shape of P (z)

substantially. The group of curves labelled “∼ 1%, 16+16” shown in figure 7.5, illus-

trate cross sections for this case. The thicker central curve represents the result from

figure 7.3b. The thin outer curves represent plus and minus two standard deviations

from an average established over many noise draws. Even in the presence of noise, P (z)

remains smooth. The reconstructed object indicated by the double arrows matches the

original object quite well, although less so than the ‘noise free’ reconstruction.

Truncating the sum for P (z) reduces the effect of noise as illustrated by the curve

“∼ 1%, 16+16 SVD 1/2”, in which only the first 16 terms are used. The variability of

this curve between noise draws is negligible, but the curve is also much more symmetric.

The double arrows are near symmetric recalling the near circular shape of the white

outline in figure 7.3c.

In fact we can use the asymmetry in the cross section as an indication of the qual-

ity of the reconstruction and correlate this with the sensitivity of P (z) to noise (the
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standard deviation) and the level of explicit regularisation. This is done in figure 7.5b.

The curve plotted with respect to the left hand axis is a measure of the asymmetry

(the ratio P (z2 = 15)/P (z2 = −15)) as function of the number of terms used in the

sum for P (z). The curve plotted with respect to the right hand axis is the standard

deviation in P (z2 = ±15). These curves illustrate the conventional trade-off between

detail in the reconstruction and sensitivity to noise that is common in regularisation of

inverse problems. As regularisation is increased (N is decreased from 32), sensitivity

to noise decreases with some decrease in the quality of the reconstruction. Too much

regularisation causes further loss in quality of reconstruction without much improve-

ment in stability. This behaviour is typically discussed in terms of an L-curve and the

results in figure 7.5b could have been presented in that way. The results suggest an

optimum regularisation at N = 26, and reconstructions with this parameter do work

well. However, the asymmetry criterion is based on prior knowledge of the original ob-

ject and would not be available for arbitrary reconstructions. Figure 7.5b is presented

here to illustrate the regularisation behaviour of P (z). In practice other criteria and

prior knowledge may be available to measure the quality of the object reconstruction

to aid on-the-fly optimization of the regularisation parameter and this the subject of

further research.

7.5 Linear Sampling

In the discussion above we have investigated how well the Factorisation Method per-

forms in the reconstruction of the shape of a test object. It is interesting to explore

how Linear Sampling performs in comparison. We recall the discussion in the intro-

duction that in a finite, regularised setting, both test against the same range (the space

spanned by the singular vectors of ΛD), but may do so with a different test. The Linear

Sampling level set function is

||Λ−1
D gz||2 ≈ PLS(z) =

∑
n

q2(λ, α)
(gz, fn)2

λ2
n

(7.6)
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Fig. 7.6: Reconstruction results of the test object above a 90mm× 70mm test display using
the Linear Sampling Method. a) 256 sampling points in a 16 × 16 array, b) 32
measurement points in a linear edge array, c) 32 measurement points using truncated
SVD regularisation (half the singular values).
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This can be interpreted as a differently regularised version of (7.3) in which the regu-

larisation filter is replaced by

q(λ, α) →
(α
λ

)β

q(λ, α)

in which β is another regularisation parameter, β = 1/2 in this case.

Figure 7.6 gives the results for electrode configurations and noise levels that were

used in the factorisation results in figure 7.3. As can be seen, the noise reconstruction

for the 2D sensor array with ’noise free’ measurements (7.6a) is very similar to the

corresponding result in figure 7.3a. For the edge sensor layout with ∼ 1% noise, the

unregularised result in figure 7.6b is not a good reconstruction, but the truncated SVD

(half the components) provides a good, and stable reconstruction. It appears that,

from a practical point of view, Linear Sampling and the Factorisation Method can

both be used to successfully reconstruct the object. Indeed, one can be regarded as a

further regularisation of the other. Though formally substantially different, in practice

the choice between them is likely to be a matter of experimental detail and personal

preference.

7.6 Conclusions

In this chapter we have shown that it is possible to detect the position, orientation and

shape of hands and fingers from capacitance measurements made between electrodes

embedded in or around a display surface. Formally the problem is solved with the

Factorisation Method applied to this case with a suitable test function gz appropriate

to the boundary conditions present here. The Factorisation Method provides an al-

gorithm for the regularised calculation of a level set function P (z) which is finite and

differentiable everywhere and permits the use of minimization of the cost function for

the final object reconstruction. The method works well even with limited and noisy

data. Moreover the application of explicit regularisation can be used to trade-off noise

and shape resolution and fine-tune the reconstruction in practice.
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8. MONOTONICITY

Theorem 3.11 states that for two objects Di and De, such that Di ⊂ De, the operator

ΛDe−ΛDi
is positive definite. This establishes a monotonicity principle for cross capac-

itance sensing. In EIT monotonicity has been the basis of a reconstruction method[192]

which shares a number of interesting features with the sampling methods of the pre-

vious chapter, but may also have some of the advantages of the iterative method in

chapter 6. In this chapter a monotonicity method for cross capacitance sensing is ex-

plored. First an introduction to the method in EIT is presented and then applied to

cross capacitance sensing in a number of numerical examples. Finally we explore the

relation with the Factorisation Method of the previous chapter.

8.1 Monotonicity in EIT

Tamburrino’s monotonicity method[192] for EIT or ERT (Electrical Resistance Tomog-

raphy) is based on the monotonicity of the resistivity matrix R.

ρ1(r) ≥ ρ2(r) for r ∈ Ω ⇒ Rρ1 ≥ Rρ2 (8.1)

Take R̃ to denote the measured resistivity matrix corresponding to the unknown object

D. Rk denotes the calculated resistivity matrix corresponding to a (small) probe

domain Dk. We assume, for simplicity of exposition, that the resistivity inside objects

(D or Dk) is larger than the background resistivity. Now,

Dk ⊂ D ⇒ ρD(r) ≥ ρk(r), r ∈ Ω (8.2)

In which ρk(r) is the entire resistivity distribution over the domain Ω in the presence

of object Dk and ρD the resistivity distribution over the whole domain in the presence

of the original object D. Hence R̃ − Rk will be positive semi definite. Unfortunately
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if the probe domain is outside the real object (Dk ⊂ Ω\D), then ρk will in places be

larger and in places be smaller than ρD and no statement can me made about whether

R̃−Rk is positive semi definite or not.

Thus by taking different probe domains at different positions, calculating Rk, and

collecting probe domains for which R̃ − Rk is semi positive definite, a first estimate

of the object can be made. Note that, the method also works for the case when the

object is more conductive than the medium in which it sits. In that case the positive

definite test collects points where R̃−Rk is not positive semi definite.

Aykroyd et al[193] find the eigenvalues λk,j of R̃−Rk for each Dk and construct a

sign index sk

sk =

∑
j λk,j∑

j |λk,j|
(8.3)

with this the first estimate of the object is defined as

DExt := {Dk : sk = 1} (8.4)

= {z ∈ Ω : z ∈ Dk for some Dk ⊂ Ω for which sk = 1}

There is no guarantee that DExt will not contain sub domains outside the object, only

that DExt will contain all of D. Because of this, we have ρDExt
(r) ≥ ρD(r), that is

RDExt
− R̃ is positive semi definite. If now a small probe domain Dk is removed from

DExt, then RDExt\Dk
− R̃ is guaranteed positive semi definite only if Dk ⊂ DExt\D.

Aykroyd et al[193] find the eigenvalues σk,j of RDExt\Dk
− R̃ and construct a second

sign index tk

tk =

∑
j σk,j∑

j |σk,j|
(8.5)

with this, a second estimate of the object is defined as

DInt := {Dk : sk = 1, tk 6= 1}

The probe domains DExt − DInt remain uncertain and Aykroyd et al treat this in a

Bayesian frame work.
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Fig. 8.1: Monotonicity maps
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8.2 Monotonicity for CCS

We are interested in applying the monotonicity method to cross capacitance sensing.

Because a boundary element method is used to solve the forward problem, rather than

a probe domain, a probe object is used. A spherical object with certain radius, that

is placed at different test positions. Figure 8.1 illustrates maps of the sign index sk

in much the same way as we have presented plots of ||Λ−1/2
D gz||2 in chapter 7. Cross

sections in both a horizontal and vertical plane are shown along side cross sections of

the original object for comparison. In the first row (a) the radius of the probe object is

1mm, which is to be compared with the 30mm × 30mm plane of the x,y cross section.

A representative disk is illustrated in the bottom right of the xy cross section in the

first row. In the plots, white corresponds to the maximum value of sk = 1, while

black corresponds to the minimum value occurring in that plot. This is sk = 0.990402

for the xy cross section and sk = −0.815311 for the xz cross section. Clearly the

reconstruction of the object on the sk test alone would depend very critically on the

choice of the threshold (1 − ε) below which values of sk would be regarded as not

representing positive semi definite matrices. Following Aykroyd et al and the method

in chapter 7, it is possible to find the optimum value for ε by minimizing ||ΛDExt
−ΛD||2.

This has not yet been implemented in the software, but doing this by inspection from

figure 8.1 suggests that this would work. The major issue is the fact that the calculation

of the maps is very time consuming, about 1000 times slower than the linear sampling,

although it must be noted that in a practical application, many of the forward maps

could be pre-calculated or evaluated in paralell.

The second row (b) of figure 8.1 tests the effect of increasing the size of the test

object. As expected, the ‘contrast ratio’ of sk increases, that is the minimum value of

sk decreases. However, the object reconstruction is clearly blurred in comparison with

the result of the first row of figure 8.1.

The remaining rows in figure 8.1 explore the effect of adding 1% noise to the input

forward map and the effectiveness of using regularisation by using only the first 100

eigenvalues for the calculation of sk instead of the full 256 eigenvalues.
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8.3 Monotonicity and Factorisation

To explore the method further, consider a small spherical probe object Dδ at z of small

radius δ.

We first recall the standard integral mean value theorem (e.g Haggarty[194] 7.1.12)

Theorem 8.1. Let f and g be contineous on [a, b] with g(x) > 0 for x ∈ [a, b]. Then

there exisits a c between a and b with∫ b

a

f(x)g(x) dx = f(c)

∫ b

a

g(x) dx

This also holds if g(x) is weakly singular because what is required in the proof is

that
∫
g exisits. We will also use the mean value theorem for harmonic functions.

The operator expression for S on a small spherical object is.

(Sgδ)(x) =

∫
∂Dδ

G(x, y)gD(y) ds(y), x ∈ ∂D

Using the integral mean value theorem (or the constant charge approximation in chap-

ter 2). That is taking gδ out of the integral, we get

= gδ

∫
∂Dδ

G(x, y)(y) ds(y) x ∈ ∂D

Using proposition C.2, and we then get

= gδδ − gδ
δ2

2z

and dropping the image charge term for small δ.

≈ δgδ

Note that we have made an approximation only in the last step and that the accuracy

to that approximation can be made arbitraily small by choosing δ small.
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Similarly for the operator T

(Tgδ)(x) =

∫
∂Dδ

y3

2π|x− y|3
gD(y) ds(y) x ∈ ∂H

= g′δ

∫
∂Dδ

y3

2π|x− y|3
ds(y) x ∈ ∂H

Where again integral mean value theorem was used. Note that the values of gδ and g′δ
are not guaranteed to be the same. Recalling the definition (7.2) of the test function

from chapter 7

gz(x) =
∂G(x, z)

∂x3

=
z3

2π|x− z|3
, x ∈ ∂H

we are reminded that the kernel of T is harmonic and with the mean value theorem

for harmonic functions

= 4πδ2g′δgz(x)

Finally we have, simply by definition

(T ∗fH)(x) =

∫
∂H

x3

2π|x− y|3
fH(y) ds(y) x ∈ ∂D

= (gx, fH) (8.6)

We now have (cf equation (3.25))

ΛδfH = T S̃−1T ∗fH ≈ 4πδ
g′δ
gδ

(gz, fH)gz (8.7)

We recall that ΛD generates a complete orthonormal basis of eigenfunction fn and we

can write gz =
∑

n(gz, fn)fn. Now consider

(ΛD − Λδ) fi = λifi −
∑

n

4πδ
g′δ
gδ

(gz, fn)(gz, fi)fn (8.8)

and

(fi, (ΛD − Λδ)fi) = λi − 4πδ
g′δ
gδ

(gz, fi)
2 (8.9)
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From this we conclude that for (ΛD−Λδ) to be positive definite, we have the requirement

(gz, fi)
2

λi

<
1

4πδ
g′δ
gδ

(8.10)

for all i.

Therefore, the Monotonicity method amounts to checking that a sequence is bounded,

whereas the Factorisation Method seeks to check that the sequence is convergent. As

we have already seen, in the finite dimensional space imposed by the sensor configura-

tion, there is little fundamental difference between these two requirements. Whether

we must now regard the Monotonicity method as an awkward disguise for the Factori-

sation method, or alternatively, because Monotonicity allows a variety of probe object

shapes, the Factorisation method as merely a limiting case for the richer Monotonicity

method, will be a interesting topic for future research.
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9. CONCLUSIONS

This thesis has explored the theory and algorithms of recovering object location and

shape from the electrostatic measurement of Cauchy data on a plane.

The forward problem was solved using Green’s theorem and a Green’s function

appropriate for the half space. This led to an operator factorisation of the forward

Dirichlet to Neumann map, ΛD : L2(∂H) → L2(∂H) which has been demonstrated to

be compact and injective. It is also uniquely dependent on the object and a mono-

tonicity result applies.

The inverse problem of recovering the object from the map is ill-posed, not in the

sense the solution may not exist, but in the sense that the solution is unstable, and

requires regularisation.

The inverse problem can be solved in different ways depending on the amount of

prior knowledge available and the level of detail required. This thesis has explored

finding an initial guess, shape optimization, iterative reconstruction through analytic

continuation, linear sampling and finally a monotonicity method.

These have different characteristics, advantages and drawbacks. The initial guess

is fast and robust. The regularisation is implicit through the low number of degrees

of freedom of the initial guess. The trade-off between regularisation and stability is

illustrated by the fact that as more degrees of freedom are introduced in the shape

optimization to include orientation and some shape information, the noise tolerance of

the inverse method decreases.

Ultimately however, the shape optimization has limited scope because the trade-

off becomes too unfavourable when meaningful shape reconstruction is required. It is

necessary to make better use of the knowledge of the solution of the forward problem

to design inverse algorithms.

The iterative reconstruction method is precise with well characterized regularisa-

tion. The method also works well when only relatively limited data on the forward
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map is available, for instance the charge image corresponding to one transmitter only.

However, the method is slow and restricted to predetermined topologies. That is prior

information is required on whether there are one or more objects and whether these

objects are star shaped, convex, doughnut or have other topologies.

The factorisation method has stronger demands on the data of the forward map

than the iterative reconstruction method. That is, it requires multiple charge images

from multiple transmitters to establish an estimate for the range of the forward map.

However, if that is available, the method is fast and independent of topology. It is the

preferred method provided that suitable data are available.

The monotonicity method provides an interesting link between a method devel-

oped for EIT and the factorisation method, but is, at this stage, not yet a practical

reconstruction method. It may be possible however in future to combine aspects of

the iterative reconstruction with the factorisation method through the monotonicity

method.

The results in this thesis have used computer-simulated experimental data because

real experimental data have not yet been available. However, once these data be-

come available, the theory and numerical experiments in this thesis indicate that a

demonstration of shape reconstruction from capacitance measurements made between

electrodes embedded in or around a display surface will be be possible to create unob-

trusive 3D gesture input for interactive displays, for what has been called “touchless

interaction”.
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Appendix A

ADAM PROGRAM

The majority of the numerical experiments reported in this thesis have been obtained

with the program DrAdam.exe, the program is available and can be used to reproduce

the results or perform additional tests.

A.1 Installation and Operation

The program runs on Microsoft Windows, principally 98, 2000 and XP. In addition to

the standard run-time libraries (DLLs), a number of additional libraries are required

for the NAG and Open Inventor support. These are provided with the program. A

license is required for the open inventor libraries, details of which are provided in the

warning dialog box that appears on program start-up.

• Copy the DrAdam run directory to the location of choice.

• Copy all the files in DrAdam run/DLLs to a directory in the run path, for instance

to Windows/System32, or add the name xxx/DrAdam run/DLLs to the run path,

in which xxx is the drive and directory that the DrAdam run directory has been

created in.

• Create an environment variable OIVHOME=xxx/DrAdam run, How this is done de-

pends on the operating system. In Windows XP, right click My Computer, then

select Properties, Advanced tab and finally Environment Variables.

• Run the program simply by clicking on the DrAdam.exe in the directory.

Upon startup, the program presents the OnNew dialog box shown in figure A.1 which

sets all the parameters for program use. When OK is selected on this dialog box, the
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Fig. A.1: Adam’s File:OnNew Dialog box.

main program window opens up with an Open Inventor Examiner window showing a

model of the fingermouse cross capacitance sensing system with a test object located

above the display / sensing area.

When Calculate is then selected on the menu bar, the calculation specified in

the Dialog box is started. The result are presented in an output strip discussed in

section 4.5. The output strip is also saved to disk as a .bmp file. The program also

produces a Monitor.txt file with useful output information. If the Calculate menu

item is selected a second time, the program executes a series of reconstructions with

the object in different positions above the sensor.

A.2 The Parameter Options

A.2.1 Charge Sensing Parameters

The two radio buttons chose between an linear array of electrodes around the edge of

the display (Edge Array) or a 2D array spread over the surface of the display itself

(Area Array). In the latter case the number of Transmitters or Receivers needs to

be a square. For n electrodes (transmitters or receivers) the system lays out
√
n×

√
n
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electrodes. The sensor dimensions determine the area of over which the 2D array

is spread or the rectangle along whose perimeter the edge array is laid out. This

parameter allows experimentation with the physical aperture of the measurements.

Random noise can be added to the simulated data. The noise is normally distributed

with a Ratio of Uniforms method, an algorithm due to Kindermann et al[151] and

augmented with quadratic bounding curves. The standard deviation is entered as a

percentage under Noise. How that percentage is used depends on the Noise Model

drop down box. The options are Proportional in which case noise is added to the

signal of each transmitter and receiver as a percentage proportion of that signal. This

assumes that the system adjusts its gain in response to the signal strength on each

receiver. In the case of the Uniform noise model, noise is added to all measurements

as a percentage of the norm of the forward matrix ||ΛDi,j||. This essentially assumes

that the receiver gain is set one value for all receivers for all measurements.

Four different Forward Methods can be chosen with the drop down box. The

Physicist method uses the TS−1T ∗ factorisation (3.25). The Experimentalist method

can be written as T (S\t) because is solves (3.20) and applies (3.21) for each transmit-

ter independently. The Mathematician method uses factorisation M̃(1
2
I + K̃)−1T ∗ of

(3.30). Finally the Pseudo method uses a TS‡T ∗ factorisation in which the pseudo

inverse S‡ is created using

S‡i,j = 0 for i 6= j

=
∂Di∑

k ∂DkSi,k

for i = j

The calculation of this inverse is very fast which can make this option useful. The

pseudo inverse is also useful because in the execution of particularly the optimization

algorithms, it can happen that the forward map is evaluated for non-physical objects

and the matrix Si,j is not invertible. In particular, during the spherical harmonics op-

timization in section 5.3 it may be that a parameter set occurs for which the expansion

in equation (5.6) becomes negative for some (θ, φ). This results in an object for which

S−1 in (3.25) becomes impossible to evaluate. To allow the Gauss-Newton iteration to

proceed, the program automatically calculates the pseudo forward map instead and this

provides a convenient method to allow the algorithm to proceed without interruption.
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A.2.2 Reconstruction

These parameters control the reconstruction algorithm that will be used when the menu

item Calculate is selected later. The option No Reconstruction is self explanatory, if

this option is selected the program produces an output strip as illustrated in figures and

4.4 and 4.6. The Shape Fitting reconstruction algorithms are described in chapter 5,

the options are detailed below in subsection A.2.5. The Iterative Reconstruction

alogrithm is described in chapter 6 and the options below in subsection A.2.6. The

Linear Sampling method is discussed in chapter 7 and the options below in subsection

A.2.7. Finally the Monotonicity method is discussed in chapter 8 and the options

below in subsection A.2.8. The Point Source method is not currently active but may

be included in a future version of the program.

A.2.3 Output Parameters

The output of the program can be controlled only to a relatively minor degree. The

Map/Cross Section Size controls the size of the panels in the output strip. The pa-

rameter is particularly important for the Linear Sampling and Monotonicity algorithms

because the size of the cross section images is also the resolution of the sampling grid.

The yx cross section z-plane value controls the z value at which the cross section

in the fourth image in the output strip is taken. The y value in the xz cross section of

the third image is always zero. The reconstruction animation, which is started with the

menu item Calculate is selected a second time, is a sequence of 10 positions for the

original object. The Animation Frames per Step controls how many intermediate

positions are created between the 10 positions. The animation frames are stored to

disk.

A.2.4 Original Test Object

This section controls the shape and triangulation density of the original object. A num-

ber of test objects can be chosen from the drop down box. Some of these are internally

generated star shapes (Sphere, Ellipsoid, Spokes and Kite) and some are loaded from

.iv or .wrl file (Bishop, Knight, Body). For the latter group the triangulation density is

determined by the inventor or vrml code in the file. Additionally it is possible to dou-

ble this triangulation once or more times to make a more dense triangle grid. For the
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internally generated objects, the triangle density is controlled by setting the number

intervals that the range [0, π] of the altitude angle θ is divided into. 14 intervals create

an object of 420 triangles, while 28 intervals cause the object to have 1826 triangles.

This parameter also determines the triangle density of the reconstructed object. If the

option Include object with reconstruction is ticked, both the original and recon-

structed object are shown in the first, camera view of the output strip. This can be

useful for direct comparison although it sometimes hides details in the reconstructed

object that may be of interest.

A.2.5 Fitting Parameters

The Fitting Parameters determine the kind of object that is being fitted if the Shape

Fitting algorithm is selected (cf section A.2.2). The Initial Guess Only option cre-

ates only the sphere that is used as initial guess for all other shape optimization routines

and the iterative procedure in Chapter 6. Details of this are given in section 5.1. The

Optimized Initial Guess options improves the initial guess by optimizing position

and size of the sphere against the simulated data with a full forward calculation. The

Ellipsoid Fitting option optimizes the orientation of an ellipsoid with fixed axis

ratio and fixed position of the initial guess, as described in section 5.2. The option

Optimized Ellipsoid takes this a stage further by simultaneously optimizing orienta-

tion and axis of the ellipsoid. The Spherical Harmonics option fits the coefficients of

a spherical harmonics description up to the Legendre Order. The code in the program

to calculate the Legendre polynomials is based on bobvlieg2.cpp by Thomas Germer1.

The Direct Harmonics option also creates a spherical harmonics fit to the object but

does this directly from the object as described in appendix B.

A.2.6 Iterative Reconstruction Parameters

The parameters in the Iterative Reconstruction Parameters determine the execu-

tion of the reconstruction algorithm described in chapter 6. The Tikhonov Parameter

sets α̂ defined in section 6.4. The parameter is used at the start of an iterative recon-

struction, and the iterative reconstruction animation, to calculate αq using operator

norms based on the initial guess. If L-Curve orders is set to zero, then this value is

1 http://physics.nist.gov/Divisions/Div844/facilities/scatmech/code/bobvlieg2.cpp



162 Appendix A. Adam Program

used for the regularisation of the functionals in section 6.1. If the L-Curve orders is

set to non zero, then the program uses an L-curve criterion to find the best regularisa-

tion parameter within a log10 orders range around αq.

The Kacmarz Factor must be set between 0 and 1. A value of 0 means that the

results from multiple transmitters are averaged as illustrated in figures 6.9A and 6.9B,

whereas a value of 1 means that the results are treated in a Kacmarz like approach

as illustrated in figures 6.9C and 6.9D. Intermediate values for Kacmarz Factor result

in a mix of the two. The Lambda parameter sets the value of λ̂ defined in section 6.4,

like α̂ this value is used once, at the beginning to calculate λ. The Stop at Change

parameter sets the threshold E for the stopping criterion as described in equation

(6.17). If set to zero the iteration will run for a maximum of iterations set by Number

of Iterations.

If the inverse charge imaging is poorly regulated, the object reconstruction described

in section 6.2 can cause and amplify irregularities in the reconstructed shape. One way

to avoid this is to increase Tikhonov Parameter or increase the range over which the

L-curve criterion is used to look for an optimum value. As an alternative it is possible

to perform one or more smoothing operations on the object after each iteration, by

setting Number of Smooths to a non-zero positive value.

A.2.7 Linear Sampling Parameters

The section Linear Sampling Parameters sets options for the reconstructions with

an indicator function as described in chapter 7. The option Use Range of Square

Root chooses, if set, between the Factorisation method or the linear sampling method,

if not set. The option Trace out Optimum Object, if set, uses the minimization of

the cost function to determine the optimum level of P (z) to find the object. To do

this the program must sample P (z) over a 3D volume which can make setting the

option quite expensive in computation terms. If the option is not set the level set is

sampled only P (z) on the grid set by Map/Cross Section Size. Finally, the Cut SVD

at parameter is the truncated SVD parameter at which the sum for P (z) is cut to

regularize its calculation.
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A.2.8 Montonicity Method

None of the options for the Monotonicity method are currently active. Please note

that the method is very computationally intensive and the user is advised to execute

the method with Map/Cross Section Size set to a very low value, for instance 16.
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Appendix B

DIRECT SPHERICAL HARMONICS

Section 5.3 experimented with limited success with the optimization reconstruction of

objects using spherical harmonics. The expansion in spherical harmonics in equation

(5.6) describes any star shaped object, but it is valid to ask how many orders are

needed for a satisfactory shape description of a given object, regardless of the input

data, the method used to find the set of parameters or indeed the sensing technology.

Also, for shapes that fail to be a star shape, how well does a finite expansion of low

order spherical harmonics approximate the object. A few numerical experiments that

explore these questions are presented here

B.1 Star Shapes

Given an object with surface r(θ, φ) the coefficients can be calculated using the orthog-

onality integrals for Legendre functions, cosines and sines. This gives;

Cm
l =

2l + 1

2π

(l −m)!

(l +m)!

∫ 2π

0

∫ π

0

r(θ, φ)Pm
l (cos θ) cos(mφ) sin θ dθ dφ (B.1)

Sm
l =

2l + 1

2π

(l −m)!

(l +m)!

∫ 2π

0

∫ π

0

r(θ, φ)Pm
l (cos θ) sin(mφ) sin θ dθ dφ (B.2)

The first cosine term (C0
0) represents the radius of the object and does not depend

on choice of origin. All of the first sine terms (S0
l ) are zero. All other coefficients do

depend on the choice of origin We chose as our origin of the object the center of gravity

in surface integral terms.

z =

∫
∂D
y ds(y)∫

∂D
ds(y)

(B.3)

The program uses NAG routine D01EAF on [0, π] × [0, 2π] to perform the multi-
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Fig. B.1: Direct calculations of Spherical Harmonics of a kite shaped object for different
Legendre orders.

ple integrals for the required coefficients simultaneously. In the integrands of (B.1)

and (B.2), the function r(θ, φ) is most costly to evaluate. The program uses a piece-

wise linear approximation with linear interpolation of the vertex values of the triangle

containing (θ, φ).

Figure B.1 shows the approximation of the kite shaped object used in figure 5.4 by

increasing partial sum of (B.1) and (B.2). As can be seen increasing orders provide

and increasingly good approximation but the description is never quite snug, even at

l = 8.

B.2 The Bishop

It is also interesting to ask how good spherical harmonics are for objects that are not

star shapes? As case study we take the bishop chess piece used in chapter 5. It is now

not possible to use (B.1) and (B.2) to calculate the coefficients but instead need to

define an optimization problem to find a ’best’ star shape to describe the bishop. It

is natural to define the best star shape in terms of shared volume. That is we wish to

minimize the cost function.

F (z, C l
m, S

l
m) =

∫
H

[ΦB(x)− ΦS(x)]2 dx (B.4)

In which ΦB(x) and ΦS(x) are the flux calculated with equation (4.16) for the Bishop

and Starshape object respectively. In our calculation, the volume integral is divided

into solid angles subtended by the triangles making up the starshape. Inside each

solid angle the integral is calculated using piecewise constant quadrature. Like the

optimizations discussed in chapter 5, the optimization is performed using E04FCF for
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Fig. B.2: How good are harmonics at building the Bishop?, The l=2 shows the kind of fit
we’d expect from familiar spherical harmonics as electron orbitals

the modified Gauss-Newton method.

Figure B.2 shows the results for the bishop object. As can be seen the spherical

harmonics are quite good at approximating the shape but the fit is not as snug as we

might wish, particularly for l = 8. This is due to the limits of a numerical optimization

with a large number of parameters. Although object optimization with the cost func-

tion (B.4) it easier than with cost function (5.2), the condition number of the Jacobian

still increases as the number of Legendre order increases.
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Appendix C

SUPPORTING LEMMAS

In this chapter a number of theorems and lemmas are collected that are used in the

main body of the thesis.

C.1 Half Space Green’s Function

Proposition C.1. The Green’s function

G(x, y) = Φ(x, y)− Φ(x, y′) =
1

4π|x− y|
− 1

4π|x− y′|
,

has asymptotic behaviour

G(x, y) = O

(
cos θ

|x|2

)
and

∂G(x, y)

∂xj

= O(1/|x|3)

as |x| → ∞ with x ∈ H, where cos θ = x3/|x|.

Proof. It is sufficient to write y1 = y2 = 0, y3 = d and x1 = r sin θ, x2 = 0, x3 = r cos θ.

Then

1

|x− y|
=

1√
r2 sin2 θ + (r cos θ − d)2

, (C.1)

≈ 1√
r2 − 2dr cos θ

for r >> d, (C.2)

≈ 1

r
+
rd cos θ

r3
. (C.3)
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Similarly, using y′1 = y′2 = 0, y′3 = −d,

1

|x− y′|
=≈ 1

r
− rd cos θ

r3
. (C.4)

We therefore have

G(x, y) ≈ 2d cos θ

4πr2
for r >> d, (C.5)

= O

(
cos θ

|x|2

)
. (C.6)

The property for ∂G(x, y)/∂yj for j = 1, 2, 3 follows from fact that G(x, y) is symmetric

in x, y, and then differentiation of (C.5) with respect to xj. This gives xj

∂

∂xj

1

x2
1 + x2

2 + x2
3

=
−2xj

(x2
1 + x2

2 + x2
3)

2
.

At one extreme, if we consider an xj =constant plane, this is O(1/|x|4), whereas at the

other extreme along the xj-axis it is O(1/|x|3).

Alternatively we can differentiate (C.1) with respect to d. This gives

∂

∂d

1

|x− y′|
=

r cos θ − d(
r2 sin2 θ + (r cos θ − d)2

)3/2
, (C.7)

≈ r cos θ − d√
r2 − 2dr cos θ

for r >> d, (C.8)

≈ (r cos θ − d)

[
1

r3
+

3d cos θ

r4

]
. (C.9)

A similar expression for the negative term (y′3 = −d) can be derived. We then obtain

∂G(x, y)

∂d
≈ (3 cos2 θ − 1)

d

r3
, (C.10)

= O

(
1

|x|3

)
. (C.11)

Lemma C.2. Let D be sphere with radius r. Let z ≥ r measure distance from the
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centre of the sphere. The single layer potential with unity moment φ = 1 is given by

u(z) =
1

4π

∫
∂D

1

|z − y|
ds(y) =

r2

z
(C.12)

Proof. ∫
∂D

ds(y)

|z − y|
=

∫ π

0

∫ 2π

0

r2 sin θ dφ dθ√
r2 sin2 θ + (z − r cos θ)2

=

∫ π

0

∫ 2π

0

r2 sin θ dφ dθ√
r2 sin2 θ + z2 − 2rz cos θ + r2 cos2 θ

=

∫ π

0

2πr sin θ dθ√
1 + (z/r)2 − 2(z/r) cos θ

= −πr
2

z

∫ π

0

d2(z/r) cos θ√
1 + (z/r)2 − 2(z/r) cos θ

=
πr2

z

∫ −2(z/r)

2(z/r)

d(1 + (z/r)2 − x)√
1 + (z/r)2 − x

=
πr2

z

∫ (z/r+1)2

(z/r−1)2

dy
√
y

= 2
πr2

z

√
y

](z/r+1)2

(z/r−1)2

=
4πr2

z

The continuous extension to the boundary of the double layer potential with the

Poisson kernel, can be demonstrated as a general result, see for instance claim 2.38

and theorem 2.44 in Folland[127]. Here we first want to demonstrate the identity on

the boundary directly for a continuous bounded and square integrable function on

the plane, and extend this to functions in L2 in the subsequent lemma, following the

arguments of Folland[127].

Lemma C.3. Let G(x, y) = 1
4π|x−y| −

1
4π|x−y′| and fc ∈ (C(∂H) ∩ L∞(∂H) ∩ L2(∂H))

then

lim
x3↓0

∫
∂H

∂G(x, y)

∂y3

fc(y) ds(y) = fc(x), x ∈ ∂H. (C.13)

Proof. Consider

u(x)
∣∣
∂H

= lim
x3↓0

∫
∂H

fc(y)
x3

2π|x− y|3
ds(y)

Locate in ∂H a disk D(x;
√
x3), centered at x1, x2 of radius

√
x3. By the integral mean

value theorem there is a xD ∈ D and xE ∈ ∂H\D, such that
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u(x)
∣∣
∂H

= lim
x3↓0

fc(xD)

∫
D

x3

2π|x− y|3
ds(y) + lim

x3↓0
fc(xE)

∫
∂H\D

x3

2π|x− y|3
ds(y)

= lim
x3↓00

fc(xD)

∫ √
x3

0

x3

(x2
3 + r2)3/2

r dr + lim
x3↓0

fc(xE)

∫ ∞

√
x3

x3

(x2
3 + r2)3/2

r dr

= lim
x3↓0

[
fc(xD)− fc(xD)√

1 + 1/x3

+
fc(xE)√
1 + 1/x3

]
= fc(x). (C.14)

which is what we wanted to show

To extend this proof to functions in L2(∂H) we would need a regularity condition

equivalent to the mean value theorem. This is given by the condition of a Lebesque

point. A point x in the domain of fH is a Lebesgue point if

lim
ε→0+

1

|B(x, ε)|

∫
B(x,ε)

|fH(y)− fH(x)| dy = 0.

Here, B(x, ε) is the ball centered at x with radius ε, and |B(x, ε)| is the Lebesgue

measure of that ball. So a Lebesque point is a point that is ’regular’ enought for the

integral mean value theorem to apply over the ball |B(x, ε)|. It can be shown that,

given any f ∈ L1, almost every x is a Lebesgue point, and the proof above could be

applied to functions in L2. Equivalently, we make the observation that because the

continuous functions are dense in L2 and so for a fH ∈ L2 and ε > 0 we can choose

an fc such that ||fH − fc||2 < ε. By taking limε→0, the idenity (C.13) becomes an

approximate identity in the L2 sense as in the next lemma:

Lemma C.4. Let G(x, y) = 1
4π|x−y| −

1
4π|x−y′| and f(x) ∈ L2(∂H) then

lim
x3→0

∣∣∣∣∣∣∣∣ ∫
∂H

∂G

∂x3

f(y) ds(y)− f(x)

∣∣∣∣∣∣∣∣ = 0 (C.15)
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Proof. We follow the arguments given by Folland[127]. First we note that for x3 6= 0∫
∂H

∂G

∂x3

ds(y) =

∫
∂H

x3

2π|x− y|3
ds(y)

=
1

x2
3

∫
∂H

1

2π

((
x1−y1

x3

)2

+
(

x2−y2

x3

)2

+ 1

)3/2
ds(y)

= 1, (C.16)

and so∫
∂H

∂G

∂x3

f(y) ds(y)− f(x) =

∫
∂H

x3

2π|x− y|3
(f(y)− f(x)) ds(y)

=
1

x2
3

∫
∂H

f(y1, y2)− f(x1, x2)

2π

((
x1−y1

x3

)2

+
(

x2−y2

x3

)2

+ 1

)3/2
ds(y)

with a change of integration variables y1 → x3y1 + x1 and y2 → x3y2 + x2 we get

=

∫
∂H

f(x1 + x3y1, x2 + x3y2)− f(x1, x2)

2π (y2
1 + y2

2 + 1)
3/2

ds(y).

Using a generalization of the Minkowski or triangle inequality for integrals[195]∣∣∣∣∣∣∣∣ ∫ h(x, y) dy

∣∣∣∣∣∣∣∣ ≤ ∫ ||h(x, y)|| dy,

and writing fx3 for f(x1 + x3y1, x2 + x3y2),∣∣∣∣∣∣∣∣ ∫
∂H

fx3 − f(x1, x2)

2π (y2
1 + y2

2 + 1)
3/2

ds(y)

∣∣∣∣∣∣∣∣ ≤ ∫
∂H

∣∣∣∣∣∣∣∣ fx3 − f(x1, x2)

2π (y2
1 + y2

2 + 1)
3/2

∣∣∣∣∣∣∣∣ ds(y)
and so, ∣∣∣∣∣∣∣∣ ∫

∂H

∂G

∂x3

f(y) ds(y)− f(x)

∣∣∣∣∣∣∣∣ ≤ ∫
∂H

||fx3 − f ||
2π (y2

1 + y2
2 + 1)

3/2
ds(y). (C.17)

Choose a contineous and compactly supported function g such that ||f − g|| < ε/3.

Then also ||fx3−gx3|| < ε/3. Because they are contineous and supported on a common
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compact set ||g − gx3 || → 0 for x3 → 0 and so also ||g − gx3|| < ε/3 for x3 sufficiently

small and so

||fx3 − f || ≤ ||fx3 − gx3||+ ||gx3 − g||+ ||g − f || ≤ ε.

So limx3→0 ||fx3 − f || → 0. Using this and the dominated convergence theorem in

(C.17), we obtain the desired result.

C.2 Standard Results

Most of these have been taken directly from text books and the literature with ad-

justments in notation. They are provided for convenience . The proofs have been

omitted.

The double layer potential, for a constant moment φ = c is of considerable interest.

It is proposition 3.19 in Folland[127] or example 6.16 of Kress[105]

Proposition C.5.

∫
∂D

∂Φ(x, y)

∂ν(y)
ds(y) =


−1 for x ∈ D
−1

2
for x ∈ ∂D

0 for x /∈ D

Corollary C.6. For x ∈ H it holds that

∫
∂D

∂G(x, y)

∂ν(y)
ds(y) =


−1 for x ∈ D
−1

2
for x ∈ ∂D

0 for x /∈ D

The fact that a weakly singular kernel gives rise to a compact operator is of con-

siderable importance in this thesis. The definition and theorem given here is from

Kress[105], in particular his theorem 2.23 and discussion following 4.11 (Lax).

On a surface ∂D in Rm, a kernel K is said to be weakly singular if it is defined

and continuous for all x, y ∈ ∂D, x 6= y, and there exist positive constants M and

α ∈ (0,m− 1] such that

|K(x, y)| ≤M |x− y|α−m+1, x, y ∈ ∂D, x 6= y.
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Lemma C.7. The integral operator with continuous or weakly singular kernel is a

compact operator on L2(∂D) if ∂D is of class C1

Proof. (Sketch) Theorem 2.23 of Kress[105] provides the proof on C(∂D). In this,

the compactness of operators with continuous kernels is established with the Arzelà-

Ascoli theorem. Operators with weakly singular kernels are shown to be compact by

constructing a sequence of operators with continuous kernels that is norm convergent

to the operator with weakly singular kernel. To apply these results to operators on the

surface ∂D, it is observed that since the surface ∂D is of class C1, the normal vector is

continuous on ∂D. This means that sufficiently small regions of ∂D can be projected

bijectively onto the tangent plane to ∂D, this is then used to establish the existence of

the integral operator as an improper integral.

Kress extends the case to L2(∂D) on page 44 using the Lax theorem.

An operator A : X → Y is Fredholm if the imA is closed in Y and the subspaces

kerA and Y/imA are finite-dimensional. The difference between the dimension of the

latter two subspaces is the index of the operator and is a measure how well the spaces

of domain and image ‘fit’. For instance any linear map between two finite spaces,

A : Cn → Cm has index(A) = n − m. Fredholm operators with zero index are of

interest because the Fredholm alternative (see for instance Mclean[196] theorem 2.27

or Kress[105] theorem 4.15) facilitates the study the solvability of the equation Aφ = f .

Compact operators are famously not Fredholm because the image of a compact operator

is not closed. On the other hand, the compact modification of the identity is Fredholm

with index zero. Here is the version of Mclean[196] theorem 2.22.

Lemma C.8. If A = I + K, where K : X → X is compact, then A : X → X is

Fredholm with index zero.

In the proof of theorem 3.1 we rely on theorem 2 on page 260 of [126]. There this

theorem is initially stated for bounded domains but its validity is extended to the case

of an unbounded half space, the epigraph of a Lipschitz function, in subsequent sections

of the book.

The domain Ω ⊂ Rn+1 is defined by Ω = {(x, t) ∈ Rn+1 : t ∈ R, x ∈ Rn, t >

φ(x)}, and where φ(x) is a real-valued Lipschitz function on the whole of Rn, satisfying
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||∇φ||∞ < L <∞. With that, the operator K is defined here as the integral operator

on Rn with the kernel

k(x, y) =
φ(x)− φ(y)− (x− y) · ∇φ(y)

ωn (|x− y|2 + (φ(x)− φ(y))2)(n+1)/2
.

Using the notation, X = (x, t), Y = (y, t), the operator K is defined as the double

layer potential operator (cf (3.15)),

Kf(X) =
1

ωn

∫
∂Ω

(Y −X) ·N(Y )

|Y −X|n+1
f(Y )dσ(Y ), X ∈ Ω, Y ∈ ∂Ω.

The cone Γ(x) and maximal function u?(x) are as defined for x ∈ ∂Ω by the formulae

on page 40 with M > L/
√

1 + L2 in the definition of Γ(x). With that the theorem is

stated as:

Lemma C.9. Let Ω be a Lipschitz domain. Then the “boundary” operator

1

2
I +K : L2(∂Ω, dσ) → L2(∂Ω, dσ) (C.18)

is an isomorphism. If g lies in L2(∂Ω, dσ), then the harmonic function u0 = K(I/2 +

K)−1g is the unique solution of the following Dirichlet problem: find u0 ∈ C2(Ω) such

that u∗ ∈ L2(∂Ω),

∇2u0 = 0 in Ω (C.19)

and

lim
y→x,y∈Γ(x)

u0(y) = g(x) for almost all x ∈ ∂Ω. (C.20)

Remark: We note that for the case of interest in this thesis in general and theorem

3.1 in particular, we have, trivially, K = 0.


