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## Preface

Since computers have been used in engineering, the ability to solve problems numerically increased every day, but despite this evolution, there is still a need for efficient algorithms, especially when dealing with complex systems.
The rapid development of computers in the last 50 years has had an impact on scientific computing whose size is hard to grasp ${ }^{1}$. The interplay between numerical simulations and theoretical models now plays a crucial role in most areas of physics, chemistry, engineering, and other sciences. However, this impact would have been drastically reduced were it not for the parallel development of efficient numerical algorithms. For instance, the development of techniques for sparse matrices [63], the Fast Fourier Transform (see for example http://www.netlib.org), and the Fast Multipole Method [25], has allowed scientists to handle hitherto undreamed-of problems.

When handling a real world problem, we have to do three tasks to represent the physical process in mathematical terms. In general, this is done using ordinary differential equations (ODE) or partial differential equations (PDE). The resulting mathematical model is often a continuous problem, in which case one often discretizes it. Actually this is also an order reduction operation as we reduce the continuous problem (infinite dimension) to a matrix problem involving a finite number of variables. Common discretization processes are the finite difference and the finite element methods, which generate very often large sparse matrices (see e.g. $[132,5]$ ). The resulting system is of high complexity since one uses a very fine discretization scheme to have a mathematical system which reflects rigorously the physics of the real world process. But even a small or medium scale system can have a high complexity, especially if we want to deal with it in real time or iterative processing. Notice that by medium scale system we often mean a system of order approximatively one hundred.
In general there are three potential problems with complex systems : storage, computational speed and accuracy. Storage and computational speed are limited so the time needed to do most computations may be prohibitively large. This will affect indirectly the accuracy which depends mainly of problem conditioning. For such cases it is essential to design models of reduced complexity.

In the last twenty years, a variety of model reduction techniques have been developed to produce systematically simpler models of complex systems. A common way to construct a reduced order model is to project the system on a subspace of lower dimension than the dimension of the original system. But in this approach it is crucial to make a good choice of projector in order to have the maximum information of the original system in the projected one.
Projection is often used in everyday life e.g. to make 2-dimensional descriptions of our 3-dimensional world. Consider for example the shadow of a person; it is a projection of the person onto the 2 -dimensional surface on which the shadow falls that gives a description of the person. Would we be able to recognize a person

[^0]that we know by just looking at his shadow? Probably not, if the camera looks arbitrarily onto the person, but possibly if the camera sees the profile of the face.


Fig. 0.1. Can you recognize the person better from the left or the right picture?

Figure 0.1 shows two pictures of a person ${ }^{2}$. This person is enlightened in the same way. If one know the person, we can recognize him easily from the right picture which represents him better.
The next figure shows the projection of the UCL icon on five different low-rank spaces.


Fig. 0.2. Five projections of the UCL icon.

It can be seen that the first four projections give no idea on the original object which is the UCL icon. The fifth projection gives better information and one can easily recognize it. So the choice of projector is crucial to provide a good approximation.

[^1]In this dissertation, we are interested in large scale linear dynamical systems, modelled via systems of explicit equations of the type

$$
\left\{\begin{aligned}
E_{k} x_{k+1} & =A_{k} x_{k}+B_{k} u_{k} \\
y_{k} & =C_{k} x_{k} .
\end{aligned}\right.
$$

The reduced order model is essentially provided via a projector $\pi$ of the state-space vector $x_{k}$ to a vector $\hat{x}_{k} \doteq \pi x_{k}$ of much lower dimension.
In general, the objectives in model reduction depend on the intended use of the model and the projector $\pi$ has to be computed in this perspective. Here, we are mainely interested in finding a smaller model

$$
\left\{\begin{aligned}
\hat{E}_{k} \hat{x}_{k+1} & =\hat{A}_{k} \hat{x}_{k}+\hat{B}_{k} u_{k} \\
\hat{y}_{k} & =\hat{C}_{k} \hat{x}_{k},
\end{aligned}\right.
$$

whose output $\hat{y}_{k}$ is close to the original output $y_{k}$ for a given norm. In other words, we are trying to construct a dynamical system of much lower complexity that nevertheless approximates well the behavior of the original system.

A popular model reduction technique for linear time invariant systems (LTI) is Balanced Truncation (BT) $[91,50]$ for which an a priori error bound on the truncated model can be obtained [61]. This approach "balances out" the states so that each state is as controllable as it is observable; one then just truncates the "weak" states to produce a good reduced order model. In $[133,107]$ a generalization to linear time-varying systems (LTV) is presented, but without any algorithmic details. Recently, an a priori error bound for timevarying systems that is similar to the time-invariant case, was obtained in [106].
The present thesis focuses on the case were the original system is large and sparse. For such systems it is important to exploit this sparsity for computational efficiency. Iterative methods are very suitable for this and are often easy to parallelize as well. Direct methods like balanced truncation, on the other hand, ignore sparsity in the system and are not very attractive for parallelization : if we denote the order of the system by $N$, the complexity of these methods is roughly $O\left(N^{3}\right)$ flops and they require about $O\left(N^{2}\right)$ words of memory, which is too expensive computationally to use on large problems.

This work proposes three novel approaches for iterative projection. The main idea is to mix Krylov subspace ideas with the Balanced Truncation procedure to obtain recursively the projector $\pi$. This projector is used to provide the reduced order model. The main contribution of this work is the presentation of two algorithms dedicated to recursive model reduction of time-varying systems. They approximate the Gramians and Hankel operators using iterative low-rank approximations which can be updated recursively. The computational cost for constructing these approximations is only of the order of $O(N)$ flops at each iteration, and we obtain an approximation error that is comparable to that obtained via Balanced Truncation. All our results are presented for linear discrete-time systems, but they extend to linear continuous-time systems as well.
The two first algorithms, namely Modified Low-Rank Smith (MLRS) and Recursive Low-Rank Gramian (RLRG), focus on the recursive approximation of the Gramians. Actually, these Gramians are the energy functions of the system. They are solutions of the so-called Stein equations for Linear Time-Invariant (LTI) systems, or are solutions of the Stein recurrences for Linear Time-Varying (LTV) systems.
Using the fact that these Gramians are positive semi-definite, the idea is to approximate recursively the "square root" (or Cholesky factor) of each Gramian by a low-rank approximation. These low-rank versions of the Gramians are then updated recursively using the Singular Value Decomposition (SVD).
This is also the case for the third algorithm, namely Recursive Low-Rank Hankel (RLRH). But, contrary to the two first algorithms which approximate independently the Gramians, the RLRH uses the Hankel map to balance directly the low-rank approximation at each iteration.
The MLRS and RLRG methods provide two low-rank approximations of the original Gramians. These approximated Gramians are used instead of the exact Gramians to provide the projector $\pi$ via the Balanced Truncation procedure. The RLRH method immediately yields a pair of balanced low-rank approximated Gramians which can be used directly to provide the projector $\pi$. This approach is new and recommended for poorly balanced systems.

This combination of the Krylov subspace and the Balanced Truncation approach yields very nice properties. The Krylov subspace ideas lead to iterative computations which reduce significatively the cost and make use of any sparsity in the data. The complexity is linear in the large dimension (i.e. $O(N)$ ) instead of a cubic complexity (i.e. $O\left(N^{3}\right)$ ) for Balanced Truncation. The use of the Singular Value Decomposition is borrowed from the Balanced Truncation approach and it yields bounds on the quality of the approximations.

The last major topic of this work is the presentation of model reduction algorithms for second order systems. These systems come mainly from mechanical models and have a special structure. The motivation is to adapt the model reduction methods to this kind of systems, in order to provide a reduced order model which has the same kind of structure. The variables in the reduced model then keep a physical meaning.

The numerical aspects and the efficiency of all our algorithms are assessed by means of a number of real world examples.

## Synopsis

This thesis falls naturally into four parts, which are relatively independent.

> Part I : Chapter 2 and 3
> Part II: Chapter 4 and 5
> Part III : Chapter 6 and 7
> Part IV : Chapter 8

The first part is constituted by Chapters 2 and 3 . Chapter 2 is devoted to the introduction of the preliminary concepts in linear algebra and system theory that will be needed for a better understanding of this thesis. In linear algebra, we mainly review the QR , eigenvalue and singular value decompositions, Krylov spaces, vector and matrix norms. In system theory, we restrict ourselves to the discrete-time linear systems, and we review basics like stability, controllability, observability, and the system Gramians. Most of the material presented here can be found in the literature.
The goal and subject matter of Chapter 3 is to review the state of art for model reduction of linear systems. We review mainly the most used projection based methods in this field, especially Balanced Truncation and Krylov subspaces methods. We also present a new derivation of an a posteriori bound of the $\mathcal{H}_{2}$ norm of the error system corresponding to the Balanced Truncation method.
We introduce a new method based on a combination of the Krylov subspace and Balanced Truncation procedures. We called it Approximated Balanced Truncation. Most techniques for model reduction of linear systems are based on the dominant subspaces of Gramians. In practical applications there is often a rapid decay in the Gramians eigenvalues, and so these Gramians can be well approximated using low-rank approximations. These low-rank approximations are used instead of the original Gramians in the Balanced Truncation procedure to provide the reduced order model. This method has very nice properties depending on how one computes the low-rank approximations of the Gramians.
The three other parts form the main new results of the dissertation, and they are devoted to the presentation and the study of our three recursive low-rank approximation methods, and the adaptation to second order systems.

The second part can be viewed as a description and numerical study of the so-called Modified Low-Rank Smith method (MLRS) (see also [98, 7]).
Chapter 4 presents low-rank approximation methods of the Gramians which can be provided using a Smith like method. In fact, these methods approximate iteratively the "square root" of the Gramians. The best method of this class is the so-called Modified Low-Rank Smith method. It is based on the recursive calculation of dominant singular subspaces. This algorithm is very general and can be applied to many other fields like text retrieval and image compression. We provide in Chapter 5 a detailed description and a numerical study of this recursive procedure. We show also how to use the resulting approximations to produce an Approximated Balanced Truncation reduced model. We illustrate the efficiency of this algorithm using applications to image reconstruction and model reduction. Up to this chapter we only consider linear time-invariant systems.

The goal and subject matter of Part III is the presentation of two novel algorithms mainly dedicated to the time varying case.

Chapter 6 presents a detailed description and numerical study of the Recursive Low-Rank Gramian (RLRG) approximation method. It is also based on an independent low-rank approximation of the Gramians. These approximations are updated recursively using the Singular Value Decomposition.
Chapter 7 presents another approach based on the Hankel map and handles well model reduction of linear systems especially poorly balanced systems. It is called the Recursive Low-Rank Hankel (RLRH) approximation method. We assess the performance of both the RLRG and RLRH methods using some real world benchmark examples.

The fourth and final part is self-contained and discusses model reduction methods for second order systems. This part is connects with other theoretical work in this thesis. It uses ideas of : Balanced Truncation, Krylov subspace, RLRG and RLRH. The goal of Chapter 8 is the adaptation of these methods to second order systems. These systems have a special structure which has some physical meaning. The objective is to preserve this structure in the reduced model, in order to keep the same physical meaning in the reduced order model. This is obtained using methods which we called : Second Order Balanced Truncation (SOBT), Second order Recursive Low-Rank Gramian (SRLRG) and Second order Recursive Low-Rank Hankel (SRLRH). This work has been done in collaboration with Antoine Vandendorpe and Damien Lemonnier.

The second and third parts probably contain the most significant new results; this is reflected in the choice of the thesis title. They are also the main contribution of this thesis.

## Citations to previously published work
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## Notation glossary

We describe the abbreviations and symbols used in this dissertation.

Abbreviations<br>SISO Single-Input Single-Output<br>MIMO Multiple-Input Multiple-Output<br>SVD Singular Value Decomposition<br>C/D Continuous/Discrete<br>D/C Discrete/Continuous<br>BT Balanced Truncation<br>MLRS Modified Low-Rank Smith<br>RLRG Recursive Low-Rank Gramian<br>RLRH Recursive Low-Rank Hankel<br>CGS Classical Gram-Schmidt<br>MGS Modified Gram-Schmidt<br>flops floating point operations<br>CPU Central Processing Unit<br>HSV Hankel Singular Value<br>LTI Linear Time Invariant<br>LTV Linear Time-Varying

## Linear algebra symbols

Generally, in linear algebra ${ }^{3}$ we use
capital mathcal letters $\mathcal{X}, \mathcal{V} \quad$ for spaces and subspaces,
capital letters $\quad A, B, \Delta, \Lambda$ for matrices,
subscripted lower case letters $a_{i j}, b_{i j}, \delta_{i j}, \lambda_{i j}$ for matrix elements,
lower case letters $\quad x, y, v, w$ for vectors,
lower case Greek letters $\quad \alpha, \beta, \gamma, \theta \quad$ for scalars.
In addition to that, we will use the following specific notations :

| $\mathbb{N}$ | group of integers |
| :---: | :--- |
| $\mathbb{C}$ | field of complex numbers |
| $\mathbb{R}$ | field of real numbers |
| $\mathbb{K}$ | either $\mathbb{R}$ or $\mathbb{C}$ |
| $I_{k}$ | denotes the identity matrix ${ }^{4}$ |
| $A^{T}$ | transpose of $A$ |
| $A^{*}$ | complex conjugate transpose of $A$ |
| $A^{-T}$ | inverse of $A^{T}$ |
| $A^{-*}$ | inverse of $A^{*}$ |

$\operatorname{Ker}(A)$ kernel of $A$
$\operatorname{Im}(A)$ image of $A$
$\operatorname{rank}(A) \operatorname{rank}$ of $A$
Trace $(A)$ trace of $A$
$\operatorname{det}(A)$ determinant of $A$
$\kappa(A)$ condition number of $A$
$\lambda_{i}(A) \quad i$-th eigenvalue of $A$
$\lambda_{\max }(A)$ maximum eigenvalue of $A$
$\sigma_{i}(A) \quad i$-th singular value of $A$
$\sigma_{1}(A)$ maximum singular value of $A$
$\rho(A) \quad$ spectral radius of $A, \rho(A)=\left|\lambda_{\max }(A)\right|$
$\|\cdot\|_{2} \quad 2$-norm
$\|\cdot\|_{\infty} \quad$ infinity norm
$\|\cdot\|_{F} \quad$ Frobenius norm
$\epsilon_{m} \quad$ machine epsilon
$l_{m}^{2} \quad$ space $\left\{x \in K^{m}\right.$ s.t. $\left.\|x\|_{2}<\infty\right\}$
$K_{k}(A, V)$ Krylov sequence $\left(V, A V, \ldots, A^{k-1} V\right)$
$\mathcal{K}_{k}(A, V)$ Krylov space $\operatorname{Im}\left(K_{k}(A, V)\right)$
$A \otimes B \quad$ Kronecker product of $A$ and $B$

[^2]
## System theory symbols

| $k_{i}$ | initial instant |
| :---: | :--- |
| $k_{f}$ | final instant |
| $\mathcal{S}$ | original model |
| $T_{f}$ | transfer function of $\mathcal{S}$ |
| $N$ | order of $\mathcal{S}$ |
| $m$ | number of inputs |
| $p$ | number of outputs |
| $x$ | state vector of $\mathcal{S}$ |
| $u$ | input vector |
| $y$ | output vector of $\mathcal{S}$ |
| $E$ | descriptor matrix of $\mathcal{S}$ |
| $A$ | state matrix of $\mathcal{S}$ |
| $B$ | input matrix of $\mathcal{S}$ |
| $C$ | output matrix of $\mathcal{S}$ |
| $D$ | feedthrough or direct transmission matrix of $\mathcal{S}$ |
| $\Phi(\cdot, \cdot)$ | transition matrix |
| $H(\cdot, \cdot)$ | impulse response |
| $\mathcal{H}$ | Hankel map |
| $\mathcal{H}\left(k_{f}, k, k_{i}\right)$ | Hankel map at instant $k$ on the finite window $\left[k_{i}, k_{f}\right]$ |
| $T$ | state transformation |
| $\\|\cdot\\|_{\mathcal{H}_{2}}$ | $\mathcal{H}_{2}$ norm |
| $\\|\cdot\\|_{\mathcal{H}}$ | $\mathcal{H}_{\infty}$ norm |
| $\mathcal{S}_{n}$ | reduced order model of order $n$ |
| $\mathcal{S}_{e}$ | error system $\mathcal{S}_{e}=\mathcal{S}-\mathcal{S}_{n}$ |
| $\mathcal{S}_{n}^{B T}$ | order $n$ balanced truncated model of $\mathcal{S}$ |
| $T_{f_{n}}$ | transfer function of $\mathcal{S}_{n}$ |
| $\hat{x}$ | state vector of $\mathcal{S}_{n}$ |
| $\hat{y}$ | output vector of $\mathcal{S}_{n}$ |
| $E_{n}$ | descriptor matrix of $\mathcal{S}_{n}$ |
| $A_{n}$ | state matrix of $\mathcal{S}_{n}$ |
| $B_{n}$ | input matrix of $\mathcal{S}_{n}$ |
| $C_{n}$ | output matrix of $\mathcal{S}_{n}$ |
| $D_{n}$ | feedthrough or direct transmission matrix of $\mathcal{S}_{n}$ |
|  |  |

$\mathcal{G}_{c} \quad$ controllability Gramian of $\mathcal{S}$
$\mathcal{P}^{S} \quad$ Smith approximation of $\mathcal{G}_{c}$
$G_{c} \quad$ solution of $A G_{c} A^{T}-G_{c}+B B^{T}=0$
$\mathcal{C}_{i} \quad$ controllability matrix $\left[B A B A^{2} B \ldots A^{i-1} B\right]$
$\mathcal{C}\left(k, k_{i}\right)$ controllability matrix on the finite window $\left[k_{i}, k\right]$
$\mathcal{C}$ controllability matrix $\left[B A B A^{2} B \ldots A^{i-1} B \ldots\right]$
$S \quad$ Cholesky factor of $\mathcal{G}_{c}$
$S^{M L R S}$ MLRS approximation of $S$
$S_{n} \quad$ RLRG or RLRH approximation of $S$ of rank $n$
$\mathcal{G}_{o} \quad$ observability Gramian of $\mathcal{S}$
$\mathcal{Q}^{S} \quad$ Smith approximation of $\mathcal{G}_{o}$
$G_{o} \quad$ solution of $A^{T} G_{o} A-G_{o}+C^{T} C=0$
$\mathcal{O}_{i} \quad$ observability matrix $\left[C^{T} A^{T} C^{T}\left(A^{T}\right)^{2} C^{T} \ldots\left(A^{T}\right)^{i-1} C^{T}\right]^{T}$
$\mathcal{O}\left(k_{f}, k\right)$ observability matrix on the finite window $\left[k, k_{f}\right]$
$\mathcal{O} \quad$ observability matrix $\left[C^{T} A^{T} C^{T}\left(A^{T}\right)^{2} C^{T} \ldots\left(A^{T}\right)^{i-1} C^{T} \ldots\right]^{T}$
$R \quad$ Cholesky factor of $\mathcal{G}_{o}$
$R^{M L R S}$ MLRS approximation of $R$
$R_{n} \quad$ RLRG or RLRH approximation of $R$ of rank $n$
$\pi_{r} \quad$ right projection matrix
$\pi_{l} \quad$ left projection matrix
$\pi \quad$ projector $\pi=\pi_{r} \pi_{l}^{*}$
$\mu$ or $\eta$ noise level
$x_{i}^{(k)}$ denotes the $i^{\text {th }}$ vector during the $k^{t h}$ iteration
$x_{\bullet} \quad$ set of all possible vectors or values $x_{i}$, i.e. $x_{\bullet} \doteq\left\{x_{i}: \forall i\right\}$
$X_{\bullet} \quad$ set of all sequence of matrices $X_{i}$, i.e. $X_{\bullet} \doteq\left\{X_{i}: \forall i\right\}$

## Chapter 1

## Preliminaries

Before going to the main subject, it is useful to give a general introduction of some fundamental material on linear algebra and linear systems theory that will be necessary for a better understanding of this thesis. Most of the material presented here can be found in the literature. Some new notations are introduced. The discussion is restricted to systems that are finite-dimensional and linear (time-varying or time-invariant). First, in Section 1.1, we briefly review some important concepts from linear algebra that will be useful in the sequel, like the QR, eigenvalue, singular value decompositions, Krylov spaces, vector and matrix norms. Other definitions and properties will be introduced when needed.
Section 1.2 is devoted to the basics of linear systems theory, including stability, controllability, observability, and the system Gramians as the solutions of two Stein equations. We restrict ourselves to the discrete-time case in most of the text and show briefly how to extend to continuous-time case, using possible conversions.

### 1.1 Linear algebra

This section summarizes some important matrix properties. For a thorough background of linear algebra the reader is referred e.g. to [63, 69, 47, 45].

Let $\mathbb{K}$ be either $\mathbb{R}$ or $\mathbb{C}$ and let $\mathbb{K}^{m}$ be the vector space of $m$-tuples over $\mathbb{K}$. Submatrices are specified with the colon notation, as used in MATLAB : $A(p: q, r: s)$ denotes the submatrix of $A$ formed by the intersection of rows $p$ to $q$ and columns $r$ to $s$. As a special case, a colon only as the row or column specifier means all entries in that row or column. Thus $A(:, j)$ is the $j$ th column of $A$ and $A(i,:)$ the $i$ th row. The values taken by a counter are also described using the colon notation : " $i=1: n$ " means the same as " $i=1,2, \ldots, n$ ". Also, we describe a set of vectors $x_{1}, x_{2}, \ldots, x_{n}$ by $\left\{x_{i}\right\}_{1}^{n}$.

The vectors $\left\{x_{i}\right\}_{1}^{n} \in \mathbb{K}^{m}$ are said to be linearly dependent over $\mathbb{K}$ if there exists $\left\{\alpha_{i}\right\}_{1}^{n} \in \mathbb{K}$ not all zero so that $\sum_{i=1}^{n} \alpha_{i} x_{i}=0$. Otherwise they are said to be linearly independent. The set of all linear combinations of $\left\{x_{i}\right\}_{1}^{n}$ is the subspace

$$
\operatorname{span}\left\{x_{1}, \ldots, x_{n}\right\} \doteq\left\{x=\sum_{i=1}^{n} \alpha_{i} x_{i} \mid \alpha_{i} \in \mathbb{K}\right\}
$$

Let $\mathcal{X}$ be a subspace of $\mathbb{K}^{m},\left\{x_{i}\right\}_{1}^{n}$ is called a basis for $\mathcal{X}$ if $\left\{x_{i}\right\}_{1}^{n}$ are linearly independent and $\mathcal{X}=$ $\operatorname{span}\left\{x_{1}, \ldots, x_{n}\right\}$. Furthermore $n=\operatorname{dim}(\mathcal{X})$ is the dimension of $\mathcal{X}$.
Moreover, if we consider the inner product (also known as dot product or scalar product) of $x$ and $y$ denoted by $x^{*} y$, the vectors $\left\{x_{i}\right\}_{1}^{n}$ are said to be:

- orthogonal if $x_{i}^{*} x_{j}=0, \forall i \neq j$;
- orthonormal if $x_{i}^{*} x_{j}=\delta_{i j}$, where $\delta_{i j}$ is the Kronecker delta symbol given by

$$
\delta_{i i}=1, \text { and } \delta_{i j}=0, \forall j \neq i
$$

- an orthonormal basis for $\mathcal{X}$ if they form a basis of $\mathcal{X}$ and are orthonormal.

Consider a matrix ${ }^{1} A \doteq\left[a_{i j}\right] \in \mathbb{K}^{m \times n}$, we define :

- the kernel, $\operatorname{Ker}(A) \doteq\left\{x \in \mathbb{K}^{n} \mid A x=0\right\} ;$
- the image, $\operatorname{Im}(A) \doteq\left\{y \in \mathbb{K}^{m} \mid y=A x, x \in K^{n}\right\}$, note that

$$
\operatorname{Im}(A)=\operatorname{span}\{A(:, 1), \ldots, A(:, n)\}
$$

- the rank, $\operatorname{rank}(A) \doteq \operatorname{dim}(\operatorname{Im}(A))$;
- the transpose, $A^{T} \doteq\left[a_{j i}\right] \in \mathbb{K}^{n \times m}$;
- the complex conjugate transpose, $A^{*}=\left[\operatorname{conj}\left(a_{j i}\right)\right] \in \mathbb{K}^{n \times m}$;
- the trace (if $m=n$ ), $\operatorname{Trace}(A) \doteq \sum_{i=1}^{n} a_{i i}$.

The matrix $A \in \mathbb{K}^{n \times n}$ is said to be :

- symmetric if $\mathbb{K}=\mathbb{R}$ and $A^{T}=A$ (notice that then $A^{*}=A^{T}$ );
- Hermitian if $A^{*}=A$;
- nonsingular or invertible if the inverse $A^{-1}$ exists,

$$
\exists B \in \mathbb{K}^{n \times n} \text { s.t. } A B=B A=I_{n}
$$

- orthogonal if $\mathbb{K}=\mathbb{R}$ and $A^{T}=A^{-1}$ (i.e. $A A^{T}=A^{T} A=I_{n}$ );
- unitary if $A^{*}=A^{-1}$ (i.e. $A A^{*}=A^{*} A=I_{n}$ );
- positive semi-definite (respect. definite) if it is Hermitian and

$$
\forall x \in \mathbb{K}^{n} \neq 0 \text { we have } x^{*} A x \geq 0 \text { (respect. } x^{*} A x>0 \text { ). }
$$

Two ( $n \times n$ )-matrices $A$ and $\bar{A}$ are said to be similar if there exists a nonsingular matrix $T$ that satisfies $\bar{A}=T^{-1} A T$.

### 1.1.1 Norms

In this section we define vector and matrix norms. They are very useful to properly define the concepts of energy, action and amplitude of a "signal".

## Vector norms

All of the vector norms we will use are instances of $p$-norms, which for a real number $p>0$ and a vector $x \in \mathbb{K}^{m}$ are defined by

$$
\|x\|_{p}=\left(\sum_{i=1}^{m}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}
$$

Important special cases are :

[^3]$$
2 \text {-norm } \quad\|x\|_{2}=\left(x^{*} x\right)^{\frac{1}{2}}=\left(\sum_{i=1}^{m}\left|x_{i}\right|^{2}\right)^{\frac{1}{2}}
$$
and
$$
\infty \text {-norm } \quad\|x\|_{\infty}=\max _{1 \leq i \leq n}\left|x_{i}\right|,
$$
which can be viewed as a limiting case for $p \rightarrow \infty$.
Remark 1.1. In signal processing, $\|x\|_{\infty}$ corresponds to the maximum amplitude of signal $x$ and $\|x\|_{2}$ to its energy.

All of these norms give similar results qualitatively, but in certain circumstances a particular norm may be easier to work with for analytical or computational reasons. For any vector $x \in \mathbb{K}^{m}$, we have

$$
\|x\|_{\infty} \leq\|x\|_{2} \leq \sqrt{m}\|x\|_{\infty}
$$

which expresses that these two norms are equivalent.
We can now define the following normed space :

$$
l_{m}^{2}=\left\{x \in \mathbb{K}^{m} \text { s.t. }\|x\|_{2}<\infty\right\}
$$

which is a Hilbert space with inner product $\langle x, y\rangle_{l_{m}^{2}} \doteq x^{*} y$.

## Matrix norms

In general, matrix norms are defined in terms of an underlying vector norm. Specifically, given a vector norm, we define the corresponding matrix norm of a matrix $A \in \mathbb{K}^{m \times n}$ by

$$
\|A\|=\max _{x \neq 0} \frac{\|A x\|}{\|x\|}
$$

such a matrix norm is said to be induced by or subordinate to the vector norm.
Intuitively, the norm of a matrix measures the maximum stretching the matrix does to any vector, as measured in the given vector norm.
We have

$$
\|A\|_{2}=\sqrt{\lambda_{\max }\left(A^{*} A\right)}
$$

where $\lambda_{\max }\left(A^{*} A\right)$ is the maximum of the eigenvalues of $A^{*} A$ (to be defined in (§.1.1.2)),

$$
\|A\|_{\infty}=\max _{i} \sum_{j=1}^{n}\left|a_{i j}\right| .
$$

Another useful matrix norm is the so-called Frobenius norm. It is defined as

$$
\|A\|_{F}=\sqrt{\operatorname{Trace}\left(A^{*} A\right)}=\sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n}\left|a_{i j}\right|^{2}}
$$

However, the Frobenius norm is not an induced norm.
The following properties of matrix norms are easy to show :
Theorem 1.2. Let $A$ and $B$ be any matrices with appropriate dimensions. Then

- $\rho(A) \leq\|A\|$ for any induced norm and for the Frobenius norm (where $\rho(A)$ denote the spectral radius of $A$ (to be defined in (§.1.1.2)));
- $\|A B\| \leq\|A\|\|B\|$ for any induced norm;
- $\|U A V\|_{2}=\|A\|_{2}$, and $\|U A V\|_{F}=\|A\|_{F}$, for any appropriately dimensioned unitary matrices $U$ and $V$;
- $\|A B\|_{F} \leq\|A\|\|B\|_{F}$ and $\|A B\|_{F} \leq\|B\|\|A\|_{F}$, for any induced norm.

For more details on these norms and their properties see for example [63, 115].

### 1.1.2 Matrix decompositions

Orthogonal transformations and matrix decompositions are very important in numerical linear algebra. They often provide a numerically robust transformation of a given problem to a simpler one whose solution is the "same" as that of the original problem.
The most frequently used transformations are the orthogonal transformation to triangular form which is accomplished by the $Q R$ decomposition, and the orthogonal transformation to diagonal form which is accomplished by the eigenvalue decomposition or the Singular Value Decomposition (SVD). We give here a short description of these three important matrix decompositions. For more details we refer to the literature.

## QR decomposition

A QR decomposition of $A \in \mathbb{K}^{m \times n}$ with $m \geq n$ is a factorization

$$
A=Q R=\left[\begin{array}{ll}
Q_{1} & Q_{2}
\end{array}\right]\left[\begin{array}{c}
R_{1} \\
0
\end{array}\right]=Q_{1} R_{1}
$$

where $Q \in \mathbb{K}^{m \times m}$ is orthonormal and $R_{1} \in \mathbb{K}^{n \times n}$ is upper-triangular. Depending on the context, either the full factorization $A=Q R$ or the "economy size" version $A=Q_{1} R_{1}$ can be called a QR factorization. It can be computed in several ways, including by the use of

- Gram-Schmidt orthogonalization : formulated by Gram in 1883 and in its modern algorithmic form by Schmidt in 1907;
- Givens transformations : published also in 1958 by Givens, but analyzed in detail by Wilkinson in 1962;
- Householder transformations : published by Householder in 1958, his motivation was to compute the QR factorization with less arithmetic operations (in particular, less square roots).

First, the QR decomposition is a reformulation of the Gram-Schmidt orthogonalization process. If we apply Gram-Schmidt to the columns $\left\{a_{j}\right\}_{1}^{n}$ of $A$ from left to right, we get a sequence of orthonormal vectors $\left\{q_{j}\right\}_{1}^{n}$ spanning the same space : these orthogonal vectors are the columns of $Q$. Gram-Schmidt also computes coefficients $r_{j i}=q_{j}^{*} a_{i}$ expressing each column $a_{i}$ as a linear combination of $\left\{q_{j}\right\}_{1}^{i}: a_{i}=\sum_{j=1}^{i} r_{j i} q_{j}$. The $r_{j i}$ are just the entries of $R$.
There exist two versions of the Gram-Schmidt method, which are shown in the following algorithms.

```
Algorithm 1 The Classical Gram-Schmidt algorithm (CGS).
Ensure: Given \(A \in R^{m \times n}\) of rank \(n\) this algorithm computes the QR decomposition \(A=Q R\), where \(Q\) is \(m \times n\)
    and \(R\) is \(n \times n\), by the Gram-Schmidt method.
    for \(i=1: n\) do
        \(q_{i}=a_{i} ;\)
        for \(j=1:(i-1)\) do
            \(r_{j i}=q_{j}^{T} a_{i} ;\)
            \(q_{i}=q_{i}-r_{j i} q_{j} ;\)
        end for
        \(r_{i i}=\left\|q_{i}\right\|_{2} ;\)
        if \(r_{i i}=0\) then
            break \(\left\{a_{i}\right.\) is linearly dependent on \(\left.a_{1: i-1}\right\}\)
        end if
        \(q_{i}=q_{i} / r_{i i} ;\)
    end for
```

Unfortunately, the CGS algorithm is numerically unstable when the columns of $A$ are nearly linearly dependent. The method can be rearranged so that as soon as $q_{i}$ is computed, all the remaining vectors are orthogonalized against $q_{i}$. This gives the modified Gram-Schmidt algorithm.

```
Algorithm 2 The Modified Gram-Schmidt algorithm (MGS).
Ensure: Given \(A \in R^{m \times n}\) of rank \(n\) this algorithm computes the QR decomposition \(A=Q R\), where \(Q\) is \(m \times n\)
    and \(R\) is \(n \times n\), by the MGS method.
    for \(i=1: n\) do
        \(r_{i i}=\left\|a_{i}\right\|_{2}\);
        if \(r_{i i}=0\) then
            break \{Stop if linearly dependent.\}
        end if
        \(q_{i}=a_{i} / r_{i i} ;\)
        for \(j=(i+1): n\) do
            \(r_{i j}=q_{i}^{T} a_{j} ;\)
            \(a_{j}=a_{j}-r_{i j} q_{i} ;\)
        end for
    end for
```

Unlike the CGS algorithm, the MGS algorithm permits the use of column pivoting to identify a maximal linearly independent set of columns of $A$. We can see easily that if $A$ has full column rank, $r_{i i}$ will not be zero. Björk $[23,24]$ has shown that the accuracy and the loss of orthogonality for the MGS algorithm are as follow :

$$
\begin{gathered}
\|A-Q R\| \approx \epsilon_{m}\|A\| \\
Q^{T} Q-I_{n}=E_{M G S}, \quad\left\|E_{M G S}\right\|_{2} \approx \epsilon_{m} \kappa(A),
\end{gathered}
$$

where $\epsilon_{m}$ denote the epsilon machine (see $\S .1 .1 .5$ ). We mention that the CGS algorithm has the same order of accuracy, but unfortunately the loss of orthogonality is worse (see [69, 63]), i.e.,

$$
\begin{gathered}
\|A-Q R\| \approx \epsilon_{m}\|A\| \\
Q^{T} Q-I_{n}=E_{C G S}, \quad\left\|E_{C G S}\right\|_{2} \approx \epsilon_{m} \kappa(A)^{2} .
\end{gathered}
$$

This residual bound for CGS was proved only for a special case, and it does not hold in general [69].

We can also use Givens rotations to introduce zeros into vectors that they multiply. A Givens rotation $G(i, j, \theta) \in \mathbb{K}^{n \times n}$ is equal to the identity matrix except for the $2 \times 2$ matrix

$$
G([i, j],[i, j])=\left[\begin{array}{cc}
c & s \\
-s & c
\end{array}\right],
$$

where $c=\cos \theta$ and $s=\sin \theta$. The multiplication $y=G(i, j, \theta) \cdot x$ rotates $x$ through $\theta$ radians clockwise in the $(i, j)$ plane. Algebraically,

$$
y_{k}= \begin{cases}x_{k}, & k \neq i, j, \\ c x_{i}+s x_{j}, & k=i, \\ -s x_{i}+c x_{j}, & k=j,\end{cases}
$$

and so $y_{j}=0$ if

$$
s=\frac{x_{j}}{\sqrt{x_{i}^{2}+x_{j}^{2}}}, \quad c=\frac{x_{i}}{\sqrt{x_{i}^{2}+x_{j}^{2}}} .
$$

Givens rotations are therefore useful for introducing zeros into a vector one at a time. To compute the QR factorization, Givens rotations are used to eliminate the elements below the diagonal in a systematic fashion. We will see later how to use these decompositions in the cases where we are interested in with more details.

Another way to annihilate desired components of a given vector is the Householder transformation, which is a matrix of the form

$$
H=I-2 \frac{v v^{T}}{v^{T} v}
$$

where $v$ is a nonzero vector. We can easily see that $H$ is both orthogonal and symmetric (i.e., $H=H^{T}=$ $H^{-1}$ ). The QR decomposition can be computed using a suitable sequence of Householder matrices [63]. The general process can be described as follows [69]. With $A_{1}=A$ we have, at the start of the $i^{\text {th }}$ stage

$$
A_{i}=\left[\begin{array}{ccc}
R_{i-1} & z_{i} & B_{i} \\
0 & x_{i} & C_{i}
\end{array}\right], \quad R_{i-1} \in \mathbb{R}^{(i-1) \times(i-1)}, \quad x_{i} \in \mathbb{R}^{m-i+1}
$$

where $R_{i-1}$ is upper triangular. Choose a Householder matrix $\tilde{H}_{i}$ such that $\tilde{H}_{i} x_{i}=\alpha e_{1}$ and embed $\tilde{H}_{i}$ into an $m \times m$ matrix

$$
H_{i}=\left[\begin{array}{cc}
I_{i-1} & 0 \\
0 & \tilde{H}_{i}
\end{array}\right]
$$

Then let $A_{i+1}=H_{i} A_{i}$. Overall, we obtain $R=H_{n} H_{n-1} \ldots H_{1} A=: Q^{T} A\left(H_{n}=I\right.$ if $\left.m=n\right)$. The Householder transformations are very suitable for parallel computations and are more robust.
The accuracy and the loss of orthogonality for both the Givens and Householder approaches are of the form :

$$
\begin{gathered}
\|A-Q R\| \approx \epsilon_{m}\|A\| \\
Q^{T} Q-I_{n}=E, \quad\|E\|_{2} \approx \epsilon_{m}
\end{gathered}
$$

and hence are better than the Gram-Schmidt approach.

## Eigenvalues and eigenvectors

One of the oldest matrix decompositions is the eigendecomposition. The concept of eigenvalues predates the formal notion of matrices, which was introduced by Cayley in 1855. The name eigenvalues did not become standard, however, until the mid twentieth century; previously they had been called characteristic values, proper values, or latent roots. The notion of eigenstructure can be traced back as far as Cauchy, but clearly appears in the work of Jacobi (1845), Weierstrass (1868) and Schur (1909). But, practical methods for computing these eigenvalues appear only in the twentieth century, for example by Muntz (1913), Krylov (1931), Wielandt (1944), Lanczos (1950), Arnoldi (1951), and others (see e.g. [135]).

Let $A \in \mathbb{K}^{n \times n}$, then the eigenvalues of $A$ are the $n$ roots of its characteristic polynomial $p_{A}(\lambda) \doteq$ $\operatorname{det}(\lambda I-A)$. This set of roots is called the spectrum of $A$ and is denoted by $\Lambda(A)$. That is, $\Lambda(A) \doteq\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ if $\lambda_{i}$ are the roots of $p_{A}(\lambda)$, multiplicities counted. The maximal modulus of the eigenvalues is called the spectral radius, denoted by

$$
\rho(A) \doteq \max _{1 \leq i \leq n}\left|\lambda_{i}\right|
$$

where, as usual, $|$.$| denotes the magnitude.$
If $\lambda \in \Lambda(A)$ then any nonzero vector $v \in K^{n}$ that satisfies

$$
A v=\lambda v
$$

is referred to as a right eigenvector of $A$. By duality, a nonzero vector $w$ is called a left eigenvector of $A$ if

$$
w^{T} A=\lambda w^{T}
$$

Now, if the matrix $A$ has a complete system of eigenpairs $\left(\lambda_{i}, v_{i}\right)$, we can combine all these formulas in one matrix equation, and we obtain

$$
A=V \Lambda V^{-1}
$$

where $V=\left(v_{1}, \ldots, v_{n}\right)$ and $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$.
This decomposition can be related to another interesting decomposition that we describe below.

## Singular value decomposition

The Singular Value Decomposition (SVD) is a matrix factorization whose computation is an important step in most low-rank approximation problems.
It was discovered independently by Beltrami (1873) and Jordan (1874) and again by Sylvester (1889). Related work was done by Autonne (1915), Tagaki (1925), Williamson (1935), and others. For a detailed history of the SVD, see [114, 70]. The SVD has a wide variety of applications, including e.g. signal processing [124], control [91, 127], and information retrieval [21]. The SVD has many important geometric and analytic motivations see e.g. [122, 126].
Despite these deep roots, the SVD did not become widely known in applied mathematics until in the late 1960s, Golub and others showed that it could be computed efficiently and used as the basis for many stable algorithms. Even after this time, the mathematical world was slow to recognize the fundamental properties of the SVD (stability and analytic properties) in contrast with the eigenvalues which have been appreciated for their algebraic properties from the beginning.

We now give a formal definition of the SVD. Given a matrix $A \in \mathbb{C}^{m \times n}$, a singular value decomposition of $A$ is a factorization

$$
A=U \Sigma V^{*}
$$

where $U \in \mathbb{C}^{m \times m}$, and $V \in \mathbb{C}^{n \times n}$ are unitary, and $\Sigma \in \mathbb{R}^{m \times n}$ is diagonal. In addition, the diagonal entries $\sigma_{i}$ of $\Sigma$ are ordered such that

$$
\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{p} \geq 0, \quad \text { where } \quad p=\min (m, n)
$$

The columns $u_{i}$ of $U$ and $v_{i}$ of $V$ are the corresponding left and right singular vectors. This version of SVD is overdetermined. There is a reduced "economy size" SVD, called the Short Singular Value Decomposition (SSVD)

$$
A=U_{1} \Sigma_{1} V_{1}^{*}
$$

where

$$
U_{1} \in \mathbb{C}^{m \times r}, \quad V_{1} \in \mathbb{C}^{r \times r}, \quad \Sigma_{1} \in \mathbb{R}^{r \times r} \quad \text { and } \quad r=\operatorname{rank}(A) .
$$

The SVD is closely related to another traditional matrix factorization namely the eigenvalue decomposition. Indeed, $\sigma_{i}^{2}$ is an eigenvalue of $A A^{*}$ or $A^{*} A, u_{i}$ is an eigenvector of $A A^{*}$, and $v_{i}$ is an eigenvector of $A^{*} A$,

$$
A A^{*} u_{i}=\sigma_{i}^{2} u_{i}, \quad A^{*} A v_{i}=\sigma_{i}^{2} v_{i}
$$

Using these vectors we can rewrite the matrix $A$ as the sum of $r$ rank-one matrices :

$$
A=\sum_{i=1}^{r} \sigma_{i} u_{i} v_{i}^{*}
$$

Using the SVD we can verify easily some norm equalities :

$$
\begin{gathered}
\|A\|_{2}=\sigma_{1}(A) \\
\|A\|_{F}=\sum_{i=1}^{r} \sigma_{i}(A)
\end{gathered}
$$

An important application of the SVD is the connection with low-rank approximation. It gives an answer to a classical question : what is the rank $\nu$ approximation with $(0 \leq \nu \leq r)$ which captures as much of the energy of $A$ as possible?. We can make it precise by formulating a problem of best approximation of a matrix $A$ by matrices of lower rank. This result is known as the theorem of Schmidt-Mirsky (or Eckart-Young).

Theorem 1.3. For any $\nu$ with $(0 \leq \nu \leq r)$, define

$$
A_{\nu}=\sum_{i=1}^{\nu} \sigma_{i} u_{i} v_{i}^{*}
$$

if $\nu=p=\min (m, n)$, define $\sigma_{\nu+1}=0$. Then

$$
\left\|A-A_{\nu}\right\|_{2}=\inf _{\substack{B \in \mathbb{C}^{m \times n} \\ \operatorname{rank}(B) \leq \nu}}\|A-B\|_{2}=\sigma_{\nu+1}
$$

and

$$
\left\|A-A_{\nu}\right\|_{F}=\inf _{\substack{B \in \mathbb{C}^{m} \times n \\ \operatorname{rank}(B) \leq \nu}}\|A-B\|_{F}=\sqrt{\sigma_{\nu+1}^{2}+\ldots+\sigma_{r}^{2}}
$$

This idea has ramifications in diverse areas like image compression and functional analysis (see e.g. [114, 40, $115,42]$ ).

### 1.1.3 Krylov spaces

Most iterative methods for large linear algebra problems are based on the recursive generation of the so-called Krylov spaces of ever increasing dimensions, and the projection of the original matrix operator(s) onto these Krylov spaces [63]. The success of these algorithms comes from the fact that as the Krylov space dimension increases, the new projection can be obtained at low cost from the previous projection onto the next lower dimensional Krylov space.
It is only recently that these techniques have been applied to control problems of large dimension and particulary in the domain of model reduction. In this field, the matrices of a model can be projected in this way. In fact this is the idea behind most of the iterative model reduction methods. It has been shown that the convergence rate is faster than that which would be expected from other methods. Another advantage of Krylov based methods is that they take advantage of sparsity of the model matrices [103]. In this section, we define a Krylov space and review some of the basic algorithms for computing bases for the Krylov space and the projection of a given matrix operator onto these spaces.

In 1931 Krylov used the sequence generated by the power method (now called a Krylov sequence) to determine the characteristic polynomial of a matrix. A Krylov sequence is generated as follows by a matrix $A \in \mathbb{C}^{n \times n}$ and a matrix $V \in \mathbb{C}^{n \times p}$

$$
K_{k}(A, V) \equiv\left(V, A V, A^{2} V, \ldots, A^{k-1} V\right)
$$

and the corresponding column space is called the $k$-th Krylov space and is denoted by $\mathcal{K}_{k}(A, V)$, i.e.,

$$
\mathcal{K}_{k}(A, V)=\operatorname{Im}\left(K_{k}(A, V)\right)
$$

As the vectors $V, A V, A^{2} V, \ldots$ are generated and appended to form increasing Krylov sequences, the following theorem states that the rank strictly increases at every step until it reaches a maximal value. In fact, the maximal rank is achieved in at most $n$ steps.

Theorem 1.4. [115]

$$
\operatorname{rank} K_{k}(A, V)=\operatorname{rank} K_{k+1}(A, V)
$$

iff

$$
\operatorname{rank} K_{k}(A, V)=\max _{i} \operatorname{rank} K_{i}(A, V) \equiv \operatorname{rank} K_{n}(A, V) \equiv \operatorname{rank} K_{\infty}(A, V)
$$

Furthermore, the space $\mathcal{K}_{\infty}(A, V)$ is invariant ${ }^{2}$ under $A$.
There is a large amount of literature on Krylov methods for solving linear systems. We only mention the following references for more details [11, 63, 103].

The most used algorithms for recursively generating bases for the Krylov spaces are :

- The Arnoldi algorithm [9] which for a given matrix and vector pair, $\left\{A, v_{1}\right\}$, simultaneously generates orthonormal bases for the Krylov subspaces, $\mathcal{K}_{k}\left(A, v_{1}\right)$, associated with that pair, and Hessenberg matrices $H_{k}$ which are matrix representations of the orthogonal projections of $A$ onto the Krylov subspaces. Theoretically, each step of the Arnoldi recursion is well-defined. However, at each step in the Arnoldi recursion all of the previously-generated Arnoldi basis vectors must be kept in storage.
- The Lanczos algorithm [83] which consists of two recursions. For a given matrix and vector triplet, $\left\{A, v_{1}, w_{1}\right\}$, the Lanczos recursion simultaneously generates bi-orthogonal bases for the Krylov subspaces $\mathcal{K}_{k}\left(A, v_{1}\right)$ and $\mathcal{K}_{k}\left(A^{T}, w_{1}\right)$, and tridiagonal matrices $T_{k}$ which are matrix representations of the biorthogonal projections of $A$ onto these Krylov subspaces. These recursions are an implementation of a two-sided Gram Schmidt orthogonalization. Therefore, there is no guarantee that they will not break down. However, in contrast with the Arnoldi procedure, at any step in Lanczos recursion only a few of the most recently-generated Lanczos vectors must be kept in storage.
When $A$ is reel and symmetric and $w_{1}=v_{1}$, then the Lanczos recursion is equivalent to the Arnoldi recursion.

[^4]These two algorithms are often related to the minimization of an objective function, which yields two useful methods :

- The Generalized Minimal RESidual method (GMRES) [104] which picks the "best" solution $x_{k}(k \geq 1)$ in the Krylov space $\mathcal{K}_{k}(A, v)$. "Best" means that the residual $\|v-A x\|_{2}$ is as small as possible over $\mathcal{K}_{k}(A, v)$. It uses the Arnoldi algorithm and so the resulting basis for the Krylov subspace is orthogonal [14].
- The Quasi-Minimal Residual method (QMR) [52] which solves the system in a least squares sense, similar to GMRES. But as this method uses the Lanczos algorithm the constructed basis for the Krylov subspace is bi-orthogonal, rather than orthogonal as in GMRES [14].

More recently, many modifications and connections were described in the literature allowing these algorithms to handle all kind of situations (see e.g. [26] for a survey). We will later see how to use the idea of Krylov methods in model reduction.

### 1.1.4 Kronecker product

Given $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{p \times q}$, the Kronecker product of $A$ and $B$ is defined by

$$
A \otimes B \doteq\left[a_{i j} B\right]=\left[\begin{array}{ccc}
a_{11} B & \ldots & a_{1 n} B \\
\vdots & \ddots & \vdots \\
a_{m 1} B & \ldots & a_{m n} B
\end{array}\right] \in \mathbb{C}^{m p \times n q} .
$$

With any matrix $X$ we can associate a vector $\operatorname{vec}(X)$ :

$$
\operatorname{vec}(X) \doteq\left[\begin{array}{c}
x_{11} \\
\vdots \\
x_{m 1} \\
x_{12} \\
\vdots \\
x_{m 2} \\
\vdots \\
x_{1 n} \\
\vdots \\
x_{m n}
\end{array}\right] \in \mathbb{C}^{m n} .
$$

Then we have the following useful identity :

$$
\operatorname{vec}(A X B)=\left(B^{T} \otimes A\right) \operatorname{vec}(X),
$$

where $X$ is any matrix in $\mathbb{C}^{n \times p}$. Furthermore, if $A$ and $B$ are square (i.e., $m=n$ and $p=q$ ) the eigenpairs of $A \otimes B$ are $\left(\lambda_{i} \mu_{j}, x_{i} \otimes y_{j}\right), \quad i=1: n, j=1: p$, where $\left(\lambda_{i}, x_{i}\right)$ and $\left(\mu_{j}, y_{j}\right)$ are the eigenpairs of $A$ and $B$, respectively.
The Kronecker product is very useful for solving Stein and Sylvester equations. We will see this in more detail in (§.1.2.7).

### 1.1.5 Complexity and computer arithmetic

We measure the cost of algorithms in flops. A flops is an elementary floating-point operation :,,$+- /$, or *. In quantifying operation counts and the accuracy of approximations, we will often use the $O$ notation to indicate the order of magnitude, or dominant term, of a function. For an operation count, we are interested in the behavior as the order of the problem, say $n$, becomes large. We say that

$$
f(n)=O(g(n))
$$

(read " $f$ is of the order of $g$ ") if there is a positive constant $C$ so that

$$
|f(n)| \leq C|g(n)|
$$

for all $n$ sufficiently large. For example,

$$
5 n^{3}+23 n^{2}+10 n=5 n^{3}+O\left(n^{2}\right)
$$

because as $n$ becomes large, the terms of order lower than $n^{3}$ become relatively insignificant.
Today, IEEE standard floating-point arithmetic is used for the majority of scientific computations [69]. It is built into the hardware of almost all modern microprocessors, and includes the definition of unit roundoff (machine epsilon) which in double precision is $\epsilon_{m}=2^{-53} \approx 1.1 \times 10^{-16}$.
In Table 1.1, we list the amount of work required by some matrix decompositions given in (§.1.1.2) [63], where we only neglected the lower order terms.

| SVD | $U, \Sigma, V$ | $14 m^{2} n+8 m n^{2}+9 n^{3}$ |
| :---: | :---: | :---: |
| SSVD | $U_{1}, \Sigma, V$ | $14 m n^{2}+8 n^{3}$ |
| $Q R$ | Householder | $2 m n^{2}+2 n^{3} / 3$ |
|  | Givens | $3 m n^{2}+3 n^{3} / 3$ |
|  | MGS and CGS | $2 m n^{2}$ |

Table 1.1. Cost of some matrix decompositions.

All our numerical experiments were carried out using one of the most widely used computing environments MATLAB, which is a commercial product of The MathWorks, Inc. (www.mathworks.com). MATLAB, which stands for MATrix LABoratory, is an interactive system that integrates extensive mathematical capabilities, especially in linear algebra, with powerful scientific visualization, a high-level programming language, and a variety of optional "toolboxes" that provide specialized capabilities in particular applications, such as signal processing, image processing, control, system identification, optimization, and statistics. There exist similar packages that are freely available via the World-Wide Web like SCILAB (www-rocq.inria.fr/scilab).
The Control Toolbox of MATLAB is not very attractive for large scale computations as it uses dense complex matrices as the main data structure, which does not allow to exploit the structure in certain matrices. Instead, it is recommended to use SLICOT, a freeware fortran77 subroutine library based on numerical linear algebra routines from BLAS and LAPACK libraries. It is freely downloadable via www.win.tue.nl/niconet/niconet.html. SLICOT provides software for the design and analysis of control systems. SLICOT routines are linked to MATLAB through a gateway compiler and one can use that software in a similar manner as the usual MATLAB m-files. The performance of SLICOT has been assessed with respect to numerical quality, computational speed, and memory requirements for a variety of situations and it has been shown [108] that the integrated routines have significantly improved performance over those of the MATLAB Control Toolbox.

### 1.2 System theory

A dynamical system is a well defined mathematical object for which many descriptions are possible. The most frequently used is the systems approach which is characterized by the notion of input, state and output, determined on some time domain. In the real world, most systems are nonlinear but, in general, their analysis is difficult and moreover beyond the scope of our interest here. We will therefore focus on linear systems. There are many different ways of describing linear systems, but we limit ourselves to :

1. state space description,
2. input-output description in the time domain.

The choice of any of these two approaches depends on the user and what data are at hand. For large systems, one is often more interested in the macroscopic behavior of a system, and less concerned with the internal model details. An input-output description may then be more suited to describe its behaviour.

### 1.2.1 State space description

The following explicit nonlinear system describes a quite general type of discrete-time system. The time varying input $u_{k}$ drives a system $\mathcal{S}$ with state $x_{k}$ giving output signal $y_{k}$, and the system dynamics have the form

$$
\left\{\begin{align*}
x_{k+1} & =f\left(x_{k}, u_{k}, k\right),  \tag{1.1}\\
y_{k} & =g\left(x_{k}, u_{k}, k\right) .
\end{align*}\right.
$$

The first equation is the state equation and the second one is the output equation. Such systems can be represented by a block diagram as shown in Figure 1.1.


Fig. 1.1. A general block diagram of a dynamical system.

Together with some initial condition (typically $x_{0}=0$ ), the functions $f$ and $g$ in (1.1) define an inputoutput map $\mathcal{H}$ taking $u_{\bullet}$ to $y_{\bullet}{ }^{3}$. Since this is the relation we are concerned with, rather than the system's internal dynamics, the input-output behaviour is what we will focus on. We first examine these for discretetime systems and will later briefly address the continuous-time case (§.1.2.9).

For linear discrete-time-varying systems, the state equation and output equation may be simplified to

$$
\left\{\begin{align*}
x_{k+1} & =A_{k} x_{k}+B_{k} u_{k},  \tag{1.2}\\
y_{k} & =C_{k} x_{k}+D_{k} u_{k},
\end{align*}\right.
$$

where

$$
\begin{aligned}
& x_{k} \in \mathbb{K}^{N} \quad \text { is the state vector, } \\
& y_{k} \in \mathbb{K}^{p} \text { is the output vector, } \\
& u_{k} \in \mathbb{K}^{m} \text { is the input vector, } \\
& A_{k} \in \mathbb{K}^{N \times N} \text { is the state matrix, } \\
& B_{k} \in \mathbb{K}^{N \times m} \text { is the input matrix, } \\
& C_{k} \in \mathbb{K}^{p \times N} \text { is the output matrix, } \\
& D_{k} \in \mathbb{K}^{p \times m} \quad \text { is the direct transmission matrix. }
\end{aligned}
$$

[^5]$$
m_{\bullet} \doteq\left\{m_{i}: \forall i\right\}
$$

The appearance of the variable $k$ in the arguments of matrices $A_{k}, B_{k}, C_{k}$ and $D_{k}$ implies that these matrices are time-varying. If the variable $k$ does not appear explicitly in the matrices, they are assumed to be time-invariant, or constant. That is, if the system is time-invariant, then the last two equations can be simplified to

$$
\left\{\begin{align*}
x_{k+1} & =A x_{k}+B u_{k},  \tag{1.3}\\
y_{k} & =C x_{k}+D u_{k} .
\end{align*}\right.
$$

In this case, using the $z$-transform ${ }^{4}$, we can define the transfer function

$$
T_{f}(z) \doteq C(z I-A)^{-1} B+D
$$

Sometimes we have to consider the generalized state-space version (called also descriptor system), namely

$$
\left\{\begin{align*}
E x_{k+1} & =A x_{k}+B u_{k},  \tag{1.4}\\
y_{k} & =C x_{k}+D u_{k},
\end{align*}\right.
$$

which gives the transfer function

$$
T_{f}(z) \doteq C(z E-A)^{-1} B+D
$$

Here, if the matrix $E$ is nonsingular we can rewrite (1.4) in the form of (1.3). But, in general, to avoid possible numerical problems we try not to invert $E$ even in the case where it is feasible. We will use the descriptor system if it is necessary to give a more general analysis, otherwise we use the simplified version (1.3) which is known as the "standard" state-space description.

## Linear discrete-time systems

For time varying systems, the input sequence is generally assumed to be square-summable, i.e $u_{k} \in l_{2}^{m}$. For infinite horizon problems we assume that $\left\{A_{k}\right\}_{0}^{\infty},\left\{B_{k}\right\}_{0}^{\infty}$, and $\left\{C_{k}\right\}_{0}^{\infty}$ are bounded ${ }^{5}$ sequences of matrices with appropriate dimensions.
Using the recurrence (1.2) over several time steps, one obtains the state at step $k$ as a function of past inputs over the interval $\left[k_{i}, k-1\right]$ :

$$
x_{k}=\Phi\left(k, k_{i}\right) x_{k_{i}}+\sum_{i=k_{i}}^{k-1} \Phi(k, i+1) B_{i} u_{i}
$$

where

$$
\Phi\left(k, k_{i}\right) \doteq A_{k-1} \ldots A_{k_{i}}
$$

is the discrete transition matrix over the time period $\left[k_{i}, k-1\right]$. The transition matrix has the following properties :

$$
\begin{array}{rlrl}
\Phi\left(k+1, k_{i}\right) & =A_{k} \Phi\left(k, k_{i}\right), & & k_{i} \leq k \\
\Phi\left(k_{2}, k_{i}\right) & =\Phi\left(k_{2}, k_{1}\right) \Phi\left(k_{1}, k_{i}\right), & k_{i} \leq k_{1} \leq k_{2} \\
\Phi(k, k) & =I_{N}, & & \forall k .
\end{array}
$$

Remark 1.5. It is only when $A_{k}$ is nonsingular $\forall k \in \mathbb{N}$, that the first property can be solved for $\Phi\left(k, k_{i}\right)$ in terms of $\Phi\left(k+1, k_{i}\right)$. In this case, $\Phi(\cdot, \cdot)$ is defined on all of $\mathbb{N} \times \mathbb{N}$.

[^6]One notable special case of time varying systems is the case of a periodic system with period $\tau$, for which the matrices $A_{k}, B_{k}, C_{k}$ and $D_{k}$ satisfy

$$
\begin{align*}
& A_{k+\tau}=A_{k}, \\
& B_{k+\tau}=B_{k}, \quad \forall k \in \mathbb{N}, \quad \text { and } \quad \operatorname{det} A_{k} \neq 0 .  \tag{1.5}\\
& C_{k+\tau}=C_{k}, \\
& D_{k+\tau}=D_{k},
\end{align*}
$$

In this case the transition matrix has a very nice property : there exists a periodic matrix $\Psi_{k}$, called the monodromy matrix, such that

$$
\Phi\left(k+\tau, k_{i}\right)=\Psi_{k} \Phi\left(k, k_{i}\right),
$$

whence for $k=k_{i}$

$$
\Phi(k+\tau, k)=\Psi_{k} .
$$

For periodic systems there exists a state transformation which yields a time-invariant version of the system,

$$
\left\{\begin{align*}
\hat{x}_{k+1} & =\hat{A} \hat{x}_{k}+\hat{B} \hat{u}_{k}  \tag{1.6}\\
\hat{y}_{k} & =\hat{C} \hat{x}_{k}+\hat{D} \hat{u}_{k}
\end{align*}\right.
$$

where the system matrices can be defined in different manners [113, 123, 121, 28] (For a survey of computational methods for periodic systems see e.g. [131]). A very convenient "lifted" time-invariant system can be defined using the matrices

$$
\begin{aligned}
& \hat{A}=\left[\begin{array}{cccc}
0 & \ldots & 0 & A_{\tau-1} \\
A_{0} & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \vdots \\
0 & \ldots & A_{\tau-2} & 0
\end{array}\right], \quad \hat{B}=\left[\begin{array}{lll}
B_{0} & & \\
& B_{1} & \\
\\
& & \ddots \\
\\
& & \\
& B_{\tau-1}
\end{array}\right], \\
& \hat{C}=\left[\begin{array}{cccc}
0 & \ldots & 0 & C_{\tau-1} \\
C_{0} & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \vdots \\
0 & \ldots & C_{\tau-2} & 0
\end{array}\right], \quad \hat{D}=\left[\begin{array}{llll}
D_{0} & & & \\
& D_{1} & & \\
& & \ddots & \\
& & & D_{\tau-1}
\end{array}\right],
\end{aligned}
$$

and the states, inputs and outputs are "stacked" as follows

$$
\hat{x}_{k}=\left[\begin{array}{c}
x_{k \tau} \\
x_{1+k \tau} \\
\vdots \\
x_{(k+1) \tau-1}
\end{array}\right], \quad \hat{y}_{k}=\left[\begin{array}{c}
y_{k \tau} \\
y_{1+k \tau} \\
\vdots \\
y_{(k+1) \tau-1}
\end{array}\right], \quad \text { and } \quad \hat{u}_{k}=\left[\begin{array}{c}
u_{k \tau} \\
u_{1+k \tau} \\
\vdots \\
u_{(k+1) \tau-1}
\end{array}\right]
$$

In the situations that we are interested in, the direct transmission matrices ${ }^{6} D_{\bullet}$ do not play any role for model reduction methods that we are interested in (§.1.2.3). So from now on, we will assume $D_{\bullet}=0$.

[^7]$$
M_{\bullet} \doteq\left\{M_{i}: \forall i\right\}
$$

### 1.2.2 Input-output description

An input-output (I/O) description of a linear discrete-time system is obtained using a linear transformation $\mathcal{H}$ which maps an input sequence into an output sequence, $\mathcal{H}$ is therefore called the $I / O$ map or the Hankel map. It is obtained using the impulse response $H(k, i)$, defined below. Using the realization theory we can make the link between this description and the state-space description [48], and we obtain for the impulse response $H(k, i)$ the matrix-valued sequence given by

$$
H(k, i) \doteq\left\{\begin{array}{cll}
C_{k} \Phi(k, i+1) B_{i} & \text { for } \quad k_{i} \leq i<k  \tag{1.7}\\
0 & \text { for } \quad i<k_{i}
\end{array}\right.
$$

This impulse response is restricted to the finite window $\left[k_{i}, k_{f}\right.$ ] by restricting the inputs to be non-zero only in the interval $\left[k_{i}, k-1\right]$ (i.e., the "past") denoted $u_{\left[k_{i}, k-1\right]}$, and considering the outputs $y_{i}$ for $i \geq k$ (i.e., the "future") denoted $y_{[k, \bullet)}$ (see Figure 1.2).



Fig. 1.2. Mapping inputs $u_{\left[k_{i}, k-1\right]}$ to outputs $y_{[k, \bullet)}$.

We then obtain

$$
\begin{equation*}
y_{k}=\mathcal{H}[u]_{k} \doteq \sum_{i=k_{i}}^{k} H(k, i) u_{i}, \quad \forall k \geq k_{i} \tag{1.8}
\end{equation*}
$$

Note that in the linear time-invariant case $\mathcal{H}$ is the convolution of the impulse response $H($.$) with the input$ u•

$$
\begin{equation*}
y_{k}=\mathcal{H}[u]_{k}=\sum_{i=0}^{k} H(k-i) u_{i}=(H * u)_{k}, \quad \forall k \geq 0 \tag{1.9}
\end{equation*}
$$

where

$$
H(k) \doteq H(k, 0)=\left\{\begin{array}{ccc}
C A^{k-1} B & \text { for } & k>0  \tag{1.10}\\
0 & \text { for } & k \leq 0
\end{array}\right.
$$

### 1.2.3 Similarity transformation

Consider the dynamics (1.3) under a change-of-basis $z_{k}=T_{k} x_{k}$, where $T_{k}$ is invertible and
$\left\|T_{k}\right\|,\left\|T_{k}^{-1}\right\| \leq M, \quad$ independently of $k$.

The new dynamics may then be written as

$$
\left\{\begin{align*}
z_{k+1} & =T_{k+1} A_{k} T_{k}^{-1} z_{k}+T_{k+1} B_{k} u_{k}  \tag{1.11}\\
y_{k} & =C_{k} T_{k}^{-1} z_{k}+D_{k} u_{k}
\end{align*}\right.
$$

Thus changing the basis of the state space defines a mapping on the state space models given by

$$
\left[\begin{array}{c|c}
A_{k} & B_{k} \\
\hline C_{k} & D_{k}
\end{array}\right] \quad \rightarrow \quad\left[\begin{array}{c|c}
T_{k+1} A_{k} T_{k}^{-1} & T_{k+1} B_{k} \\
\hline C_{k} T_{k}^{-1} & D_{k}
\end{array}\right]=\left[\begin{array}{c|c}
\hat{A}_{k} & \hat{B}_{k} \\
\hline \hat{C}_{k} & D_{k}
\end{array}\right]
$$

(Note that $D_{k}$ is unchanged and so we can assume without loss of generality that $D_{\bullet}=0$ ). Such maps are called similarity or Lyapunov transformations. Because these transformations are merely a rewriting of the system dynamics, the input-output map remains the same.

$$
\hat{C}_{k} \hat{\Phi}(k, i+1) \hat{B}_{i}=C_{k} \Phi(k, i+1) B_{i},
$$

where $\hat{\Phi}(k, i+1)$ is the corresponding transition matrix to the transformed system

$$
\hat{\Phi}(k, i+1)=\hat{A}_{k-1} \hat{A}_{k-2} \ldots \hat{A}_{i+1},
$$

for all $k$ and $i$ so that $k>i$. Note that for all $j, i+1 \leq j \leq k$

$$
\begin{aligned}
\hat{\Phi}(k, j) & =\hat{A}_{k-1} \hat{A}_{k-2} \ldots \hat{A}_{j} \\
& =T_{k} A_{k-1} T_{k-1}^{-1} \cdot T_{k-1} A_{k-2} T_{k-2}^{-1} \ldots T_{j+1} A_{j} T_{j}^{-1} \\
& =T_{k} \underbrace{A_{k-1} A_{k-2} \ldots A_{j}}_{\Phi(k, j)} T_{j}^{-1} \\
& =T_{k} \Phi(k, j) T_{j}^{-1} .
\end{aligned}
$$

As a given state space model is not a unique description of an input-output map $\mathcal{H}$, the Lyapunov or similarity transformations can be used to find for example :

- the lowest order model with the same $\mathcal{H}$ as the given model, this lowest order model, called the minimal realization, is obtained using the notions of controllability and observability Gramians (§.1.2.5), this minimal realization is non unique;
- a balanced realization, for which the Gramians satisfy some additional equation that lead to some nice properties (see Balanced truncation) (§.2.2).

Let us now see some important notions about dynamical systems like : stability, controllability, observability and system characteristics.

### 1.2.4 Stability

We consider a system which possesses a certain property or is operating at a certain state. Clearly, it is desirable to know how this property or state will be affected by a perturbation of some aspect of the system. Intuitively, for most systems we would like these disturbances to die out after a certain time, or at least to have only minimal effect on the property in question, and if this is the case, then we shall say it is stable with respect to perturbations of the class being considered.
Two approaches to the problem can be considered. The first one investigates the sensitivity of the systems state-space trajectories with respect to variations in the initial conditions. The method was developed in 1892 by A. M. Lyapunov, inspired by the use of the energy function in the analysis of classical mechanical systems, and we shall consider a generalization of this function.
Another concept of stability which is of great importance in control engineering, is the input-output stability (I/O stability). It is concerned with the sensitivity of the system's output signals with respect to "small" variations of the input signals.
We now formalize these notions.

## Internal stability

This notion of stability for a linear system is strongly related to the properties of the transition matrix $\Phi(.,$. [93]. Indeed, consider the homogeneous equation

$$
\begin{equation*}
x_{k+1}=A_{k} x_{k}, \quad k \geq k_{i} \tag{1.12}
\end{equation*}
$$

whose solution is given by

$$
\begin{equation*}
x_{k}=\Phi\left(k, k_{i}\right) x_{k_{i}}, \quad k>k_{i} . \tag{1.13}
\end{equation*}
$$

The system is said to be asymptotically stable if the solution $x_{k}$ of (1.12) satisfies the condition

$$
\begin{equation*}
\left\|x_{k}\right\| \rightarrow 0 \quad \text { as } \quad k \rightarrow \infty \tag{1.14}
\end{equation*}
$$

for any vector norm and for any initial state $x_{k_{i}}$.
Because of (1.13), (1.14) is equivalent to requiring that

$$
\left\|\Phi\left(k, k_{i}\right)\right\| \rightarrow 0 \quad \text { as } \quad k \rightarrow \infty
$$

for any induced (or subordinate) matrix norm [80, 28]. The system is uniformly exponentially stable if constants $\alpha$ and $\rho$ exist with $\alpha>0$ and $\rho \in[0,1)$ such that the solution $x_{k}$ of (1.12) satisfies

$$
\left\|x_{k}\right\| \leq \alpha \rho^{k-k_{i}}\left\|x_{k_{i}}\right\|, \quad \forall k \geq k_{i}
$$

for any initial state $x_{k_{i}}$. And because of (1.13), this is also equivalent to requiring that

$$
\left\|\Phi\left(k, k_{i}\right)\right\| \leq \alpha \rho^{k-k_{i}}\left\|x_{k_{i}}\right\|, \quad \forall k \geq k_{i}
$$

It follows from this equation that uniform exponential stability is preserved under a Lyapunov transformation (see §.1.2.3).
Uniform exponential stability is also equivalent to requiring that a positive integer $\tau$ and a positive constant $\gamma<1$ exist such that

$$
\begin{equation*}
\|\Phi(k+\tau, k)\|<\gamma, \quad \forall k \geq k_{1} \quad \text { for some } \quad k_{1} \geq k_{i} \tag{1.15}
\end{equation*}
$$

Since

$$
x_{k+\tau}=\Phi(k+\tau, k) x_{k}
$$

(1.15) implies that

$$
\left\|x_{k+\tau}\right\| \leq \gamma\left\|x_{k}\right\| \quad \text { for } \quad k \geq k_{i}
$$

An important concept regarding internal stability is Lyapunov stability, which we outline below.

## Lyapunov stability

Lyapunov stability analysis plays an important role in the stability analysis of control systems described by state equations.
There are two methods of stability analysis due to Lyapunov. The first method consists entirely of procedures in which the explicit forms of the solutions are used for the analysis. The second method, on the other hand, does not require the solution, in the sense that it is applicable to both linear and nonlinear systems, timeinvariant or time-varying. This is also called the direct method of Lyapunov. It is based on a generalization of the fact that from the classical theory of mechanics, we know that a vibrating system is stable if its total energy is continually decreasing until an equilibrium state is reached. The idea is, however, more general than that of energy and is more widely applicable. We shall now present a stability theorem based on this method.

## Definition 1.6.

- A time-varying function $V(x, k)$ is said to be positive definite if there exists a positive definite function $V(x)$ s.t.
- $V(x, k)>V(x) \quad \forall k \geq k_{0}$,
- $V(0, k)=0 \quad \forall k \geq k_{0}$.
- A time-varying function $V(x, k)$ is said to be negative definite if $-V(x, k)$ is positive definite.

Theorem 1.7. [93, 28, 80] Consider the discrete-time system

$$
\begin{equation*}
x_{k+1}=A_{k} x_{k} . \tag{1.16}
\end{equation*}
$$

Suppose there exists a continuous function $V(x, k)$ s.t.

- $V(x, k)$ is positive definite,
- $\Delta V(x)$ is negative definite, where

$$
\Delta V(x, k)=V(x, k+1)-V(x, k)
$$

then the equilibrium state at the origin is uniformly asymptotically stable and $V$ is called a Lyapunov function.

Suppose we postulate a quadratic Lyapunov function

$$
V(x, k)=x_{k}^{*} P_{k} x_{k},
$$

where $P_{k}$ is Hermitian and positive definite for all $k$. Then, we easily obtain

$$
\Delta V(x, k)=x_{k}^{*}\left(A_{k}^{*} P_{k+1} A_{k}-P_{k}\right) x_{k}
$$

Let

$$
\begin{equation*}
Q_{k}=-\left(A_{k}^{*} P_{k+1} A_{k}-P_{k}\right) \tag{1.17}
\end{equation*}
$$

which must also be a Hermitian matrix. (1.17) is a Stein equation or a discrete-time Lyapunov equation (§.1.2.7). Its solvability (for a given $A_{\bullet}$ and $Q_{\bullet}$ ) relates directly to the (asymptotic) stability of the system (1.16).

In fact, a necessary and sufficient condition for uniform exponential stability is that a Hermitian positive definite matrix $P_{k}$ exists with $c_{1} I \leq P_{k} \leq c_{2} I$ for some positive constants $c_{1}$ and $c_{2}$ so that

$$
A_{k}^{*} P_{k+1} A_{k}-P_{k} \leq-c_{3} I
$$

for some positive constant $c_{3}$ [93]. These constants are time independent (i.e., independent of $k$ ).

## I/O stability

The concept of I/O stability, roughly asserts that "any bounded input $u_{\bullet}$ produces a bounded output $y_{\bullet}$ ", more precisely iff

$$
\begin{equation*}
\exists \alpha<\infty \quad \text { s.t for all bounded } \quad u_{\bullet}, \quad \text { we have } \quad\left\|y_{\bullet}\right\|_{\infty} \leq \alpha\left\|u_{\bullet}\right\|_{\infty} \tag{1.18}
\end{equation*}
$$

The discrete-time system described by (1.5) is I/O stable iff the I/O map $\mathcal{H}$ is bounded. Hence, this is equivalent to say that the norm

$$
\|\mathcal{H}\|_{\mathcal{H}_{\infty}}^{2} \doteq \sup _{u_{\bullet} \neq 0} \frac{\left\|y_{\bullet}\right\|_{2}}{\left\|u_{\bullet}\right\|_{2}}
$$

is bounded.

Theorem 1.8. [28] The system is I/O stable iff

$$
\sup _{k}\left\{\sum_{i=-\infty}^{k}\|H(k, i)\|\right\} \doteq \alpha<\infty
$$

where the norm of $H(k, i)$ is the induced matrix norm

$$
\|M\| \doteq \max _{i} \sum_{j}\left|m_{i j}\right|
$$

Using (1.4) this is equivalent to

$$
\begin{equation*}
\sup _{k \geq 0}\left\{\sum_{i=0}^{k-1}\left\|C_{k} \Phi(k, i+1) B_{i}\right\|\right\}<\infty \tag{1.19}
\end{equation*}
$$

(where the matrix norm used is arbitrary).

### 1.2.5 Controllability and observability

Controllability and observability belong to the fundamental notions of state-space theory. They are related to two problems concerning the state of a system :

- the influence of the input-functions on the state of the system.

Question : Is it possible to transfer any state of the system to any other state by a suitable control function?
This problem involves the notion of controllability,

- the effect of the state on the output-functions of the system.

Question : Is it possible to determine the initial state of the system by observing the output-function for a certain time (while the input-function is known)?
This is related to the notions of observability for which we observe the output for a zero input.
In "The control handbook" [1] one can read the defining terms.
controllability : the existence of inputs that drive a system from any initial state to any desired state.
observability : The ability to compute the initial state $x_{k_{i}}$ from knowledge of the output response $y_{k}$ for $k \geq k_{i}$.

In the sequel we formalize these notions

## Controllability

We denote $\mathcal{U}\left(k_{i}, k_{1}\right)$ the linear space of input sequences

$$
U\left(k_{i}, k_{1}\right)=\left[u_{k_{1}-1}^{T} u_{k_{1}-2}^{T} \ldots u_{k_{i}}^{T}\right]^{T}
$$

and by $\mathcal{Y}\left(k_{i}, k_{1}\right)$ the linear space of output sequences

$$
Y\left(k_{i}, k_{1}\right)=\left[y_{k_{i}}^{T} \ldots y_{k_{1}-2}^{T} y_{k_{1}-1}^{T}\right]^{T}
$$

Since controllability involves the relation between the input $u_{\bullet}$ and the state trajectory $x_{\bullet}$, we are interested in the pair $\left(A_{\bullet}, B_{\bullet}\right)$.
We start by defining the controllability (or reachability) matrix on any interval $\left[k_{i}, k_{1}\right]$ by

$$
\mathcal{C}\left(k_{i}, k_{1}\right) \doteq\left[B_{k_{1}-1}\left|\Phi\left(k_{1}, k_{1}-1\right) B_{k_{1}-2}\right| \ldots \mid \Phi\left(k_{1}, k_{i}+1\right) B_{k_{i}}\right]
$$

Definition 1.9. The pair $\left(A_{\bullet}, B_{\bullet}\right)$ is controllable on $\left[k_{i}, k_{1}\right]$ iff for any states $x_{k_{1}}$ at time $k=k_{1}$ and $x_{k_{i}}$ at time $k=k_{i}$, there exists a control sequence $U\left(k_{i}, k_{1}\right)$ that transfers the phase $\left(x_{k_{i}}, k_{i}\right)$ to the phase $\left(x_{k_{1}}, k_{1}\right)$, i.e.,

$$
\begin{equation*}
x_{k_{1}}=\Phi\left(k_{1}, k_{i}\right) x_{k_{i}}+\underbrace{\sum_{i=k_{i}}^{k_{1}-1} \Phi\left(k_{1}, i+1\right) B_{i} u_{i}}_{\mathcal{C}\left(k_{i}, k_{1}\right) U\left(k_{i}, k_{1}\right)} \tag{1.20}
\end{equation*}
$$

In this case, we say that the state $x_{k_{1}}$ can be reached from $x_{k_{i}}$.
Remark 1.10. Sometimes we do not want to specify $k_{1}$ : then we talk about controllability at $k_{i}$. (i.e., iff for some $k>k_{i}$ the pair $\left(A_{\bullet}, B_{\bullet}\right)$ is controllable on $\left.\left[k_{i}, k\right]\right)$.

Definition 1.11. The system (1.2) is controllable on $\left[k_{i}, k_{1}\right]$ if any state $x_{1}$ can be reached from any other state $x_{0}$ on $\left[k_{i}, k_{1}\right]$.

Proposition 1.12. The system (1.2), because it is linear, is controllable on $\left[k_{i}, k_{1}\right]$ iff every state $x$ can be reached from the zero state, $x_{k_{i}}=0$, at an instant $k$ so that $k_{i} \leq k \leq k_{1}$.

The states that can be reached from $x_{k_{i}}=0$ at instant $k\left(k_{i} \leq k \leq k_{1}\right)$ are

$$
\left\{x \in \mathbb{C}^{N} \mid x=x_{k}=\mathcal{C}\left(k_{i}, k\right) U\left(k_{i}, k\right)=\sum_{i=k_{i}}^{k-1} \Phi(k, i+1) B_{i} u_{i}\right\}
$$

which implies that

$$
x \in \operatorname{span}\left\{B_{k-1}, \Phi(k, k-1) B_{k-2}, \ldots, \Phi\left(k, k_{i}+1\right) B_{k_{i}}\right\}
$$

Hence, for any states $x_{k_{i}}=x_{0}$ and $x_{k_{1}}=x_{1}$, from (1.20) the input sequence $U\left(k_{i}, k_{1}\right)$ drives the system from $x_{0}$ to $x_{1}$ iff

$$
\begin{equation*}
\operatorname{rank}\left(\mathcal{C}\left(k_{i}, k_{1}\right)\right)=N \tag{1.21}
\end{equation*}
$$

where $N$ is the system order. If this is the case, (1.20) can be solved for $U\left(k_{i}, k_{1}\right)$, giving

$$
U\left(k_{i}, k_{1}\right)=\mathcal{C}\left(k_{i}, k_{1}\right)^{*}\left[\mathcal{C}\left(k_{i}, k_{1}\right) \mathcal{C}\left(k_{i}, k_{1}\right)^{*}\right]^{-1}\left[x_{1}-\Phi\left(k_{1}, k_{i}\right) x_{0}\right] .
$$

And so (1.21) is a necessary and sufficient condition for controllability over $\left[k_{i}, k_{1}\right]$.
Now let us define the controllability map on $\left[k_{i}, k_{1}\right]$

$$
\begin{align*}
\mathcal{L}_{c}\left(k_{i}, k\right): \mathcal{U}\left(k_{i}, k\right) & \rightarrow \mathbb{C}^{N} \\
U\left(k_{i}, k\right) & \rightarrow \mathcal{C}\left(k_{i}, k\right) U\left(k_{i}, k\right)=\sum_{i=k_{i}}^{k-1} \Phi(k, i+1) B_{i} u_{i} \tag{1.22}
\end{align*}
$$

which maps the input sequence $U\left(k_{i}, k\right) \in \mathcal{U}\left(k_{i}, k\right)$ to the state $x_{k} \in \mathbb{C}^{N}$, with zero initial state, $x_{k_{i}}=0$. Then we can define the adjoint operator

$$
\begin{equation*}
\mathcal{L}_{c}^{*}\left(k_{i}, k\right): \mathbb{C}^{N} \rightarrow \mathcal{U}\left(k_{i}, k\right) \tag{1.23}
\end{equation*}
$$

of $\mathcal{L}_{c}\left(k_{i}, k\right)$, which must satisfy,

$$
\begin{equation*}
\left\langle\mathcal{L}_{c}\left(k_{i}, k\right) u, x\right\rangle=\left\langle u, \mathcal{L}_{c}^{*}\left(k_{i}, k\right) x\right\rangle \tag{1.24}
\end{equation*}
$$

and hence satisfies :

$$
\left(\mathcal{L}_{c}^{*}\left(k_{i}, k\right) x\right)_{i}=B_{i}^{*} \Phi(k, i+1)^{*} x
$$

The system is controllable iff $\operatorname{Im} \mathcal{L}_{c}\left(k_{i}, k\right)=\mathbb{C}^{N}$, and hence iff $\mathcal{L}_{c}\left(k_{i}, k\right) \mathcal{L}_{c}^{*}\left(k_{i}, k\right)$ is positive definite. The controllability Gramian, $\mathcal{G}_{c}\left(k_{i}, k\right): \mathbb{C}^{N} \rightarrow \mathbb{C}^{N}$, is defined as

$$
\begin{equation*}
\mathcal{G}_{c}\left(k_{i}, k\right) \doteq \sum_{i=k_{i}}^{k-1} \Phi(k, i+1) B_{i} B_{i}^{*} \Phi(k, i+1)^{*}=\mathcal{C}\left(k_{i}, k\right) \mathcal{C}\left(k_{i}, k\right)^{*} \tag{1.25}
\end{equation*}
$$

A first comment, is that (1.25) shows that $\mathcal{G}_{c}\left(k_{i}, k\right)$ is the sum of Hermitian positive semi-definite matrices and is therefore itself Hermitian positive semi-definite, whence $\forall z \in \mathbb{C}^{N}, \quad z^{*} \mathcal{G}_{c}\left(k_{i}, k\right) z \geq 0$. Note that

$$
\begin{equation*}
\mathcal{G}_{c}\left(k_{i}, k\right)=\mathcal{L}_{c}\left(k_{i}, k\right) \mathcal{L}_{c}\left(k_{i}, k\right)^{*} \tag{1.26}
\end{equation*}
$$

A second comment is that $\mathcal{G}_{c}\left(k_{i}, k\right)$ is the solution $X(k)$ of the forward matrix recursion equation called the forward time-varying Stein equation.

$$
\begin{equation*}
X(i+1)=A_{i} X(i) A_{i}^{*}+B_{i} B_{i}^{*}, \quad i \geq k_{i} \tag{1.27}
\end{equation*}
$$

with the initial condition $X\left(k_{i}\right)=0$ (we refer to $\S .1 .2 .7$ for more details on this equation).
Finally, we recall all controllability results in the following theorem :
Theorem 1.13. [28] The following assertions are equivalent:

1. The pair $\left(A_{\bullet}, B_{\bullet}\right)$ is controllable on $\left[k_{i}, k_{1}\right]$,
2. $\operatorname{Im} \mathcal{L}_{c}\left(k_{i}, k_{1}\right)=\mathbb{C}^{N}$,
3. $\operatorname{rank} \mathcal{C}\left(k_{i}, k_{1}\right)=N$,
4. $\operatorname{det} \mathcal{G}_{c}\left(k_{i}, k_{1}\right) \neq 0$.

## Observability

For any initial $x_{k_{i}}$ at $k_{i}$ and any input sequence $U\left(k_{i}, k_{1}\right) \in \mathcal{U}\left(k_{i}, k_{1}\right)$, the corresponding output sequence $Y\left(k_{i}, k_{1}\right) \in \mathcal{Y}\left(k_{i}, k_{1}\right)$ is given by

$$
\begin{equation*}
y_{k}=C_{k} \Phi\left(k, k_{i}\right) x_{k_{i}}+C_{k} \underbrace{\sum_{i=k_{i}}^{k-1} \Phi(k, i+1) B_{i} u_{i}}_{\mathcal{C}\left(k_{i}, k\right) U\left(k_{i}, k\right)}, \quad \forall k \in\left[k_{i}, k_{1}\right] \tag{1.28}
\end{equation*}
$$

Thus for the study of the relation between the state $x_{k_{i}}$ and the outputs $Y\left(k_{i}, k_{1}\right)$ we need only to consider the first term, i.e.,

$$
\begin{equation*}
y_{k}=C_{k} \Phi\left(k, k_{i}\right) x_{k_{i}}, \forall k \in\left[k_{i}, k_{1}\right], \quad \text { i.e. } \quad Y\left(k_{i}, k_{1}\right)=\mathcal{O}\left(k_{i}, k_{1}\right) x_{k_{i}} \tag{1.29}
\end{equation*}
$$

which is known if the pair of matrix-sequences $C_{\bullet}$ and $A_{\bullet}$ are known, where

$$
\mathcal{O}\left(k_{i}, k_{1}\right) \doteq\left[\begin{array}{c}
C_{k_{i}}  \tag{1.30}\\
C_{k_{i}+1} \Phi\left(k_{i}+1, k_{i}\right) \\
\vdots \\
C_{k_{1}} \Phi\left(k_{1}, k_{i}\right)
\end{array}\right]
$$

is the observability matrix on $\left[k_{i}, k_{1}\right]$.
Definition 1.14. The pair $\left(A_{\bullet}, C_{\bullet}\right)$ is observable on $\left[k_{i}, k_{1}\right]$ iff for all input sequences $U\left(k_{i}, k_{1}\right)$ and for all corresponding output sequences $Y\left(k_{i}, k_{1}\right)$, the state $x_{k_{i}}$ at $k_{i}$ is uniquely determined.

Proposition 1.15. [28] The system (1.2), because it is linear, is observable on $\left[k_{i}, k_{1}\right]$ iff the zero state is the only state which results in the zero output, $y_{\left[k_{i}, k_{1}\right]} \equiv 0$, with zero input, $u_{\left[k_{i}, k_{1}\right]} \equiv 0$.

According to (1.28), the states which result in the zero output, $y_{k} \equiv 0$, with zero input, $u_{k} \equiv 0$, are

$$
\left\{z \in \mathbb{C}^{N} \mid C_{k} \Phi\left(k, k_{i}\right) z \equiv 0\right\}
$$

which implies

$$
z \in \operatorname{Ker} \mathcal{O}\left(k_{i}, k_{1}\right)
$$

The system is observable iff

$$
\operatorname{Ker} \mathcal{O}\left(k_{i}, k_{1}\right)=\{0\},
$$

and iff

$$
\operatorname{rank} \mathcal{O}\left(k_{i}, k_{1}\right)=N
$$

(1.29) suggests to define the observability map on $\left[k_{i}, k_{1}\right]$ as

$$
\begin{align*}
\mathcal{L}_{o}\left(k, k_{1}\right): \mathbb{C}^{N} & \rightarrow \mathcal{Y}\left(k, k_{1}\right) \\
x & \rightarrow \mathcal{O}\left(k, k_{1}\right) x . \tag{1.31}
\end{align*}
$$

This maps $x$ to the output $y_{k}$ resulting from the initial state $x_{k_{i}}=\Phi\left(k_{i}, k_{1}\right) x$ and zero input. The system (1.2) is observable $\operatorname{iff} \operatorname{Ker} \mathcal{L}_{o}\left(k, k_{1}\right)=\{0\}$, and hence iff $\mathcal{L}_{o}^{*}\left(k, k_{1}\right) \mathcal{L}_{o}\left(k, k_{1}\right)$ is positive definite.

The observability Gramian, $\mathcal{G}_{o}\left(k, k_{1}\right): \mathbb{C}^{N} \rightarrow \mathbb{C}^{N}$, is defined as

$$
\begin{equation*}
\mathcal{G}_{o}\left(k, k_{1}\right) \doteq \sum_{i=k}^{k_{1}} \Phi^{*}(k, i) C_{i}^{*} C_{i} \Phi(k, i)=\mathcal{L}_{o}^{*}\left(k, k_{1}\right) \mathcal{L}_{o}\left(k, k_{1}\right) \tag{1.32}
\end{equation*}
$$

This Gramian is also the solution $X(k)$ of the backward time-varying Stein equation

$$
\begin{equation*}
X(i)=A_{i}^{*} X(i+1) A_{i}+C_{i}^{*} C_{i}, \quad i \leq k_{1}, \tag{1.33}
\end{equation*}
$$

with the initial condition $X\left(k_{1}+1\right)=0$.
Finally, we resume all observability results in the following theorem :
Theorem 1.16. [28] The following assertions are equivalent :

1. The pair $\left(A_{\bullet}, C_{\bullet}\right)$ is observable on $\left[k_{i}, k_{1}\right]$,
2. $\operatorname{Ker} \mathcal{L}_{o}\left(k_{i}, k_{1}\right)=\{0\}$,
3. $\operatorname{rank} \mathcal{O}\left(k_{i}, k_{1}\right)=N$,
4. $\operatorname{det} \mathcal{G}_{o}\left(k_{i}, k_{1}\right) \neq 0$.

### 1.2.6 Energy storage

Given a system with initial state $x_{k_{i}}$, then we can describe the energy of the future output, and the minimal energy needed in the past to arrive at this initial state in terms of the Gramians. Let us make this more precise. According to (1.26) we have that on $\left[k_{i}, k_{1}\right]$, for any state $x$

$$
\left\langle x, G_{c}\left(k_{i}, k\right) x\right\rangle=\left\|\mathcal{L}_{c}^{*}\left(k_{i}, k\right) x\right\|^{2}
$$

Now, if we define the generalized inverse of $\mathcal{L}_{c}\left(k_{i}, k\right)$,

$$
\mathcal{L}_{c}^{\dagger}\left(k_{i}, k\right): \mathbb{C}^{N} \rightarrow \mathcal{U}\left(k_{i}, k\right),
$$

by

$$
\mathcal{L}_{c}^{\dagger}\left(k_{i}, k\right)=\mathcal{L}_{c}^{*}\left(k_{i}, k\right)\left(\mathcal{L}_{c}\left(k_{i}, k\right) \mathcal{L}_{c}^{*}\left(k_{i}, k\right)\right)^{-1}=\mathcal{L}_{c}^{*}\left(k_{i}, k\right) \mathcal{G}_{c}\left(k_{i}, k\right)^{-1},
$$

then $u=\mathcal{L}_{c}^{\dagger}\left(k_{i}, k\right) x$ is the unique solution to $\mathcal{L}_{c}\left(k_{i}, k\right) u=x$ of the smallest norm :

$$
\left\|\mathcal{L}_{c}^{\dagger}\left(k_{i}, k\right) x\right\|<\|u\|, \quad \forall u: \mathcal{L}_{c}\left(k_{i}, k\right) u=x, u \neq \mathcal{L}_{c}^{\dagger}\left(k_{i}, k\right) x .
$$

Its norm is

$$
\left\|\mathcal{L}_{c}^{\dagger}\left(k_{i}, k\right) x\right\|^{2}=\left\|\mathcal{L}_{c}^{*}\left(k_{i}, k\right) \mathcal{G}_{c}^{-1}\left(k_{i}, k\right) x\right\|^{2}=\left\langle x, \mathcal{G}_{c}^{-1}\left(k_{i}, k\right) x\right\rangle=x^{*} \mathcal{G}_{c}^{-1}\left(k_{i}, k\right) x .
$$

Thus, given any two states $x_{0}$ and $x$, the unique input sequence that minimizes $\|u\|$ among all inputs which take $x_{0}$ to $x$ in $\left[k_{i}, k\right]$ is given by

$$
u_{i}=B_{i}^{*} \Phi^{*}(k, i+1) \mathcal{G}_{c}^{-1}\left(k_{i}, k\right)\left(x-\Phi\left(i, k_{i}\right) x_{0}\right), \quad i=1: k .
$$

Similarly, given a sequence of output $y \in \mathcal{Y}\left(k, k_{1}\right)$, the initial state $x_{0}$ is retrieved by

$$
x_{0}=\mathcal{G}_{o}\left(k, k_{1}\right)^{-1} \mathcal{L}_{o}^{*}\left(k, k_{1}\right) y .
$$

Furthermore, we have

$$
\|y\|^{2}=x_{0}^{*} \mathcal{G}_{o}\left(k, k_{1}\right) x_{0} .
$$

Thus, $x_{0}$ is the initial state that results in $y$ as an output and maximizes $\|y\|$.

### 1.2.7 Stein, Lyapunov and Sylvester equations

Certain matrix equations arise naturally in linear control and system theory. Among those frequently encountered in the analysis and design of discrete-time linear systems are the generalized Stein or discrete-time Lyapunov equation

$$
\begin{equation*}
A X A^{*}-E X E^{*}+Q=0, \tag{1.34}
\end{equation*}
$$

and the generalized Sylvester equation

$$
\begin{equation*}
A X F-E X G+Q=0 . \tag{1.35}
\end{equation*}
$$

By choosing $E=I$ in (1.34), and $E=I$ and $G=I$ in (1.35), we get the standard Stein or discrete-time Lyapunov equation and the standard Sylvester equation.

There is an extensive literature on these equations, but few pay attention to numerical aspects such as numerical stability, conditioning, machine implementation, and the like. We refer to the following selection of fundamental papers $[15,44,58,62,68,79,95,76,77]$ which all present reliable algorithms.
Several methods for solving these equations have been developed. The most appealing algorithm in terms of efficiency, accuracy, reliability, availability, and ease of use appears to be that of Bartels and Stewart [15], and its variant proposed by Hammarling [68].
The basic idea is to reduce $A$ to quasi-upper-triangular form (or real Schur form) and perform a back substitution for the elements of $X$. Hammarling instead solves directly for the Cholesky factor ${ }^{7} Y$ of $X$ : $Y^{*} Y=X$, and $Y$ is upper triangular. In many applications, for example model reduction, this is useful and cheaper since only the Cholesky factor is required.

[^8]The two equations (1.34) and (1.35) can also be written as linear systems using the Kronecker product matrix representation, and we obtain respectively :

$$
\begin{equation*}
(\bar{A} \otimes A-\bar{E} \otimes E) \operatorname{vec}(X)=\operatorname{vec}(Q) \tag{1.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(F^{T} \otimes A-G^{T} \otimes E\right) \operatorname{vec}(X)=\operatorname{vec}(Q) \tag{1.37}
\end{equation*}
$$

Equation (1.36) has a unique solution iff the generalized eigenvalues $\lambda_{i}$ of $A-\lambda E$ (i.e., $\lambda_{i}(A, E)$ ) satisfy

$$
\lambda_{i} \bar{\lambda}_{j} \neq 1 \quad \forall i, j \quad(\text { with the convention that } \quad 0 . \infty=1)
$$

If $Q$ is (semi)definite and $\left|\lambda_{i}(A, E)\right|<1$ for all $i$, then a unique (semi)definite solution exists [95]. If $Q$ is symmetric, then $X$ is symmetric as well.
If $E$ is invertible, we obtain the solution

$$
X=\sum_{i=0}^{\infty}\left(E^{-1} A\right)^{i} E^{-1} Q E^{-*}\left(A^{*} E^{-*}\right)^{i}
$$

Furthermore, when $(E, A)$ is stable and $E$ invertible, the solutions of this equation are also related to the controllability and observability Gramians $\mathcal{G}_{c}$ and $\mathcal{G}_{o}$ corresponding to the pairs $\left(E^{-1} A, E^{-1} B\right)$ and $\left(A E^{-1}, C E^{-1}\right)$ respectively.
These Gramians are respectively the solutions of the equations :

$$
\begin{equation*}
A G_{c} A^{*}-E G_{c} E^{*}+B B^{*}=0 \tag{1.38}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{*} G_{o} A-E^{*} G_{o} E+C^{*} C=0 \tag{1.39}
\end{equation*}
$$

They are easily checked to be equal to :

$$
\begin{equation*}
G_{c}=\sum_{i=0}^{\infty}\left(E^{-1} A\right)^{i} E^{-1} B B^{*} E^{-*}\left(A^{*} E^{-*}\right)^{i} \tag{1.40}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{o}=\sum_{i=0}^{\infty}\left(E^{-*} A^{*}\right)^{i} E^{-*} C^{*} C E^{-1}\left(A E^{-1}\right)^{i} \tag{1.41}
\end{equation*}
$$

By Parseval's theorem these are also equal to :

$$
\begin{equation*}
G_{c}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(e^{j \omega} E-A\right)^{-1} B B^{*}\left(e^{-j \omega} E-A\right)^{-*} \tag{1.42}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{o}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(e^{-j \omega} E-A\right)^{-*} C^{*} C\left(e^{j \omega} E-A\right)^{-1} \tag{1.43}
\end{equation*}
$$

Then the relationship between theses solutions and the Gramians is given by :

$$
\mathcal{G}_{c}=G_{c}, \quad \text { and } \quad \mathcal{G}_{o}=E^{*} G_{o} E
$$

In fact, $G_{c}$ and $G_{o}$ do not correspond to the Gramians of the "equivalent" explicit systems

$$
\left\{E^{-1} A, E^{-1} B, C\right\} \quad \text { or } \quad\left\{A E^{-1}, B, C E^{-1}\right\}
$$

but to a mixture of both.
Equation (1.37) has a unique solution if $A-\lambda E$ and $G-\lambda F$ are nonsingular and have disjoint spectra, i.e., $\lambda_{i} / \mu_{j} \neq 1, \forall i, j$ where $\lambda_{i}$ denote the eigenvalues of $A-\lambda E$ and $\mu_{i}$ denote the eigenvalues of $G-\lambda F$. If $E$ and $G$ are invertible, we obtain the solution

$$
X=\sum_{i=0}^{\infty}\left(E^{-1} A\right)^{i} E^{-1} Q G^{-1}\left(F G^{-1}\right)^{i}
$$

For the time-varying case, the analogs of (1.34) are the Stein recurrences :

$$
\begin{equation*}
A_{k} X_{k} A_{k}^{*}-E_{k} X_{k+1} E_{k}^{*}+Q_{k}=0 \tag{1.44}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{k}^{*} X_{k+1} A_{k}-E_{k}^{*} X_{k} E_{k}+Q_{k}=0 \tag{1.45}
\end{equation*}
$$

The first equation is called the forward Stein recurrence and the second equation the backward Stein recurrence.
Now, suppose that all $E_{i}$ are nonsingular for all $i$, and let us consider a finite window $\left[k_{i}, k_{f}\right]$. When the generalized transition matrices $\Phi_{L G}\left(k, k_{i}\right)$ and $\Phi_{R G}\left(k, k_{i}\right)$ defined by

$$
\Phi_{L G}(i, j) \doteq E_{i-1}^{-1} A_{i-1} E_{i-2}^{-1} A_{i-2} \ldots E_{j}^{-1} A_{j} \quad(i \geq j)
$$

and

$$
\Phi_{R G}(i, j) \doteq A_{i-1} E_{i-1}^{-1} A_{i-2} E_{i-2}^{-1} \ldots A_{j} E_{j}^{-1} \quad(i \geq j)
$$

are stable for all $i, j \in\left(k_{i}, k_{f}\right]$, the solutions $G_{c}(k)$ and $G_{c}(k)$ of these equations corresponding to the initial conditions

$$
\mathcal{G}_{c}\left(k_{i}\right)=0, \quad \mathcal{G}_{o}\left(k_{f}+1\right)=0 .
$$

are also related to the controllability and observability Gramians $\mathcal{G}_{c}(k)$ and $\mathcal{G}_{o}(k)$ of the time-varying system $\left\{E_{\bullet}, A_{\bullet}, B_{\bullet}, C_{\bullet}\right\}$ as follows :

$$
\mathcal{G}_{c}(k)=G_{c}(k)=\sum_{i=k_{i}}^{k-1} \Phi_{L G}(k, i+1) B_{i} B_{i}^{*} \Phi_{L G}^{*}(k, i+1)
$$

and

$$
\mathcal{G}_{o}(k)=E_{k}^{*} G_{o}(k) E_{k}=E_{k}^{*} \sum_{i=k}^{k_{f}} \Phi_{R G}^{*}(i, k) C_{i}^{*} C_{i} \Phi_{R G}(i, k) E_{k}
$$

### 1.2.8 System characteristics and norms

In this section we briefly summarize some characteristic system parameters, we introduce the frequency response and define system norms. Parameters that are characteristic of a system are realization independent. Here we introduce Hankel singular values (HSV), frequency response, Markov parameters, moments and system norms.

## Hankel singular values

For a stable linear time-invariant system with invertible matrix

$$
\mathcal{S} \quad\left\{\begin{aligned}
E x_{k+1} & =A x_{k}+B u_{k} \\
y_{k} & =C x_{k}
\end{aligned}\right.
$$

we can define using the Gramians $\mathcal{G}_{c}$ and $\mathcal{G}_{o}{ }^{8}$, very useful invariant parameters called the Hankel singular values (HSV) by :

$$
\sigma_{i}(\mathcal{S}) \doteq\left(\lambda_{i}\left(\mathcal{G}_{c} \mathcal{G}_{o}\right)\right)^{1 / 2}
$$

These values are independent of the realization $(E, A, B, C)$, and are also the singular values of the Hankel operator $\mathcal{H}$.
It is important to point out here that for linear time-varying systems we can still define the eigenvalues of the product of the Gramians :

$$
\sigma_{i}(k) \doteq\left(\lambda_{i}\left(\mathcal{G}_{c}(k) \mathcal{G}_{o}(k)\right)\right)^{1 / 2}
$$

and these will be positive real if the system is controllable and observable over the considered finite time window $\left[k_{i}, k_{f}\right](\S 1.2 .2)\left(G_{c}\right.$ and $G_{o}$ are given by (1.40) and (1.41)). These $\sigma_{i}(k)$ are the time-varying Hankel singular values corresponding to the input-output map on this window (1.7).

## Frequency response

The evaluation of the transfer function $T_{f}(z)=C(z E-A)^{-1} B$ for $z=e^{j \omega}, \omega \in[-\pi, \pi]$ defines the frequency response of the system. The maximum singular value frequency response function is defined as

$$
\sigma\left(T_{f}(.)\right)=\lambda_{\max }\left(T_{f}\left(e^{j \omega}\right) T_{f}^{*}\left(e^{j \omega}\right)\right)^{\frac{1}{2}}
$$

## Markov parameters and moments

A transfer function matrix $T_{f}(z)=C(z E-A)^{-1} B$ can be expanded into a power series in $z^{-1}$ :

$$
\begin{gathered}
T_{f}(z)=\sum_{i=1}^{\infty} H_{i} z^{-i}, \\
H_{i}=C\left(E^{-1} A\right)^{i-1} E^{-1} B .
\end{gathered}
$$

The parameters $H_{i}$ are called Markov parameters of the system $\mathcal{S}$. This expansion in fact is made around the point at infinity. We can also expand the transfer function around a finite point in the complex plane $\sigma$, and we obtain

$$
\begin{gathered}
T_{f}(z)=\sum_{j=1}^{\infty} \eta_{j}(\sigma)(z-\sigma)^{j} \\
\eta_{j}(\sigma)=C\left((A-\sigma E)^{-1} E\right)^{j}(\sigma E-A)^{-1} B
\end{gathered}
$$

The parameters $\eta_{j}(\sigma)$ are called moments of the transfer function $T_{f}(z)$ at $\sigma$, and these are independent of the chosen realization.

[^9](see §.1.2.7 for more details)

## System norms

Finally, we review definitions and some properties of three system norms $\mathcal{H}_{2}, \mathcal{H}_{\infty}$, and Hankel. This is crucial in measuring system responses.

## The $\mathcal{H}_{2}$ norm

The $\mathcal{H}_{2}$ norm of a system $\mathcal{S}$ (with the transfer function $T_{f}$ ) is defined as

$$
\|\mathcal{S}\|_{\mathcal{H}_{2}}^{2}=\frac{1}{2 \pi} \sum_{-\infty}^{+\infty} \operatorname{Trace}\left(T_{f}\left(e^{j \omega}\right) T_{f}^{*}\left(e^{j \omega}\right)\right)
$$

where $T_{f}^{*}\left(e^{j \omega}\right)=T_{f}^{T}\left(e^{-j \omega}\right)$.
With $H_{i}=C\left(E^{-1} A\right)^{i-1} E^{-1} B$ the impulse response of $\mathcal{S}$ we also have due to Parseval's relation [137] :

$$
\|\mathcal{S}\|_{\mathcal{H}_{2}}^{2}=\sum_{1}^{\infty} \operatorname{Trace}\left(H_{i} H_{i}^{*}\right)
$$

Furthermore, a convenient way to determine its numerical value is to use the following formulas

$$
\|\mathcal{S}\|_{\mathcal{H}_{2}}^{2}=\operatorname{Trace}\left(C G_{c} C^{*}\right)=\operatorname{Trace}\left(B^{*} G_{o} B\right)
$$

This property can easily be proven as follows:

$$
\begin{aligned}
\|\mathcal{S}\|_{\mathcal{H}_{2}}^{2} & =\sum_{1}^{\infty} \operatorname{Trace}\left(H_{i} H_{i}^{*}\right) \\
& =\sum_{1}^{\infty} \operatorname{Trace}\left(C\left(E^{-1} A\right)^{i-1} E^{-1} B B^{*} E^{-*}\left(\left(E^{-1} A\right)^{*}\right)^{i-1} C^{*}\right) \\
& =\sum_{0}^{\infty} \operatorname{Trace}\left(C\left(E^{-1} A\right)^{i} E^{-1} B B^{*} E^{-*}\left(\left(E^{-1} A\right)^{*}\right)^{i} C^{*}\right) \\
& =\operatorname{Trace}(C \underbrace{\left(\sum_{0}^{\infty}\left(E^{-1} A\right)^{i} E^{-1} B B^{*} E^{-*}\left(\left(E^{-1} A\right)^{*}\right)^{i}\right)}_{G_{c}} C^{*}) \\
& =\operatorname{Trace}\left(C G_{c} C^{*}\right)
\end{aligned}
$$

where $G_{c}$ is the solution of (1.40). Similarly, we have

$$
\begin{aligned}
\|\mathcal{S}\|_{\mathcal{H}_{2}}^{2} & =\sum_{0}^{\infty} \operatorname{Trace}\left(C\left(E^{-1} A\right)^{i} E^{-1} B B^{*} E^{-*}\left(\left(E^{-1} A\right)^{*}\right)^{i} C^{*}\right) \\
& =\sum_{0}^{\infty} \operatorname{Trace}\left(B^{*} E^{-*}\left(\left(E^{-1} A\right)^{*}\right)^{i} C^{*} C\left(E^{-1} A\right)^{i} E^{-1} B\right) \\
& =\operatorname{Trace}(B^{*} E^{-*} \underbrace{\left(\sum_{0}^{\infty}\left(\left(E^{-1} A\right)^{*}\right)^{i} C^{*} C\left(E^{-1} A\right)^{i}\right)}_{X} E^{-1} B)
\end{aligned}
$$

where $X$ is the solution of

$$
A^{*} E^{-*} X E^{-1} A-X+C^{*} C=0
$$

We have $G_{o}=E^{-*} X E^{-1}$, where $G_{o}$ is solution of (1.41). So,

$$
\|\mathcal{S}\|_{\mathcal{H}_{2}}^{2}=\operatorname{Trace}\left(B^{*} E^{-*} X E^{-1} B\right)=\operatorname{Trace}\left(B^{*} G_{o} B\right) .
$$

The $\mathcal{H}_{\infty}$ norm
The $\mathcal{H}_{\infty}$ norm of a stable system $\mathcal{S}$ is defined as

$$
\|\mathcal{S}\|_{\mathcal{H}_{\infty}}=\max _{\omega} \sigma_{\max }\left(T_{f}\left(e^{j \omega}\right)\right) .
$$

Interpretation of $\mathcal{H}_{\infty}$ and $\mathcal{H}_{2}$ norm
A very nice interpretation of these two norms can be formulated for SISO systems.
Indeed, the $\mathcal{H}_{\infty}$ norm is the peak of the transfer function magnitude (in terms of its singular values), and the $\mathcal{H}_{2}$ norm is the expectation of the output energy represented by the surface delimited by this transfer function magnitude as it is shown in Figure 1.3.


Fig. 1.3. Interpretation of $\mathcal{H}_{\infty}$ and $\mathcal{H}_{2}$ norm for a SISO system.

## The Hankel-norm

The Hankel-norm is the largest Hankel singular value of the system

$$
\|\mathcal{S}\|_{H}=\sigma_{\max }\left(T_{f}(z)\right)=\sqrt{\lambda_{\max }\left(\mathcal{G}_{c} \mathcal{G}_{o}\right)}
$$

It is a measure of the effect of its past inputs on its future outputs, or the amount of energy stored in the system, and subsequently retrieved from it.

### 1.2.9 $\mathrm{C} / \mathrm{D}$ and $\mathrm{D} / \mathrm{C}$ conversions

In this text we consider mainly linear discrete-time systems, but actually this is not constraining for our results as they can be easily extended to continuous-time systems as well using conversion formulas between these two cases.
Actually, if one has to analyze, design, control or simulate a real world process, one often uses a discretized model in order to implement it on computer. The system can then be described by linear difference equations which are better suited for computation than the differential equations. So we consider that for numerical, algorithmic and computational point of view, discrete-time systems are more interesting.
But, discrete- and continuous-time systems are typically related by many transformations and conversions. It is well known that we can obtain a difference equation by approximating the derivatives with, for example, a forward or a backward difference (or Euler's method). Also sampling the signals can be made in different ways, for example, zero- or first-order hold [10].
In general, all results in continuous- and discrete-time systems are very similar, except that discrete transition matrices, summations, $z$-transform, $e^{j \omega}, \ldots$ are replaced by continuous transition matrices, integrations, $s$ transform, $j \omega, \ldots$, respectively.

For the time-invariant case, a transformation between discrete- and continuous-time systems is the $B i$ linear transformation or Tustin's approximation given by $s=\frac{1}{\zeta} \frac{z-1}{z+1}$ where $\zeta$ is a design parameter called the Shift parameter and corresponds to the sampling time $h$. This transformation maps the unit disc to the left half plane and vice-versa (1.4).


Fig. 1.4. Mapping the $s$-plane to the $z$-plane for the bilinear transformation.

Unlike Euler's method, this transformation has the considerable advantage that it conserves stability (or instability) of the original system in the transformed system [10]. The matrices of the state space descriptions are related as given in the Table 1.2 (subscript $c$ to emphasize continuous-time).

| discrete-time |  | continuous-time |
| :--- | :---: | :---: |
| $A, B, C, D$ |  | $A^{c}=\frac{1}{\zeta}(A+I)^{-1}(A-I)$ |
|  | $s=\frac{1}{\zeta} \frac{z-1}{z+1}$ | $B^{c}=\frac{\sqrt{2 \zeta}}{\zeta}(A+I)^{-1} B$ |
|  |  | $C^{c}=\frac{\sqrt{2 \zeta}}{\zeta} C(A+I)^{-1}$ |
| $D^{c}=D-C(A+I)^{-1} B$ |  |  |$|$|  |  |
| :---: | :---: |
| $A=\left(I-\zeta A^{c}\right)^{-1}\left(I+\zeta A^{c}\right)$ |  |
| $B=\sqrt{2 \zeta}\left(I-\zeta A^{c}\right)^{-1} B^{c}$ | $z=\frac{1+\zeta s}{1-\zeta s}$ |
| $C=\sqrt{2 \zeta} C^{c}\left(I-\zeta A^{c}\right)^{-1}$ | $A^{c}, B^{c}, D^{c}$ |
| $D=D^{c}+C^{c}\left(I-\zeta A^{c}\right)^{-1} B_{c}$ |  |

Table 1.2. Transformation between continuous- and discrete-time systems and vice-versa for time-invariant case.

Remark 1.17. The transformation above preserves the Gramians and the infinity norm [5].
For the time-varying case, this bilinear transformation can be generalized as well. And we obtain for example a discrete-time system from a continuous-time systems with the correspondences :

$$
\begin{aligned}
& A_{k}=\left(I-h A^{c}(k h)\right)^{-1}\left(I+h A^{c}(k h)\right) \\
& B_{k}=\sqrt{2 h}\left(I-h A^{c}(k h)\right)^{-1} B^{c}(k h) \\
& C_{k}=\sqrt{2 h} C^{c}(k h)\left(I-h A^{c}(k h)\right)^{-1}
\end{aligned}
$$

We will see later what these correspondences will imply for our numerical schemes.

## Chapter 2

## Model reduction for linear systems

In the last twenty years, model reduction of large scale dynamical systems has become very popular. The idea is to construct a "simple" lower order model that approximates well the behaviour of a "complex" larger dynamical model. A complex system is essentially a mathematical model which describes a real world physical process. This mathematical model is often characterized by partial differential equations (PDEs) or ordinary differential equations (ODEs). Since improved accuracy (using e.g. a very fine discretization) leads to models of high complexity, this may become prohibitive for certain computations (control, optimization, $\ldots$...). Therefore it is essential to design models of reduced complexity without sacrificing too much accuracy.

There are many ways to perform model reduction, but we can distinguish roughly three approaches for generating reduced order models of linear, time-invariant systems [6, 5].
A first class is a norm minimization which tries to approximate a model $\mathcal{S}$ by a lower-order model $\mathcal{S}_{n}$ so that input signals entering both $\mathcal{S}$ and $\mathcal{S}_{n}$ lead to a minimal difference at the outputs of $\mathcal{S}$ and $\mathcal{S}_{n}$. These methods are often referred to as minimum distance methods. The basic problem is [5] :

$$
\min _{\mathcal{S}_{n}}\left\|\mathcal{S}-\mathcal{S}_{n}\right\|_{p}
$$

where $p(p=2, \infty)$ specifies the system norm. For example, for $p=\infty$ the underlying problem can be interpreted as an optimal attenuation problem : we search for $G_{n}(z)$ that achieves the lowest $l_{2}^{p}$-norm of the output of $G(z)-G_{n}(z)$ for any input with unit $l_{2}^{m}$-norm.
This problem has only a closed form solution for the optimal Hankel-norm approximation [3, 63, 92], and not for the more important optimal $\mathcal{H}_{\infty^{-}}$and $\mathcal{H}_{2}$-norm approximation. Fortunately, the optimal Hankel-norm approximation yields a bounded distance measured in $\mathcal{H}_{\infty}$-norm [63, 50].

A second class of methods in model reduction is the reduction based on parameter matching. The idea is that a relatively small number of system parameters can be identified that are crucial in the description of the dynamical behaviour. By using model reduction schemes that preserve these parameters, an adequate lower-order description can be obtained. System parameters that can be matched are Markov parameters, and moments [43] to name a few. It is also possible to make an interpolation through a selected number of frequency response points. The well known methods in this class are : Padé [53, 51], Arnoldi [49], Lanczos [65, 54], ADI [22, 85, 88] and Krylov based methods [55, 64, 71, 74, 75, 81, 102, 111]. Another method of this class is the $q$-Markov covariance equivalent realizations ( $q$-Markov COVERs) [4, 86, 87, 109, 110]. It preserves the first $q$-Markov parameters and the first $q$-output covariance (Markov parameters of the causal part of the power spectrum).

The third class of model reduction methods is characterized by the principle of projection of dynamics. Balanced Truncation is the best known method of this class [50, 91, 99, 105].
Recently, it has been shown in $[129,57,56]$ that projection is universal, at least for SISO systems and under certain constraints for the MIMO case as well. Both norm minimizing methods and parameter matching methods can thus be viewed as projection based methods.
In [72] it has been even shown that a method of projection is necessary to obtain an optimal solution of the $\mathcal{H}_{2}$-norm minimization problem.

Balanced Truncation is widely used in practice mainly for three reasons. Firstly, for a reasonable size system order say, $N \leq 100$, it gives a satisfactory approximation in the majority of cases without having to solve a complicated minimization problem or having to choose a set of essential system parameters first. Secondly, this approximation can be obtained at relatively reasonable computational cost. Thirdly an a priori upper bound for errors between original plants and reduced-order models exists for the $\mathcal{H}_{\infty}$-norm, the preferred measure of approximation accuracy in engineering.

So far we have not addressed the problem of choosing the order of the approximation. The purpose of the model determines the "acceptable" order reduction in an implicit way; an explicit criterion for acceptable order reduction is hard to give, as we need to analyze the dynamics involved in order to obtain some sort of dynamics ranking. For systems with $N \leq 100$, this analysis can be done at a reasonable cost, including the problem of finding an appropriate value of $n$. But for large-scale models this pretreatment is prohibitive.

For large scale problems one has to use iterative methods to find an adequate approximation. In this respect, ideas based on balanced reduction methods are interesting since they offer the possibility to perform order selection during the computation of the projection spaces and not in advance.

However, a serious drawback of Balanced Truncation (and all direct methods in general) is that it ignores sparsity of the system if there is, and that it is not very easy to parallelize (note however the recent work of V.Merhmann and al. who try to parallelize some traditional model reduction methods). Its use is therefore limited if large, sparse systems have to be reduced. If one wants to exploit this sparsity for computational efficiency, we have to consider iterative methods which are very suitable for this and are often easy to parallelize as well.

For the time-varying case, up to now only a time-varying version of Balanced Truncation exists. The main idea is to apply at each time step a Balanced Truncation of the Gramians evaluated at each time step [73, 106, 107, 48]. This approach has the major drawback of being very time consuming.

This chapter gives an overview of the most used model reduction methods. Section 2.1 presents the basic definitions and notation of the projection of dynamics approach. The projection based method of Balanced Truncation and the optimal Hankel norm reduction method are discussed in Section 2.2. In Section 2.3 the matching of system parameters based on a projection formulation is worked out.

### 2.1 Projection of dynamics

Before proceeding with projection of dynamics, we describe first the generalized state space approach in order to consider a more general framework, which can include projection methods whose left and right projection matrices are not bi-orthogonal. We will however assume $E$ invertible.

Definition 2.1 (Partitioning and truncation). Consider the generalized linear system of order $N$

$$
\mathcal{S} \quad\left\{\begin{array}{c}
E x_{k+1}=A x_{k}+B u_{k}, \\
y_{k}=C x_{k},
\end{array}\right.
$$

and consider the following partition of the system matrices :

$$
E=\left[\begin{array}{ll}
E_{11} & E_{12} \\
E_{21} & E_{22}
\end{array}\right], A=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right], B=\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right], C=\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right], \text { where } n<N,
$$

then the system

$$
\mathcal{S}_{n} \quad\left\{\begin{aligned}
E_{11} \check{x}_{k+1} & =A_{11} \check{x}_{k}+B_{1} u_{k}, \\
\check{y}_{k} & =C_{1} \check{x}_{k},
\end{aligned}\right.
$$

is an $n^{\text {th }}$-order truncation of $S$. The truncation is obtained using the projection

$$
\pi=\left[\begin{array}{c}
I_{n} \\
0
\end{array}\right]\left[\begin{array}{ll}
I_{n} & 0
\end{array}\right] .
$$

The combination of applying a similarity transformation and a subsequent truncation is often referred to as projection of dynamics.

Definition 2.2. Let $\pi_{l}, \pi_{r} \in \mathbb{C}^{N \times n}$ satisfy $\pi_{l}^{*} \pi_{r}=I_{n}$. Projection of dynamics of $S$ is defined as

$$
\mathcal{S}_{n} \quad\left\{\begin{aligned}
\pi_{l}^{*} E \pi_{r} \hat{x}_{k+1} & =\pi_{l}^{*} A \pi_{r} \hat{x}_{k}+\pi_{l}^{*} B u_{k} \\
\hat{y}_{k} & =C \pi_{r} \hat{x}_{k}
\end{aligned}\right.
$$

Projection of dynamics is also known as Transform and Truncate, and thus transformation by $T$ and truncation by $\pi$ are merged in the projection pair $\left(\pi_{l}, \pi_{r}\right)$ as follows :

$$
\pi_{r}=T\left[\begin{array}{c}
I_{n} \\
0
\end{array}\right], \quad \pi_{l}^{*}=\left[\begin{array}{ll}
I_{n} & 0
\end{array}\right] T^{-1} \quad \text { and } \quad \pi=\pi_{r} \pi_{l}^{*}
$$

It can be verified easily that this definition satisfies $\pi_{l}^{*} \pi_{r}=I_{n}$ and hence $\pi^{2}=\pi$.
A projection method is in fact a choice of two subspaces $\mathcal{S}_{r}, \mathcal{S}_{l} \subset \mathbb{C}^{N}$ of dimensions $n$, so that $\hat{x} . \in \mathcal{S}_{r}$ and the residual is orthogonal to $\mathcal{S}_{l}$. In fact, the columns of $\pi_{r}$ and $\pi_{l}$ form bases for $\mathcal{S}_{r}$ and $\mathcal{S}_{l}$, respectively,

$$
\operatorname{Im}\left(\pi_{r}\right)=\mathcal{S}_{r}, \quad \operatorname{Im}\left(\pi_{l}\right)=\mathcal{S}_{l} .
$$

If $\mathcal{S}_{l}=\mathcal{S}_{r}$, the projection is orthogonal, otherwise it is oblique. The subscripts $r$ and $l$ refer to right and left, respectively.
Actually the choice of basis of $\mathcal{S}_{r}$ and $\mathcal{S}_{l}$ is not important. If we take any two other base of these subspaces, e.g. $\bar{\pi}_{r}$ and $\bar{\pi}_{l}$, then there exist two invertible matrices $X, Y \in \mathbb{C}^{n \times n}$ such that

$$
\bar{\pi}_{r}=\pi_{r} X, \quad \bar{\pi}_{l}=\pi_{l} Y
$$

For these two projector matrices we have :

$$
\begin{aligned}
\bar{T}_{f_{n}}(z) & =C \bar{\pi}_{r}\left(z \bar{\pi}_{l}^{*} E \bar{\pi}_{r}-\bar{\pi}_{l}^{*} A \bar{\pi}_{r}\right)^{-1} \bar{\pi}_{l}^{*} B \\
& =C \pi_{r} X\left(z Y^{*} \pi_{l}^{*} E \pi_{r} X-Y^{*} \pi_{l}^{*} A \pi_{r} X\right)^{-1} Y^{*} \pi_{l}^{*} B \\
& =C \pi_{r} X\left(Y^{*}\left(z \pi_{l}^{*} E \pi_{r}-\pi_{l}^{*} A \pi_{r}\right) X\right)^{-1} Y^{*} \pi_{l}^{*} B \\
& =C \pi_{r}\left(z \pi_{l}^{*} E \pi_{r}-\pi_{l}^{*} A \pi_{r}\right)^{-1} \pi_{l}^{*} B \\
& =T_{f_{n}}(z)
\end{aligned}
$$

A special case of projection of dynamics is Balanced Truncation.

### 2.2 Balanced Truncation

The method of Balanced Truncation of linear systems is well established for model reduction. It is based on a balanced realization of the system. This realization has some nice sensitivity properties with respect to poles, zeros, truncation errors in digital filter implementations, and so on ([91, 137]). It is therefore recommended whenever the choice of a realization is not specified by the user.

For linear time-invariant systems, the approach requires standard matrix computations, and has been successfully used in control systems design. The main idea is to rewrite the system $\mathcal{S}$,

$$
\mathcal{S} \quad\left\{\begin{aligned}
E x_{k+1} & =A x_{k}+B u_{k} \\
y_{k} & =C x_{k}
\end{aligned}\right.
$$

which we suppose stable, controllable and observable ${ }^{1}$, using a transformation $T$ in the so-called balanced coordinate system and then use a truncation to obtain the reduced model. In this coordinate system one has [61] :

$$
T \mathcal{G}_{c} T^{*}=T^{-*} \mathcal{G}_{o} T^{-1}=\Sigma=\operatorname{diag}\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N}\right\}
$$

where the $\sigma_{i}$ are the Hankel singular values of $\mathcal{S}$ and $\mathcal{G}_{c}$ and $\mathcal{G}_{o}$ are the controllability and observability Gramians of $\mathcal{S}$ [137].

A natural question now arises : what is the use of balancing, i.e., diagonalizing $\mathcal{G}_{c}$ and $\mathcal{G}_{o}$ ? This can be explained using energy functions. Given a stable linear system $S$, it then follows from (1.2.6) that for any state $x$ :

$$
\epsilon_{c}(x)=\left(x^{*} \mathcal{G}_{c}^{-1} x\right)^{\frac{1}{2}}, \quad \epsilon_{o}(x)=\left(x^{*} \mathcal{G}_{o} x\right)^{\frac{1}{2}}
$$

are respectively the smallest amount of energy needed to steer the system from 0 to $x$, and the largest amount of energy obtained by observing the output of the free system with the initial condition $x$.
If we define the energy storage efficiency by

$$
\begin{equation*}
\epsilon\left(x_{0}\right)=\frac{x_{0}^{*} \mathcal{G}_{o} x_{0}}{x_{0}^{*} \mathcal{G}_{c}^{-1} x_{0}}, \tag{2.1}
\end{equation*}
$$

then the maximization of $\epsilon\left(x_{0}\right)$ with respect to $x_{0}$ yields the following generalized eigenproblem

$$
\mathcal{G}_{o} x_{0}=\mathcal{G}_{c}^{-1} \epsilon\left(x_{0}\right) x_{0}
$$

And so $\epsilon\left(x_{0}\right)$ takes an extremal value for $x_{0}$ an eigenvector of $\mathcal{G}_{c} \mathcal{G}_{o}$ (or equivalently a generalized eigenvector of the pair $\left.\left(\mathcal{G}_{o}, \mathcal{G}_{c}^{-1}\right)\right)$. This follows immediately from (2.1), while the maximization problem can be written as

$$
\max _{x_{0}} \epsilon\left(x_{0}\right)=\max _{x_{0}} \frac{x_{0}^{*} \mathcal{G}_{o} x_{0}}{x_{0}^{*} \mathcal{G}_{c}^{-1} x_{0}},
$$

or equivalently as

$$
\max _{x_{0}} \epsilon\left(x_{0}\right)=\max _{x_{0}} \frac{x_{0}^{*} \mathcal{G}_{c} \mathcal{G}_{o} x_{0}}{x_{0}^{*} x_{0}}
$$

which are respectively a generalized and a standard eigenproblem.
The extremal value of $\epsilon($.$) corresponds thus to the maximal eigenvalue of \mathcal{G}_{c} \mathcal{G}_{o}$ and hence to the square of the largest Hankel singular value $\sigma_{1}$ of the considered system.
Another interpretation is that the transformation $T$ solves in fact the following minimization problem

$$
\min _{T} \operatorname{Trace}\left[T \mathcal{G}_{c} T^{*}+T^{-*} \mathcal{G}_{o} T^{-1}\right]
$$

The minimum of this expression is $2 \sum_{i=1}^{N} \sigma_{i}$, and balancing transformations turn out to provide a minimizing $T$ [5].

The balancing transformation $T$ ensures that each state is as controllable as it is observable in the new coordinate system. It is also shown in [91] that for non-minimal systems the controllable subspace and the unobservable subspace are the image and the kernel of $\mathcal{G}_{c}$ and $\mathcal{G}_{o}$, respectively. And so, $T$ transforms the observability and controllability ellipsoids to an identical ellipsoid aligned with principle axes along the coordinate axes as shown in Figure 2.1.
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Fig. 2.1. The effect of a balancing transformation $T$ on the controllability and observability ellipsoids.

After balancing the system, a reduced model is then obtained by truncating the new state $x=$ $\left(x_{1}, \ldots, x_{N}\right)^{T}$ to $\hat{x}=\left(x_{1}, \ldots, x_{n}\right)^{T}, n<N$. This is equivalent to projecting the system with a rank $n$ projection $\pi \doteq \pi_{r} \pi_{l}^{*}$. The so-called truncation matrices $\pi_{r}$ and $\pi_{l}$ can be obtained from the Cholesky factorizations of the matrices ${ }^{2}$ (§.1.2.7)

$$
G_{c}=S^{*} S \quad \text { and } \quad G_{o}=R^{*} R
$$

as follows. Compute the singular value decomposition :

$$
S E^{*} R^{*}=\left[U_{1} \mid U_{2}\right]\left[\begin{array}{c|c}
\Sigma_{1} & 0  \tag{2.2}\\
\hline 0 & \Sigma_{2}
\end{array}\right]\left[V_{1} \mid V_{2}\right]^{*}
$$

where $\Sigma_{1}=\operatorname{diag}\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}, \Sigma_{2}=\operatorname{diag}\left\{\sigma_{n+1}, \ldots, \sigma_{N}\right\}$ and define

$$
\begin{equation*}
\pi_{l}=E^{*} R^{*} V_{1} \Sigma_{1}^{-1 / 2}, \pi_{r}=S^{*} U_{1} \Sigma_{1}^{-1 / 2} \tag{2.3}
\end{equation*}
$$

We can easily see that

$$
\pi_{l}^{*} \pi_{r}=I_{n} \quad \text { (i.e., } \pi=\pi_{r} \pi_{l}^{*} \text { is a projector) and } \quad \pi_{l}^{*} \mathcal{G}_{c} \mathcal{G}_{o} \pi_{r}=\Sigma_{1}^{2}
$$

It follows from this that the singular values $\sigma_{i}$ of $S E^{*} R^{*}$ are the (nonzero) Hankel singular values [137]. By this approach the Gramians $\mathcal{G}_{c}$ and $\mathcal{G}_{o}$ (and equivalently the matrices $G_{c}$ and $G_{o}$ ) are not needed to construct the projector $\pi=\pi_{r} \pi_{l}^{*}$, but only the factors $S$ and $R$, which can be obtained e.g. using Hammarling's method [68]. One then obtains the reduced model for the system $\mathcal{S} \doteq\{E, A, B, C\}$ as $\hat{\mathcal{S}} \doteq$ $\left\{\pi_{l}^{*} E \pi_{r}, \pi_{l}^{*} A \pi_{r}, \pi_{l}^{*} B, C \pi_{r}\right\}$ 。

We summarize the procedure in the following algorithm.
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Algorithm 3 The Balanced Truncation algorithm (BT).
    - Solve for \(S\) and \(R\) using for example SLICOT functions
\[
S^{T}=\operatorname{slstst}(A, B, 0,1), \quad \text { and } \quad R=\operatorname{slstst}(A, C, 0,0)
\]
or
\[
S^{T}=\operatorname{slgsst}(A, E, B, 0,1), \quad \text { and } \quad R=\operatorname{slgsst}(A, E, C, 0,0)
\]
```

slstst : Solving stable Stein equations for the Cholesky factor of the solution, slgsst : Solving stable generalized Stein equations for the Cholesky factor of the solution.

- Compute the SVD

$$
S E^{*} R^{*}=U \Sigma V^{*}
$$

- The projection matrices are given by

$$
\pi_{l}=E^{*} R^{*} V(:, 1: n)(\Sigma(1: n, 1: n))^{-1 / 2},
$$

and

$$
\pi_{r}=S^{*} U(:, 1: n)(\Sigma(1: n, 1: n))^{-1 / 2}
$$

- And the reduced order model is given by the matrices

$$
E_{n}=\pi_{l}^{*} E \pi_{r}, \quad A_{n} \pi_{l}^{*} A \pi_{r}, \quad B_{n}=\pi_{l}^{*} B, \quad \text { and } \quad C_{n}=C \pi_{r}
$$

An a priori error bounds in the induced 2-norm can be given for the error between the original and the reduced system [137]. The main result is that the $\mathcal{H}_{\infty}$-norm of the error system is bounded above by twice the sum of the neglected Hankel singular values:

$$
\begin{equation*}
\|\mathcal{S}-\hat{\mathcal{S}}\|_{\mathcal{H}_{\infty}} \leq 2\left(\sigma_{n+1}+\ldots+\sigma_{N}\right) \tag{2.4}
\end{equation*}
$$

More recently, a new bound was derived by Antoulas [5] on the $\mathcal{H}_{2}$ norm. In the following subsection we give a discrete-time version of this bound.

### 2.2.1 $\mathcal{H}_{2}$ norm of the error system for Balanced Truncation

In this section we obtain a computable a posteriori upper bound for the $\mathcal{H}_{2}$ norm of the error system for Balanced Truncation ${ }^{3}$.
For simplicity, let us assume that the matrix $E$ is the identity ${ }^{4}$ (i.e., $E=I_{N}$ ) and the system $\mathcal{S}$ is already in balanced form and that the matrices $A, B$ and $C$ are partitioned as follows :

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right], B=\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right], C=\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]
$$

where $\hat{A} \doteq A_{11} \in \mathbb{C}^{n \times n}, \hat{B} \doteq B_{1} \in C^{n \times m}$ and $\hat{C} \doteq C_{1} \in C^{p \times n}$. Since the system $S$ is balanced its controllability and observability Gramians are diagonal and equal

$$
\mathcal{G}_{c}=\mathcal{G}_{o}=\mathcal{G}=\left[\begin{array}{cc}
\mathcal{G}_{1} & 0 \\
0 & \mathcal{G}_{2}
\end{array}\right] .
$$

The unified Gramian $\mathcal{G}$ then solves the following Lyapunov equations
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$$
\begin{align*}
& A \mathcal{G} A^{*}-\mathcal{G}+B B^{*}=0,  \tag{2.5}\\
& A^{*} \mathcal{G} A-\mathcal{G}+C^{*} C=0 . \tag{2.6}
\end{align*}
$$
\]

To obtain the result, we consider the error system

$$
\mathcal{S}_{e} \doteq\left[\begin{array}{cc|c}
A & 0 & B \\
0 & A_{11} & -B_{1} \\
\hline C & C_{1} & 0
\end{array}\right],
$$

with transfer function

$$
G_{e}(z)=C(z I-A)^{-1} B-C_{1}\left(z I-A_{11}\right)^{-1} B_{1} .
$$

The bound on the approximation error $\|\mathcal{S}-\hat{\mathcal{S}}\|_{\mathcal{H}_{2}}=\left\|\mathcal{S}_{e}\right\|_{\mathcal{H}_{2}}$ is obtained directly by bounding the $\mathcal{H}_{2}$ norm of $\mathcal{S}_{e}$. Let us first note that the controllability Gramian $\mathcal{G}_{c_{e}}$ and the observability Gramian $\mathcal{G}_{o_{e}}$ of $\mathcal{S}_{e}$ are given by

$$
\mathcal{G}_{c_{e}}=\left[\begin{array}{cc}
\mathcal{G} & -Y \\
-Y^{*} & \hat{\mathcal{G}}_{c}
\end{array}\right], \quad \mathcal{G}_{o_{e}}=\left[\begin{array}{cc}
\mathcal{G} & Z \\
Z^{*} & \hat{\mathcal{G}}_{o}
\end{array}\right]
$$

where $\hat{\mathcal{G}}_{c}$ and $\hat{\mathcal{G}}_{o}$ are the controllability and observability Gramian of the reduced model $\mathcal{S}_{n}$, respectively, and solve

$$
\begin{align*}
& A_{11} \hat{\mathcal{G}}_{c} A_{11}^{*}-\hat{\mathcal{G}}_{c}+B_{1} B_{1}^{*}=0,  \tag{2.7}\\
& A_{11}^{*} \hat{\mathcal{G}}_{o} A_{11}-\hat{\mathcal{G}}_{o}+C_{1}^{*} C_{1}=0, \tag{2.8}
\end{align*}
$$

and where $Z=\left[\begin{array}{l}Z_{1} \\ Z_{2}\end{array}\right]$ and $Y$ are solutions of

$$
\begin{align*}
& A Y A_{11}^{*}-Y+B B_{1}^{*}=0  \tag{2.9}\\
& A^{*} Z A_{11}-Z+C^{*} C_{1}=0 \tag{2.10}
\end{align*}
$$

Hence, the $\mathcal{H}_{2}$ norm of the error system is given by 1.2.8

$$
\begin{aligned}
\left\|\mathcal{S}_{e}\right\|_{\mathcal{H}_{2}}^{2} & =\text { Trace }\left\{\left[B^{*}-B_{1}^{*}\right]\left[\begin{array}{cc}
\mathcal{G} & Z \\
Z^{*} & \hat{\mathcal{G}}_{o}
\end{array}\right]\left[\begin{array}{c}
B \\
-B_{1}
\end{array}\right]\right\} \\
& =\operatorname{Trace}\left\{B^{*} \mathcal{G} B-2 B^{*} Z B_{1}+B_{1}^{*} \hat{\mathcal{G}}_{o} B_{1}\right\} \\
& =\operatorname{Trace}\left\{B^{*} \mathcal{G} B-2 B_{1}^{*} Z_{1} B_{1}-2 \underline{B_{2}^{*} Z_{2} B_{1}}+B_{1}^{*} \hat{\mathcal{G}}_{o} B_{1}\right\} .
\end{aligned}
$$

Now, from (2.5), we obtain

$$
A_{11} \mathcal{G}_{1} A_{21}^{*}+A_{12} \mathcal{G}_{2} A_{22}^{*}+B_{1} B_{2}^{*}=0
$$

and consequently

$$
\begin{aligned}
\text { Trace }\left\{-2 B_{2}^{*} Z_{2} B_{1}\right\} & =\text { Trace }\left\{-2 B_{1} B_{2}^{*} Z_{2}\right\} \\
& =\text { Trace }\left\{2 A_{11} \mathcal{G}_{1} A_{21}^{*} Z_{2}+2 A_{12} \mathcal{G}_{2} A_{22}^{*} Z_{2}\right\}
\end{aligned}
$$

Substituting yields

$$
\left\|\mathcal{S}_{e}\right\|_{\mathcal{H}_{2}}^{2}=\operatorname{Trace}\left\{B^{*} \mathcal{G} B-2 B_{1}^{*} Z_{1} B_{1}+\underline{2 A_{11} \mathcal{G}_{1} A_{21}^{*} Z_{2}}+2 A_{12} \mathcal{G}_{2} A_{22}^{*} Z_{2}+B_{1}^{*} \hat{\mathcal{G}}_{o} B_{1}\right\} .
$$

From (2.10), we have

$$
A_{11}^{*} Z_{1} A_{11}+A_{21}^{*} Z_{2} A_{11}-Z_{1}+C_{1}^{*} C_{1}=0
$$

and consequently

$$
\begin{aligned}
\text { Trace }\left\{2 A_{11} \mathcal{G}_{1} A_{21}^{*} Z_{2}\right\} & =\text { Trace }\left\{2 \mathcal{G}_{1} A_{21}^{*} Z_{2} A_{11}\right\} \\
& =\text { Trace }\left\{-2 \mathcal{G}_{1} A_{11}^{*} Z_{1} A_{11}+2 \mathcal{G}_{1} Z_{1}-2 \mathcal{G}_{1} C_{1}^{*} C_{1}\right\}
\end{aligned}
$$

Combining this with the definition of the $\mathcal{H}_{2}$ norm of $\mathcal{S}$ and $\hat{\mathcal{S}}$

$$
\|\mathcal{S}\|_{\mathcal{H}_{2}}^{2}=\text { Trace }\left\{B^{*} \mathcal{G} B\right\}=\text { Trace }\left\{C \mathcal{G} C^{*}\right\}
$$

and

$$
\|\hat{\mathcal{S}}\|_{\mathcal{H}_{2}}^{2}=\operatorname{Trace}\left\{B_{1}^{*} \hat{\mathcal{G}}_{o} B_{1}\right\}=\operatorname{Trace}\left\{C_{1} \hat{\mathcal{G}}_{c} C_{1}^{*}\right\}
$$

gives

$$
\begin{aligned}
\left\|\mathcal{S}_{e}\right\|_{\mathcal{H}_{2}}^{2}= & \text { Trace }\left\{2 A_{12} \mathcal{G}_{2} A_{22}^{*} Z_{2}+C_{2} \mathcal{G}_{2} C_{2}^{*}-C_{1} \mathcal{G}_{1} C_{1}^{*}+C_{1} \hat{\mathcal{G}}_{c} C_{1}^{*}\right\} \\
& + \text { Trace }\left\{\underline{-2 B_{1} B_{1}^{*} Z_{1}-2 A_{11} \mathcal{G}_{1} A_{11}^{*} Z_{1}+2 \mathcal{G}_{1} Z_{1}}\right\}
\end{aligned}
$$

Now, back to (2.5) and taking the first block leads to the equation

$$
A_{11} \mathcal{G}_{1} A_{11}^{*}+A_{12} \mathcal{G}_{2} A_{12}^{*}-\mathcal{G}_{1}+B_{1} B_{1}^{*}=0
$$

from which it follows

$$
\text { Trace }\left\{-2 B_{1} B_{1}^{*} Z_{1}-2 A_{11} \mathcal{G}_{1} A_{11}^{*} Z_{1}+2 \mathcal{G}_{1} Z_{1}\right\}=\operatorname{Trace}\left\{2 A_{12} \mathcal{G}_{2} A_{12}^{*} Z_{1}\right\}
$$

And finally, we obtain

$$
\left\|\mathcal{S}_{e}\right\|_{\mathcal{H}_{2}}^{2}=\text { Trace }\left\{C_{2} \mathcal{G}_{2} C_{2}^{*}+C_{1}\left(\hat{\mathcal{G}}_{c}-\mathcal{G}_{1}\right) C_{1}^{*}+2 A_{12} \mathcal{G}_{2}\left[A_{12}^{*} A_{22}^{*}\right]\left[\begin{array}{l}
Z_{1} \\
Z_{2}
\end{array}\right]\right\}
$$

From the Cauchy-Schwartz inequality we obtain

$$
\begin{gathered}
\mid \text { Trace }\left\{C_{2} \mathcal{G}_{2} C_{2}^{*}\right\} \mid \leq \sigma_{n+1} \cdot\left\|C_{2}\right\|_{2}^{2} \\
\mid \text { Trace }\left\{C_{1}\left(\hat{\mathcal{G}}_{c}-\mathcal{G}_{1}\right) C_{1}^{*}\right\} \mid \leq\left\|\hat{\mathcal{G}}_{c}-\mathcal{G}_{1}\right\|_{2} \cdot\left\|C_{1}\right\|_{2}^{2} \\
\mid \text { Trace }\left\{2 A_{12} \mathcal{G}_{2}\left[A_{12}^{*} A_{22}^{*}\right]\left[\begin{array}{c}
Z_{1} \\
Z_{2}
\end{array}\right]\right\} \left\lvert\, \leq 2 \sigma_{n+1} \cdot\left\|A_{12}\right\|_{2}\left\|\left[\begin{array}{c}
A_{21} \\
A_{22}
\end{array}\right]\right\|_{2}\|Z\|_{2}\right.
\end{gathered}
$$

As $Z$ is the solution of the Sylvester equation (2.9), it has the form

$$
Z=\sum_{i=0}^{\infty}\left(A^{*}\right)^{i} C^{*} C_{1} A_{11}^{i}
$$

and so

$$
\|Z\|_{2} \leq\|C\|_{2}^{2} \sum_{i=0}^{\infty}\left\|A^{i}\right\|_{2} \cdot\left\|A_{11}^{i}\right\|_{2} .
$$

We summarize this discussion in the following result.
Theorem 2.3.

$$
\|\mathcal{S}-\hat{\mathcal{S}}\|_{\mathcal{H}_{2}}^{2} \leq c . \sigma_{n+1}
$$

where

$$
c=\|C\|_{2}^{2} \cdot\left(1+\frac{\left\|\hat{\mathcal{G}}_{c}-\mathcal{G}_{1}\right\|_{2}}{\sigma_{n+1}}+2\left\|A_{12}\right\|_{2}\left\|\left[\begin{array}{l}
A_{21} \\
A_{22}
\end{array}\right]\right\|_{2} \sum_{i=0}^{\infty}\left\|A^{i}\right\|_{2} .\left\|A_{11}^{i}\right\|_{2}\right)
$$

Remark 2.4.

- $E=\hat{\mathcal{G}}_{c}-\mathcal{G}_{1}$ satisfies the Sylvester equation

$$
A_{11}^{*} E A_{11}-E+A_{21}^{*} \mathcal{G}_{2} A_{21}=0
$$

- For balanced systems, we have :

$$
\|C\|_{2}=\|B\|_{2} \quad \text { and } \quad\left\|\hat{\mathcal{G}}_{o}-\mathcal{G}_{1}\right\|_{2}=\left\|\hat{\mathcal{G}}_{c}-\mathcal{G}_{1}\right\|_{2},
$$

and so $c$ is also given by

$$
c=\|B\|_{2}^{2} \cdot\left(1+\frac{\left\|\hat{\mathcal{G}}_{o}-\mathcal{G}_{1}\right\|_{2}}{\sigma_{n+1}}+2\left\|A_{12}\right\|_{2}\left\|\left[\begin{array}{l}
A_{21} \\
A_{22}
\end{array}\right]\right\|_{2} \sum_{i=0}^{\infty}\left\|A^{i}\right\|_{2} \cdot\left\|A_{11}^{i}\right\|_{2}\right)
$$

### 2.2.2 Time-varying Balanced Truncation

For linear time-varying systems, the procedure is analogous to the linear time-invariant case but requires the solution of two sets of difference equations in order to obtain the Gramians at each time step. Moreover the system must be uniformly controllable and observable over the considered interval [107, 133]. For discretetime systems this means that there exists a time-varying state-space transformation $T_{k}$ (uniformly bounded with uniformly bounded inverse) so that the transformed Gramians satisfy

$$
\begin{gathered}
T_{k}^{-1} \mathcal{G}_{c}(k) \mathcal{G}_{o}(k) T_{k}=\tilde{\mathcal{G}}_{c}(k) \tilde{\mathcal{G}}_{o}(k)=\Sigma^{2}(k), \\
0<\Sigma(k)<\infty I
\end{gathered}
$$

One also shows that if there is a uniform gap between "large" and "small" singular values, the constructed reduced model is asymptotically stable, and uniformly controllable and observable [107]. Rather than computing the complete transformation $T_{k}$, one can try to estimate only the first few columns of $T_{k}$, i.e., a matrix $X_{k} \in \mathbb{R}^{N \times n}$ whose columns span the "dominant" eigenvectors of the product $\mathcal{G}_{c}(k) \mathcal{G}_{o}(k)$. Similarly, one will need a matrix $Y_{k} \in \mathbb{R}^{N \times n}$ whose columns span the "dominant" eigenvectors of the product $\mathcal{G}_{o}(k) \mathcal{G}_{c}(k)$. One then obtains the reduced model for the system $\left\{E_{k}, A_{k}, B_{k}, C_{k}\right\}$ as

$$
\left\{Y_{k}^{*} E_{k} X_{k}, Y_{k}^{*} A_{k} X_{k}, Y_{k}^{*} B_{k}, C_{k} X_{k}\right\}
$$

If $E_{k}=I$ for all $k$, the bases provided have to be normalized using $Y_{k}^{T} X_{k}=I_{n}$ (see [128] for more details). Recently, a similar a priori error bound to (2.4) for time-varying systems was obtained in [106].

Theorem 2.5. [106] Given a balanced time-varying system $\mathcal{S}$ on the interval $[0, T]$ where each diagonal element $\sigma_{i}(k), i \in[n+1, N]$ of $\Sigma(k)$, is either non-increasing or non-decreasing for all $k \in[0, T]$. We have

$$
\left\|\mathcal{S}-\mathcal{S}_{n}\right\| \leq 2 \sum_{i=n+1}^{N} \sup _{k \in[0, T]} \sigma_{i}(k)
$$

where $\mathcal{S}_{n}$ is the truncated system of order $n$.

Either time-invariant or time-varying Balanced Truncation has the property that $n$ HSV are retained. Next, we investigate methods that preserve other parameters of a system.

### 2.3 Krylov-based approximation methods

In this section we discuss matching of the transfer function at specific frequencies using a projection. This can be done by matching the Markov parameters [46] or the moments at particular points of the complex plane. This matching at a finite number of frequencies is a form of interpolation [57]. Given a system $\mathcal{S}$, we can expand its transfer function around $z_{0}$ :

$$
T_{f}(z)=\eta_{0}+\eta_{1} \frac{\left(z-z_{0}\right)}{1!}+\eta_{2} \frac{\left(z-z_{0}\right)^{2}}{2!}+\ldots
$$

The approximation problem consists in finding $\hat{S}$, which has a transfer function

$$
\hat{T}_{f}(z)=\hat{\eta}_{0}+\hat{\eta}_{1} \frac{\left(z-z_{0}\right)}{1!}+\hat{\eta}_{2} \frac{\left(z-z_{0}\right)^{2}}{2!}+\ldots
$$

such that for appropriate $k$ :

$$
\eta_{i}=\hat{\eta}_{i}, \quad i=1,2, \ldots, k
$$

Moment matching methods can be implemented in a numerically stable and efficient way. Matching Markov parameters is known as partial realization. When $z_{0}=0$, the corresponding problem is known as Padé approximation. If $z_{0}$ takes a finite number of points $\omega_{i}$, it is called a multi-point Padé approximation. In the general case, the problem is known as rational interpolation. Rational interpolation generally results in a good approximation of the original transfer function near the expansion points, but may not be accurate at other frequencies.
In many cases the computation of the moments is numerically problematic, so we have to use another family of algorithms known as rational Krylov methods, in particular, Lanczos and Arnoldi methods. Two important properties of these methods are :

- moment matching is achieved without explicit computation of the moments, and
- the computation is implemented iteratively.

In the previous section, the construction of the projector was based on a SVD of the product of the Cholesky factors of the Gramians (2.2), which are dense matrices even if the system matrices are sparse.
Krylov methods are used to approximate the dominant eigenspace of the product of the Gramians $\mathcal{G}_{c} \mathcal{G}_{o}$. They are used in fact to construct an $n$ dimensional basis with $n \ll N$ and yet capture the dominant features of both Gramians.
The link is made using the Hankel map :

$$
\left[\begin{array}{c}
y_{0} \\
y_{1} \\
y_{2} \\
\vdots
\end{array}\right]=\underbrace{\left[\begin{array}{c}
C E^{-1} \\
C E^{-1}\left(A E^{-1}\right) \\
C E^{-1}\left(A E^{-1}\right)^{2} \\
\vdots
\end{array}\right]}_{\mathcal{O}_{E}} E \underbrace{\left[E^{-1} B\left(E^{-1} A\right) E^{-1} B\left(E^{-1} A\right)^{2} E^{-1} B \ldots\right]}_{\mathcal{C}_{E}}\left[\begin{array}{c}
u_{-1} \\
u_{-2} \\
u_{-3} \\
\vdots
\end{array}\right] .
$$

From this, one constructs Krylov sequences to approximate both factors $\mathcal{O}_{E}$ and $\mathcal{C}_{E}$.
Suppose now that we want to match the transfer function $G(z)=C(z E-A)^{-1} B$ at $k^{l}+k^{r}$ distinct frequencies $\omega_{l, 1}, \ldots, \omega_{l, k^{l}}, \omega_{r, 1}, \ldots, \omega_{r, k^{r}}$, where the subscripts $l$ and $r$ stand for "left" and "right". To achieve the matching, we can use the projection matrix $\pi=\pi_{r} \pi_{l}^{*}\left(\pi_{l}^{*} \pi_{r}=I_{n}\right)$ of rank $n$ such that :

$$
\begin{array}{ll}
\pi\left(e^{j \omega_{l, i}} E-A\right)^{-1} B=\left(e^{j \omega_{l, i}} E-A\right)^{-1} B, & \text { for } \quad i=1, \ldots, k^{l} \\
C\left(e^{j \omega_{r, i}} E-A\right)^{-1} \pi=C\left(e^{j \omega_{r, i}} E-A\right)^{-1}, & \text { for } \quad i=1, \ldots, k^{r} \tag{2.12}
\end{array}
$$

then with $E_{n}=\pi_{l}^{*} E \pi_{r}, A_{n}=\pi_{l}^{*} A \pi_{r}, B_{n}=\pi_{l}^{*} B, C_{n}=C \pi_{r}$, we have :

$$
C_{n}\left(e^{j \omega_{i}} E_{n}-A_{n}\right)^{-1} B_{n}=C\left(e^{j \omega_{i}} E-A\right)^{-1} B, \quad \forall \omega_{i} \in\left\{\omega_{l, i}\right\} \cup\left\{\omega_{r, i}\right\} .
$$

Here the rank $n$ of the projection is determined from the number of frequency points for which matching is required.

The projection matrix $\pi$ can be constructed as follows :
First the equations (2.11) and (2.12) can be rewritten as

$$
\begin{equation*}
\pi \mathcal{C}_{\omega}=\mathcal{C}_{\omega}, \quad \mathcal{O}_{\omega} \pi=\mathcal{O}_{\omega} \tag{2.13}
\end{equation*}
$$

where

$$
\mathcal{C}_{\omega}=\left[\left(e^{j \omega_{l, 1}} E-A\right)^{-1} B \ldots\left(e^{j \omega_{l, k^{l}}} E-A\right)^{-1} B\right],
$$

and

$$
\mathcal{O}_{\omega}=\left[\begin{array}{c}
C\left(e^{j \omega_{r, 1}} E-A\right)^{-1}  \tag{2.14}\\
\vdots \\
C\left(e^{j \omega_{r, k r}} E-A\right)^{-1}
\end{array}\right] .
$$

Let $\mathcal{C}_{\omega}=\pi_{1} X$ and $\mathcal{O}_{\omega}^{*}=\pi_{2} Y$ where $X$ and $Y$ are nonsingular and so that

$$
\pi_{2}^{*} \pi_{1}=I .
$$

From (2.13) it follows that

$$
\pi \pi_{1}=\pi_{1}, \quad \pi_{2}^{*} \pi=\pi_{2}^{*},
$$

and so $\pi=\pi_{1} \pi_{2}^{*}$ is the projector.
We have the following theorems which connect projection via Krylov subspaces and either the matching of Markov parameters (Theorem. 2.6) or the matching of moments at the points $\omega_{1}, \ldots, \omega_{k}(\neq \infty)$ (Theorem. 2.7) [64].

Theorem 2.6. Let us define

$$
\mathcal{K}_{k^{r}}\left(E^{-1} A, E^{-1} B\right)=\operatorname{span}\left\{E^{-1} B, E^{-1} A E^{-1} B, \ldots,\left(E^{-1} A\right)^{k^{r}-1} E^{-1} B\right\},
$$

and

$$
\mathcal{K}_{k^{l}}\left(E^{-*} A^{*}, E^{-*} C^{*}\right)=\operatorname{span}\left\{E^{-*} C^{*}, E^{-*} C^{*} E^{-*} A^{*}, \ldots, E^{-*} C^{*}\left(E^{-*} A^{*}\right)^{k^{l}-1}\right\} .
$$

Now, if

$$
\mathcal{K}_{k^{r}}\left(E^{-1} A, E^{-1} B\right) \subseteq \operatorname{Im}\left(\pi_{r}\right),
$$

and

$$
\mathcal{K}_{k^{l}}\left(E^{-*} A^{*}, E^{-*} C^{*}\right) \subseteq \operatorname{Im}\left(\pi_{l}\right),
$$

then

$$
C\left(E^{-1} A\right)^{i-1} E^{-1} B=C_{n}\left(E_{n}^{-1} A_{n}\right)^{i-1} E_{n}^{-1} B_{n}, \quad \text { for } \quad i=1,2, \ldots, k^{l}+k^{r} .
$$

Theorem 2.7. If

$$
\bigcup_{i=1}^{k} \mathcal{K}_{k_{i}^{r}}\left(\left(A-e^{j \omega_{i}} E\right)^{-1} E,\left(A-e^{j \omega_{i}} E\right)^{-1} B\right) \subseteq \operatorname{Im}\left(\pi_{r}\right),
$$

and

$$
\bigcup_{i=1}^{k} \mathcal{K}_{k_{i}^{l}}\left(\left(A-e^{j \omega_{i}} E\right)^{-T} E^{*},\left(A-e^{j \omega_{i}} E\right)^{-T} C^{*}\right) \subseteq \operatorname{Im}\left(\pi_{l}\right),
$$

then,

$$
\begin{aligned}
& C\left(\left(A-e^{j \omega_{i}} E\right)^{-1} E\right)^{j_{i}-1}\left(A-e^{j \omega_{i}} E\right)^{-1} B= \\
& \quad C_{n}\left(\left(A_{n}-e^{j \omega_{i}} E_{n}\right)^{-1} E_{n}\right)^{j_{i}-1}\left(A_{n}-e^{j \omega_{i}} E_{n}\right)^{-1} B_{n},
\end{aligned}
$$

for $j_{i}=1,2, \ldots, k_{i}^{r}+k_{i}^{l}$ and $i=1,2, \ldots, k$.
For the moment matching methods a very important open question that remains is how to choose the moment matching points $\omega_{i}$, and their order $k_{i}$, so that the global approximation error is small. Many authors proposed some heuristic choices [64], such that by trial and error, the interpolation points are chosen to minimize the errors in the interpolation points.

In general, strict stability of the reduced model cannot be guaranteed even if the original model is stable. Moreover, these methods may turn a strictly stable system into an unstable system. This problem can be fixed by implicit restart methods [67].

Stability can be guaranteed by decoupling the matching problem [136]. The idea is to use either $\mathcal{C}_{\omega} \mathcal{C}_{\omega}^{*}, \mathcal{G}_{o}$ or $\mathcal{G}_{c}, \mathcal{O}_{\omega}^{*} \mathcal{O}_{\omega}$ in defining the projection matrix $\pi$. For example consider the observability Gramian $\mathcal{G}_{o}$, and let $n=k^{r} p$ be the rank of the matrix $\mathcal{O}_{\omega}(2.14)$, then there exists a unitary state-space transformation $U$ such that

$$
\overline{\mathcal{G}}_{o}=U^{*} \mathcal{G}_{o} U=U^{*} \mathcal{O}_{\omega}^{*} \mathcal{O}_{\omega} U=\left[\begin{array}{cc}
\bar{\Sigma}_{n} & 0 \\
0 & 0
\end{array}\right] .
$$

Now if we take the realization of our system $\mathcal{S}=\{A, B, C\}$ for which

$$
\mathcal{G}_{o}=\left[\begin{array}{cc}
\Sigma_{n} & 0 \\
0 & 0
\end{array}\right], \quad \mathcal{O}_{\omega}=\left[\begin{array}{ll}
\Sigma_{n}^{1 / 2} & 0
\end{array}\right], \quad \text { and } \quad \mathcal{G}_{c}=\left[\begin{array}{ll}
\mathcal{G}_{c_{11}} & \mathcal{G}_{c_{11}} \\
\mathcal{G}_{c_{12}}^{*} & \mathcal{G}_{c_{22}}
\end{array}\right],
$$

where $\Sigma_{n}=U \bar{\Sigma}_{n} U^{*}$. Then
has a block-diagonal controllability Gramian and an observability Gramian equal to $\mathcal{G}_{o}$. The $n$ truncation yields a strictly stable system since $T^{-1} \mathcal{G}_{c} T^{-*}$ is block diagonal. The projector is

$$
\pi=\left[\begin{array}{cc}
I_{n} & 0 \\
\mathcal{G}_{c_{12}}^{*} \mathcal{G}_{c_{11}}^{-1} & 0
\end{array}\right]
$$

and satisfies $\mathcal{O} \pi=\mathcal{O}$.
Finally, it should be stressed that the Krylov based methods have reliable numerical implementations, which involve matrix-vector multiplications, exclusively [64]. They can be applied to large scale systems, unlike Balanced Truncation.

Recently, there has been a new approach based on a combination of Balanced Truncation and Krylov based methods, that could be called recursive low-rank Balanced Truncation or Approximated Balanced Truncation (ABT). The idea is not new : there exist so-called Smith methods (see e.g. the work of Gugercin-Sorenson-Antoulas [67], R.Li [84]). In the next section we give a description of the Approximated Balanced Truncation method.

### 2.4 Approximated Balanced Truncation

First, notice that the Balanced Truncation procedure (Algorithm 3) is based on the square roots of the Gramians. These square roots can be well approximated by low-rank approximations. The idea of Approximated Balanced Truncation is to use these low-rank approximations instead of the original square roots to provide an approximation to Balanced Truncation (see $\S .2 .2$ ).
Notice that even if the low-rank approximations were obtained from a discretization of the system, i.e., the discretized Gramians, any low-rank approximation of the discretized Gramian would be also a low-rank approximation of the continuous-time Gramian since they are preserved under the bilinear transformation. Actually since the two Gramians are equal, their dominant singular subspace are also equal. This property is used to obtain a reduced model of a continuous-time system whose projection matrices are computed from the discretized version of this system. The implemented algorithm is given below.

```
Algorithm 4 The Approximated Balanced Truncation algorithm (ABT).
    Required : The low-rank approximations \(S_{i}, R_{i} \in \mathbb{R}^{N \times n}\) of the Gramians \(\mathcal{G}_{c}\) and \(\mathcal{G}_{o}\);
    - Calculate the singular value decomposition of \(S_{i}^{T} R_{i}\)
```

$$
S_{i}^{T} R_{i}=U \Sigma V^{T}
$$

- Let

$$
X=S_{i} U \Sigma^{-1 / 2}, \quad \text { and } \quad Y=R_{i} V \Sigma^{-1 / 2}
$$

- The order n approximated truncated balanced realization is given by :

$$
A_{n}=Y^{*} A X, \quad B_{n}=Y^{*} B, \quad \text { and } \quad C_{n}=C X
$$

## Remark 2.8.

Here we use the SVD to "balance" the projection matrices. This is crucial because we approximate independently the Gramians. In practice, if the system has poles close to the unit circle, one or both Gramians are not well approximated. So we use the SVD to balance the error. We obtain indeed a convenient reducedorder model. This alternative balancing method was also proposed by Varga in [130]. He called it balancingfree square-root method, and its advantage is that it has a potentially better numerical accuracy for systems that are poorly scaled originally.

Now, let us discuss the effect of the approximation of Gramians on the quality of the obtained reduced model [67].

We consider the $n^{\text {th }}$ order reduced system obtained by Balanced Truncation,

$$
\mathcal{S}_{n}^{B T}=\left(\frac{A_{n}^{B T} \mid B_{n}^{B T}}{C_{n}^{B T} \mid}\right)=\left(\left.\frac{\pi_{l}^{*} A \pi_{r} \mid \pi_{l}^{*} B}{\left[C \pi_{r}\right.} \right\rvert\,\right.
$$

where $\pi_{l}$ and $\pi_{r}$ are constructed as in (§.2.2). Similarly, let

$$
\mathcal{S}_{n}=\binom{A_{n} \mid B_{n}}{\hline C_{n} \mid}=\left(\frac{Y^{*} A X \mid Y^{*} B}{C X}\right)
$$

be the $n^{\text {th }}$ order reduced model obtained by an Approximated Balanced Truncation where approximate Cholesky factors are used instead of the exact Cholesky factors for computing the projection matrices $X$ and $Y$. The following equation is then easily derived :

$$
A_{n} \Sigma A_{n}^{*}+B_{n} B_{n}^{*}-\Sigma=Y^{*} \Delta Y-Y^{*} A \Delta A^{*} Y
$$

where $\Delta$ is the error in the Gramian $\mathcal{G}_{c}$, i.e.,

$$
\Delta \doteq \mathcal{G}_{c}-S_{i} S_{i}^{T}
$$

and $\Sigma$ is the diagonal matrix obtained in Algorithm 4. The diagonal elements of the matrix $\Sigma$ are in fact a perturbation of the $n$ HSV of the system $\mathcal{S}_{n}=\left\{A_{n}, B_{n}, C_{n}\right\}$ and also of the $n$ dominant HSV of the system $\mathcal{S}=\{A, B, C\}$. This perturbation depends mainly of $\Delta$. It is clear that the stability of the reduced system is not always guaranteed ${ }^{5}$. However, this does not seem to occur often in practice (see also [67]); in general we obtain a stable reduced system for each of our computational examples.
But notice that one can use the idea presented in Section 2.3 to stabilize the resulting reduced order model if it is unstable.

The following result examines how close $S_{n}^{B T}$ is to $\mathcal{S}_{n}$.
Corollary 2.9. Assume that $X$ and $Y$ are close to $\pi_{r}$ and $\pi_{l}$ respectively, i.e., there exists a small number $\epsilon$ s.t.

$$
\left\|\pi_{r}-X\right\| \leq \epsilon, \quad \text { and } \quad\left\|\pi_{l}-Y\right\| \leq \epsilon
$$

Then we have :

$$
\begin{aligned}
& \left\|\mathcal{S}_{n}^{B T}-\mathcal{S}_{n}\right\|_{\infty} \leq \\
& \quad \epsilon\left(\left\|C_{n}^{B T}\right\|\left\|B_{n}^{B T}\right\|\left\|A_{n}^{B T}\right\|\left(\left\|\pi_{l}\right\|+\left\|\pi_{r}\right\|\right)+\left\|\mathcal{S}_{1}\right\|_{\infty}\left\|B_{n}^{B T}\right\|+\left\|\mathcal{S}_{2}\right\|_{\infty}\left\|C_{n}^{B T}\right\|\right)+O\left(\epsilon^{2}\right)
\end{aligned}
$$

where

$$
\mathcal{S}_{1} \doteq\left(\frac{A_{n}^{B T} \mid I}{C_{n}^{B T} \mid}\right), \quad \text { and } \quad \mathcal{S}_{2} \doteq\left(\begin{array}{c|c}
A_{n}^{B T} & B_{n}^{B T} \\
\hline I &
\end{array}\right)
$$

Proof. In order to prove this result, let us define first :

$$
\Delta_{r} \doteq \pi_{r}-X, \quad \text { and } \quad \Delta_{l} \doteq \pi_{l}-Y
$$

and let

[^13]$$
\left\|\Delta_{r}\right\| \leq \epsilon, \quad \text { and } \quad\left\|\Delta_{l}\right\| \leq \epsilon
$$
where $\epsilon$ is a small number. If we consider the following matrices
$$
\Delta_{A} \doteq A_{n}^{B T}-A_{n}, \quad \Delta_{B} \doteq B_{n}^{B T}-B_{n} \quad \text { and } \quad \Delta_{C} \doteq C_{n}^{B T}-C_{n}
$$

We have

$$
\begin{gathered}
\Delta_{A}=\pi_{l}^{*} A \pi_{r}-Y^{*} A X=\pi_{l}^{*} A\left(\pi_{r}-X\right)+\left(\pi_{l}-Y\right)^{*} A X=\pi_{l}^{*} A \Delta_{r}-\Delta_{l}^{*} A X, \\
\Delta_{B}=\pi_{l}^{*} B-Y^{*} B=\Delta_{l}^{*} B, \quad \text { and } \quad \Delta_{C}=C \pi_{r}-C X=C \Delta_{r}
\end{gathered}
$$

And so $\Delta_{A}, \Delta_{B}$ and $\Delta_{C}$ satisfy

$$
\begin{aligned}
& \left\|\Delta_{A}\right\| \leq \epsilon\|A\|\left(\left\|\pi_{l}\right\|+\left\|\pi_{r}\right\|\right)+\epsilon^{2}\|A\| \\
& \left\|\Delta_{B}\right\| \leq \epsilon\|B\|, \quad \text { and } \quad\left\|\Delta_{C}\right\| \leq \epsilon\|C\|
\end{aligned}
$$

To simplify the discussion, we shall assume that

$$
\left(j \omega-A_{n}\right)^{-1} \approx\left(j \omega-A_{n}^{B T}\right)^{-1}+\hat{\Delta}_{A}
$$

holds for every $\omega \in \mathbb{R}$ where $\hat{\Delta}_{A}=\left(j \omega-A_{n}^{B T}\right)^{-1} \Delta_{A}\left(j \omega-A_{n}\right)^{-1}$ satisfies the same upper bound as $\Delta_{A}$, i.e.,

$$
\begin{equation*}
\left\|\hat{\Delta}_{A}\right\| \leq \epsilon\|A\|\left(\left\|\pi_{l}\right\|+\left\|\pi_{r}\right\|\right)+\epsilon^{2}\|A\| \tag{2.15}
\end{equation*}
$$

Now, if we consider the $\mathcal{H}_{\infty}$ norm of the error system $\mathcal{S}_{n}^{B T}-\mathcal{S}_{n}$ we have

$$
\begin{aligned}
\mathcal{S}_{n}^{B T}-\mathcal{S}_{n} & =T_{f}^{B T}-T_{f_{n}} \\
& =C_{n}^{B T}\left(e^{j \omega} I-A_{n}^{B T}\right)^{-1} B_{n}^{B T}-C_{n}\left(e^{j \omega} I-A_{n}\right)^{-1} B_{n}
\end{aligned}
$$

Using (2.15) and the definitions of $\Delta_{A}, \Delta_{B}$ and $\Delta_{C}$ we obtain

$$
\begin{aligned}
\left\|\mathcal{S}_{n}^{B T}-\mathcal{S}_{n}\right\|_{\mathcal{H}_{\infty}} & =\left\|C_{n}^{B T} T_{A} B_{n}^{B T}-\left(C_{n}^{B T}-\Delta_{C}\right)\left[T_{A}+\hat{\Delta}_{A}\right]\left(B_{n}^{B T}-\Delta_{B}\right)\right\|_{2} \\
& =\left\|-\Delta_{C} T_{A} B_{n}^{B T}-C_{n}^{B T} T_{A} \Delta_{B}+\left(C_{n}^{B T}-\Delta_{C}\right) \hat{\Delta}_{A}\left(B_{n}^{B T}-\Delta_{B}\right)\right\|_{2}
\end{aligned}
$$

where $T_{A}=\left(e^{j \omega} I-A_{n}^{B T}\right)^{-1}$. Finally, using

$$
\mathcal{S}_{1} \doteq\binom{A_{n}^{B T} \mid I}{\hline C_{n}^{B T} \mid}, \quad \text { and } \quad \mathcal{S}_{2} \doteq\left(\begin{array}{c|c}
A_{n}^{B T} & B_{n}^{B T} \\
\hline I &
\end{array}\right)
$$

it is easy to deduce the final result

$$
\begin{aligned}
& \left\|\mathcal{S}_{n}^{B T}-\mathcal{S}_{n}\right\|_{\infty} \leq \\
& \quad \epsilon\left(\|C\|\|B\|\|A\|\left(\left\|\pi_{l}\right\|+\left\|\pi_{r}\right\|\right)+\left\|\mathcal{S}_{1}\right\|_{\infty}\|B\|+\left\|\mathcal{S}_{2}\right\|_{\infty}\|C\|\right)+O\left(\epsilon^{2}\right)
\end{aligned}
$$

Hence for small $\epsilon$, i.e., when $X$ and $Y$ are, respectively, close to $\pi_{r}$ and $\pi_{l}$, we expect $\mathcal{S}_{n}^{B T}$ to be close $\mathcal{S}_{n}$. This result says that the quality of a reduced order model depends on the distance between the projection matrices and those of BT. In [67], this result was given formally without proof for the continuous-time case. Here we gave a proof for the discrete-time case, but this may not say much about the quality of approximations. In general, the choice of coordinate system for $A_{n}, B_{n}$ and $C_{n}$ plays an important role as well.

### 2.5 Concluding remarks

In this chapter we review the most used projection based methods in model reduction, especially Balanced Truncation and Krylov subspaces methods. We also present a new derivation of an a posteriori bound of the $\mathcal{H}_{2}$ norm of the error system corresponding to the Balanced Truncation method.
We introduce a new method based on a combination of Krylov subspace ideas and the Balanced Truncation procedure. We called it Approximated Balanced Truncation.

The idea of this method is based on the fact that most techniques for model reduction of linear systems are based on the dominant subspaces of Gramians. In applications typically there is a rapid decay in the Gramians eigenvalues, and so these Gramians can be well approximated using low-rank approximations. These low-rank approximations are used instead of the original Gramians in the Balanced Truncation procedure to provide the reduced order model. This method has very nice properties. The combination of Krylov subspace ideas and the Balanced Truncation procedure implies that Approximated Balanced Truncation inherits the nice properties of both methods.
It benefits of the iterative computations inherited from Krylov subspace ideas. This iterative computations will reduce significatively the cost and make use of any sparsity in the data. The use of the Balanced Truncation procedure yields bounds on the quality of the approximations.

In the next four chapters, we present three novel algorithms which can be used to produce recursively the low-rank approximations of the Gramians. The complexities of these algorithms are of the order of $O(N)$, where $N$ is the order of the original system.

## Chapter 3

## Low-rank approximation methods

Most techniques for model reduction of linear systems are based on the dominant subspaces of Gramians (energy functions for in- and outgoing signals) or the dominant subspaces of their product. These Gramians are the solutions of Stein equations. Computing efficiently these solutions (or their dominant subspaces) when the system matrices are large and sparse is still very difficult (see for instance [17, 18, 19] for a survey). In fact, direct methods ignore sparsity in the Stein equations and are not very attractive for parallelization. For example, even if BT has the nice property that from a stable model it produces a reduced model which is guaranteed to be stable with a global a priori $\mathcal{H}_{\infty}$-error bound, in general the Krylov based methods are to be preferred for large problems.
The high complexity of BT is due to the fact that we solve two Stein equations and then compute a SVD, which both have complexity $O\left(N^{3}\right)$. And so for systems with $N \gg 100$ the cost of BT becomes prohibitive. The complexity of the "square root" method is still prohibitive due to the full balancing SVD (2.2).
However, if the Cholesky factors have low-rank the computational cost will be significantly reduced.
Recently, Penzl and others [98, 7] have observed that solutions to Stein (and equivalently Lyapunov) equations associated with LTI systems often have low numerical rank, which means that there is a rapid decay in the Gramians eigenvalues, and so a rapid decay in the HSV.
Indeed, the idea of low-rank methods is to take advantage of this low-rank structure to obtain approximate solutions in low-rank factored form. The principal outcome of these approaches is that the complexity and the storage are reduced from $O\left(N^{3}\right)$ flops and $O\left(N^{2}\right)$ words of memory to $O\left(N^{2} r\right)$ flops and $O(N r)$ words of memory, respectively, where $r$ is the "approximate" rank of the Gramian $(r \ll N)$. In fact, these lowrank schemes are the only way to solve efficiently very large scale Stein equations. Moreover, approximating directly the Cholesky factors of the Gramians and using these approximations to provide a reduced model, has a comparable cost to that of the popular moment matching methods. It requires only matrix-vector products and linear solvers.

In the sequel, we show how to approximate recursively the Gramians by a low-rank factorization or equivalently to approximate their Cholesky factors by a low-rank approximation, and at the same time exploit the possible sparsity of the model matrices.
Although all material below should be applied to both Gramians $\mathcal{G}_{c}$ and $\mathcal{G}_{o}$, we will focus on the controllability Gramian $\mathcal{G}_{c}$ only. Of course, the ideas developed here apply equally well to computing the observability Gramian $\mathcal{G}_{o}$.

### 3.1 Smith method

A popular approach for the time-invariant case is the Smith method. It was analyzed by Penzl [95]. This method computes recursive approximations to the solution of the Stein equation :

$$
\mathcal{G}_{c}(k+1)=A \mathcal{G}_{c}(k) A^{*}+B B^{*},
$$

which yields, for $\mathcal{G}_{c}(0)=0$, the iterates :

$$
\mathcal{G}_{c}(k)=\sum_{i=0}^{k-1} \Phi(k, i+1) B B^{*} \Phi(k, i+1)^{*}
$$

converging to the solution $\mathcal{G}_{c}$ of

$$
\begin{equation*}
\mathcal{G}_{c}=A \mathcal{G}_{c} A^{*}+B B^{*} \tag{3.1}
\end{equation*}
$$

where $\Phi(.,$.$) is the transition matrix which can be defined over any time period [i, j]$ by

$$
\Phi(j, i) \doteq A_{j-1} A_{j-2} \ldots A_{i+1} A_{i} .
$$

The Smith method converges linearly but has the drawback that it computes the solution in dense form and hence requires $O\left(N^{2}\right)$ storage and $O\left(N^{3}\right)$ per iteration if $A$ is dense [67].
If the discrete-time system considered is obtained from a continuous system using the bilinear transformation (1.2.9), accelerated versions of this method have been proposed by Penzl in [97], called the Multi-shift Smith, squared Smith and cyclic Smith(l) method. The key idea is to apply the Smith method cyclically with a finite number of shift parameters $\left\{\mu_{1}, \ldots, \mu_{l}\right\}$ (for more details see [97]). But, this method still has the storage requirement $O\left(N^{2}\right)$.
To take advantage of the "approximate" low-rank property of the Gramian, one has to use the so-called low-rank Smith method.

### 3.2 Low-rank Smith method

The key idea of the low-rank method is to substitute the iterates by their symmetric factorization :

$$
\mathcal{G}_{c}(k)=S_{k} S_{k}^{*} .
$$

This is always possible because $\mathcal{G}_{c}(k)$ can be shown to be symmetric and positive semi-definite (§.1.2.5). And instead of explicitly forming $\mathcal{G}_{c}$ or its square root $S_{k}$, the low-rank methods compute and store the low-rank approximate square root factor, which corresponds in this case to the controllability matrix $\mathcal{C}_{k}$ [97]. And so the original Gramian $\mathcal{G}_{c}(k)$ is approximated by $\mathcal{P}_{k}^{S}=\mathcal{C}_{k} \mathcal{C}_{k}^{*}$, where the superscript $S$ refers to Smith. The low-rank Smith method consists of two steps. First, let us define

$$
\mathcal{C}^{(1)}=B,
$$

we initialize $S_{1}^{S}$ by :

$$
\mathcal{C}_{1}=B
$$

followed by the actual low-rank Smith iteration :

$$
\begin{align*}
\mathcal{C}^{(i+1)} & =A \mathcal{C}^{(i)} \\
\mathcal{C}_{i+1} & =\left[\mathcal{C}_{i} \mathcal{C}^{(i+1)}\right] \tag{3.2}
\end{align*}
$$

It then follows that :

$$
\begin{equation*}
\mathcal{C}_{k}=\left[B A B A^{2} B \ldots A^{k-1} B\right] . \tag{3.3}
\end{equation*}
$$

We note that at the $k^{\text {th }}$ step, $\mathcal{C}_{k}$ has $m \times k$ columns; i.e., at each iteration the number of columns is increased by $m$. Hence, this method still has the drawback that as it requires a considerable level of memory it will fail if $m$ is large or if the convergence is slow. The following convergence result can be proven.

Proposition 3.1. [67] Let $A=V \Lambda V^{-1}$ be the eigenvalue decomposition of $A$. The $k$ step low-rank Smith iterates satisfy:

$$
\operatorname{Trace}\left(\mathcal{G}_{c}-\mathcal{P}_{k}^{S}\right) \leq \kappa(V)^{2} \cdot m \cdot \rho(A)^{2 k} \cdot \operatorname{Trace}\left(\mathcal{G}_{c}\right)
$$

where $\kappa(V)$ is the condition number of $V$.
Proof. We proceed as follows :

$$
\begin{aligned}
\operatorname{Trace}\left(\mathcal{G}_{c}-\mathcal{P}_{k}^{S}\right) & =\operatorname{Trace}\left(\sum_{i=k}^{\infty} A^{i} B B^{*}\left(A^{*}\right)^{i}\right) \\
& =\sum_{i=k}^{\infty}\left\|A^{i} B\right\|_{F}^{2} \\
& \leq m \sum_{i=k}^{\infty}\left\|A^{i} B\right\|_{2}^{2} \\
& \leq m \cdot \kappa(V)^{2} \cdot \rho(A)^{2 k} \cdot \sum_{i=0}^{\infty}\left\|A^{i} B\right\|_{2}^{2} \\
& \leq m \cdot \kappa(V)^{2} \cdot \rho(A)^{2 k} \cdot \operatorname{Trace}\left(\mathcal{G}_{c}\right) .
\end{aligned}
$$

Let $\sigma_{i}$ and $\hat{\sigma}_{i}$ denote the HSV resulting from the full-rank exact Gramians and the low-rank approximate Gramians respectively, i.e.,

$$
\sigma_{i}^{2}=\lambda_{i}\left(\mathcal{G}_{c} \mathcal{G}_{o}\right) \quad \text { and } \quad \hat{\sigma}_{i}^{2}=\lambda_{i}\left(\mathcal{P}_{k}^{S} \mathcal{Q}_{k}^{S}\right)
$$

Then, the following corollary holds.
Corollary 3.2. [67] Let us define $\hat{N}=\min (m, p)$. Then

$$
\begin{aligned}
\sum_{i=1}^{N} \sigma_{i}^{2}-\sum_{i=1}^{k \hat{N}} \hat{\sigma}_{i}^{2} \leq \kappa(V)^{2} \rho(A)^{2 k} \cdot\left(\kappa(V)^{2} \hat{N} \rho(A)^{2 k} \cdot \operatorname{Trace}\left(\mathcal{G}_{c}\right) \cdot \operatorname{Trace}\left(\mathcal{G}_{o}\right)+\right. \\
\left.m \cdot \operatorname{Trace}\left(\mathcal{G}_{c}\right) \sum_{i=0}^{k-1}\left\|C A^{j}\right\|_{2}^{2}+p \cdot \operatorname{Trace}\left(\mathcal{G}_{o}\right) \sum_{i=0}^{k-1}\left\|A^{j} B\right\|_{2}^{2}\right)
\end{aligned}
$$

Remark 3.3. One should notice that these error bounds critically depend on $\rho(A)$ and $\kappa(V)$. Hence when $\rho(A)$ is almost 1 and/or $A$ is highly non-normal, these error bounds will be of little use.

### 3.3 Modified low-rank Smith method

As already mentioned above, the linear growth of the number of columns of $\mathcal{C}_{k}$ may cause storage problems and yield poor convergence. To avoid this kind of problems, we propose a modified low-rank Smith iteration so that the number $n_{k}$ of columns in the low-rank square root factor does not increase unnecessarily at each step. The idea is not new, it has been already used in many others areas : image compression [40], information retrieval [20], but its application to model reduction was proposed first by Gugercin in [67]. Again, consider the Stein equation (3.1)

$$
\mathcal{G}_{c}=A \mathcal{G}_{c} A^{*}+B B^{*}
$$

Then the $k^{t h}$ low-rank Smith iterate is simply given by (3.3) :

$$
\mathcal{C}_{k}=\left[B A B A^{2} B \ldots A^{k-1} B\right]
$$

Hence, the approximate low-rank Gramian at the $k^{\text {th }}$ step is

$$
\mathcal{P}_{k}^{S}=\mathcal{C}_{k} \mathcal{C}_{k}^{*}=\sum_{i=0}^{k-1} A^{i} B B^{*}\left(A^{i}\right)^{*}
$$

Let the Short Singular Value Decomposition (SSVD) of $\mathcal{C}_{k}$ be $\mathcal{C}_{k}=U \Sigma V^{*}$. Then the SSVD of $\mathcal{P}_{k}^{S}$ is given by $\mathcal{P}_{k}^{S}=U \Sigma^{2} U^{*}$. Hence, it is enough to store only $U$ and $\Sigma$. In other words, $\hat{\mathcal{C}}_{k}=U \Sigma$ is also a low-rank square root factor of $\mathcal{P}_{k}^{S}$.
The idea is to replace the iterate $\mathcal{C}_{k}$ (or $\hat{\mathcal{C}}_{k}$ ) by its best rank $n_{k}$ approximation $S_{k}^{M L R S}$, here the superscript $S m$ refers to modified Smith.
Indeed,

$$
\mathcal{P}_{k}^{M L R S} \doteq S_{k}^{M L R S}\left(S_{k}^{M L R S}\right)^{*} \quad \text { where } \quad S_{k}^{M L R S}=U\left(:, 1: n_{k}\right) \cdot \Sigma\left(1: n_{k}, 1: n_{k}\right)
$$

is the best rank $n_{k}$ approximation of $\hat{\mathcal{C}}_{k} \hat{\mathcal{C}}_{k}^{*}$ and $\mathcal{C}_{k} \mathcal{C}_{k}^{*}$, and so $\mathcal{P}_{k}^{M L R S}$ is the best rank $n_{k}$ approximation of $\mathcal{P}_{k}^{S}$. However, instead of recomputing this approximation at each iteration, we propose an algorithm which updates it to include new data.
This algorithm is more general and can be applied in different fields. In fact, finding the best rank $n_{k}$ approximation of $\mathcal{C}_{k}$ is equivalent to finding its dominant subspace of dimension $n_{k}$. And so the algorithm is a recursive calculation of the dominant $n_{k}^{t h}$ dimensional singular subspace of a matrix $M$. It uses knowledge of the singular subspace of the new system to construct transformation which isolates the dominant subspace of the updated matrix from the "noise" subspace, so that it may be truncated.
In the next chapter, we propose to study the general numerical problem. We present an elegant economical sequential procedure to compute $S_{k}^{M L R S}$ and how to update it.

## Chapter 4

## Recursive calculation of dominant singular subspaces

In this chapter we show how to compute recursively low-rank approximations of the Gramians of LTI system. The algorithm computes recursively the dominant singular subspace of the controllability or observability matrices.
The numerical idea of this algorithm can also be applied to many other problems where one needs to compute the projector on the dominant subspace of a given data matrix $M$ of dimension $N \times m$. The type of application we are thinking of here implies $N \gg m$, and for the sake of simplicity we will assume $M$ to be real. In addition, we assume that the matrix $M$ is produced incrementally, so all of the columns are not available simultaneously. Several applications have this property. For example, approximating a matrix $M$ in which each column represents an image of a given sequence amounts to a Singular Value Decomposition-based compression [40]. Such an approximation is also used in the context of observation-based model reduction for dynamical systems. The so-called proper orthogonal decomposition (POD) approximation uses the dominant left space of a matrix $M$ where a column consists of a time instance of the solution of an evolution equation, e.g., the flow field from a fluid dynamics simulation. Since these flow fields tend to be very large only a small number can be stored efficiently during the simulation, and therefore an incremental approach is useful [128]. The dominant space approximation is also used in text retrieval to encode document/term information and avoid certain types of semantic noise. The incremental form is required when documents are added or when the entire matrix is not available at one point in time and space [29]. Finally, this approach can be applied to compute the modified low-rank Smith approximation $S_{n}^{M L R S}$.

In each of these applications, one can interpret the columns of the matrix $M$ as "data vectors" with some "energy" equal to their 2-norm. Finding the dominant space of dimension $n<\min (N, m)$ amounts to finding the $n$ first columns of the matrix $U$ in the singular value decomposition of $M$ :

$$
\begin{equation*}
M=U \Sigma V^{T}, \quad U^{T} U=I_{m}, \quad V V^{T}=V^{T} V=I_{m}, \quad \Sigma=\operatorname{diag}\left\{\sigma_{1}, \ldots \sigma_{m}\right\} \tag{4.1}
\end{equation*}
$$

and where the diagonal elements $\sigma_{i}$ of $\Sigma$ are non negative and non increasing. This decomposition in fact expresses that the orthogonal transformation $V$ applied to the columns of $M$ yields a new matrix $A V=U \Sigma$ with orthogonal columns of non-increasing norm. The "dominant" columns of this transformed matrix are obviously the $n$ leading ones. A block version of this decomposition makes this more explicit :

$$
M=U \Sigma V^{T}=\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right]\left[\begin{array}{ll}
\Sigma_{1} &  \tag{4.2}\\
& \Sigma_{2}
\end{array}\right]\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]^{T}
$$

where $U_{1}$ and $V_{1}$ have $n$ columns and $\Sigma_{1}$ is $n \times n$. An orthogonal basis for the corresponding space is then given by $U_{1}$, which is also equal to $M V_{1} \Sigma_{1}^{-1}$. The cost of this decomposition including the construction of $U$ is $14 \mathrm{Nm}^{2}+O\left(\mathrm{~m}^{3}\right)$. For an additional $O\left(\mathrm{~m}^{3}\right)$ operations it is also possible to compute an orthogonal basis for the columns of $V_{1}$, which is required in several applications.

A cheaper procedure is to first perform a QR decomposition of $M$, followed by a singular value decomposition of the smaller matrix $R[34]$ :

$$
\begin{equation*}
M=Q R, \quad R=U \Sigma V^{T} \tag{4.3}
\end{equation*}
$$

From these equations it is easy to see that $M V=Q U \Sigma$, and again this has orthogonal columns of non increasing norms. This decomposition costs typically $6 N m^{2}+O\left(m^{3}\right)$ [63]. It is even more economical to use the normal equations (or covariance matrix) of $M$. Its eigenvalue decomposition gives

$$
\begin{equation*}
M^{T} M=V \Lambda V^{T} \tag{4.4}
\end{equation*}
$$

and comparing this with (4.1) shows that the same matrix $V$ is constructed and that

$$
(M V)^{T}(M V)=\Lambda=\Sigma^{T} \Sigma
$$

This algorithm requires $N m^{2}$ operations to construct $M^{T} M$ and $N m n+O\left(m^{3}\right)$ operations to obtain $U_{1}=$ $M V_{1} \Sigma_{1}^{-1}$. Unfortunately, using the covariance matrix is not recommended because it is more sensitive to rounding errors [63].

In this chapter we consider applications where $N$ is huge, and where every column operation on $M$ or on the basis $U$ is not only costly in operations but also involves swapping data from the main memory, which will slow down the algorithm significantly. We present an algorithm that yields an approximate decomposition but requires only $8 N m n+4 N m k+O\left(m n^{3}\right)$ operations (where $k$ is the dimension of block that we add at each iteration) and also works recursively on the columns of $M$, i.e., the columns of $M$ (or data vectors) can be produced recursively and $M$ need not be stored in its entirety.

### 4.1 Recursive procedure

In this section we propose a recursive procedure to estimate the dominant subspace of a given matrix $M$ using a sequential (and incremental) processing of the columns of $M$. Bounds for the accuracy of this decomposition are derived later.
The main idea of the algorithm is the use of a sliding window, in the sense that we track the $n_{i}$-dominant space of $M$ with a sequence of windowed SVD's of finite dimension $N \times\left(n_{i}+k\right)$.
Let us define first some notations. We denote by $M_{i}$ the current version of the "window", $K_{i}$ the kept dominant part of this window after iteration $i, N_{i}$ the added part to $K_{i-1}$ at the iteration $i$ to construct $M_{i}$, i.e.,

$$
M_{i}=\left[\begin{array}{ll}
K_{i-1} & N_{i} \tag{4.5}
\end{array}\right],
$$

and $n_{i}$ the number of columns kept at each iteration. For now we will assume $n_{i}$ to be a constant $n_{i}=n$ defined by user. We will see later how to automate the choice of $n_{i}$ and adapt it dynamically.

Assume that at the beginning of step $i$ a QR decomposition of $K_{i-1} \in \mathbb{R}^{N \times n}$ is available :

$$
\begin{equation*}
K_{i-1}=Q_{(i-1)} R_{(i-1)} \tag{4.6}
\end{equation*}
$$

By using a Gram-Schmidt procedure, it is possible to update this QR factorization by building on the current factorization. Given the following :

$$
\begin{gather*}
R_{N}=Q_{(i-1)}^{*} N_{i} \\
\left(I-Q_{(i-1)} Q_{(i-1)}^{*}\right) N_{i}=N_{i}-Q_{(i-1)} R_{N}=Q_{\perp} R_{\perp} \tag{4.7}
\end{gather*}
$$

the updated QR factorization is given by the following partitioning :

$$
\begin{aligned}
M_{i}=\left[\begin{array}{ll}
Q_{(i-1)} R_{(i-1)} N_{i}
\end{array}\right] & =\left[\begin{array}{ll}
Q_{(i-1)} & Q_{\perp}
\end{array}\right]\left[\begin{array}{ll}
R_{(i-1)} & R_{N} \\
& R_{\perp}
\end{array}\right] \\
& =\hat{Q} \hat{R} .
\end{aligned}
$$

The construction of ( $N_{i}-Q_{(i-1)} R_{N}$ ) requires $4 N n k$ operations, while its QR factorization (4.7) requires $4 N k^{2}$. This results in a total cost of $4 N k(n+k)$ operations per step.

In order to truncate the information associated with the residual subspace denoted $Q_{(i)_{\text {res }}}$, it is necessary to isolate it from the dominant subspace $Q_{(i)}$ in $\hat{Q}$.
This can be done by applying transformations $G_{u}$ and $G_{v}$ to both sides of $\hat{R}$ to decouple the dominant and residual subspaces as follows :

$$
G_{u}^{*} \hat{R} G_{v}=G_{u}^{*}\left[\begin{array}{cc}
R_{(i-1)} & R_{N}  \tag{4.8}\\
0 & R_{\perp}
\end{array}\right] G_{v}=\left[\begin{array}{cc}
R_{(i)} & 0 \\
0 & R_{(i)_{r e s}}
\end{array}\right]
$$

Now, let us consider the SVD of $\hat{R}$ :

$$
\hat{R}=\left[\begin{array}{ll}
\hat{U}_{1} & \hat{U}_{2}
\end{array}\right]\left[\begin{array}{ll}
\hat{\Sigma}_{1} & \\
& \hat{\Sigma}_{2}
\end{array}\right]\left[\begin{array}{ll}
\hat{V}_{1} & \hat{V}_{2}
\end{array}\right]
$$

where $\hat{\Sigma}_{1} \in \mathbb{R}^{n \times n}$ contains the dominant singular values and $\hat{\Sigma}_{2} \in \mathbb{R}^{k \times k}$ contains the dismissed singular values.
$G_{u}$ is constructed to transform $\hat{U}_{2}$ to $\left[\begin{array}{c}0 \\ I_{k}\end{array}\right]$. Applying $G_{u}$ to $\hat{R}$ will destroy its upper triangular form, and so $G_{v}$ is constructed to restore $G_{u}^{*} \hat{R}$ to upper triangular form.
We therefore have the updating QR decomposition :

$$
\left.\begin{array}{rl}
M_{i} G_{v}=Q_{u p} R_{u p} & =\left(\hat{Q} G_{u}\right) \quad \cdot \\
& =\left[G_{(i)}^{*} \hat{R} G_{v}\right)  \tag{4.9}\\
Q_{(i)_{r e s}}
\end{array}\right] \cdot\left[\begin{array}{cc}
R_{(i)} & 0 \\
0 & R_{(i)_{r e s}}
\end{array}\right], ~ \$
$$

and since $R_{u p}$ has the required block form (4.1) we have found a basis for the dominant $n$ dimensional subspace of $M_{i}$ in the form of the first $n$ columns of $Q_{u p}$ i.e., $Q_{(i)}$. Furthermore, the new $K_{i}$ is obtained as follows :

$$
K_{i}=Q_{(i)} R_{(i)}
$$

Both matrices $G_{u}$ and $G_{v}$ can be constructed as a product of $\frac{k(2 n+k-1)}{2} 2 \times 2$ Givens transformations, allowing an elegant update of $\hat{R}$ using only $O\left((n k)^{2}\right)$ operations (see Appendix 8). But the costly part of our algorithm is the update of $\hat{Q}$, and hence it is preferable to choose $G_{u}$ to be a Householder transformation. When retriangularizing $G_{u}^{*} \hat{R}$ one then needs to perform again a QR factorization, which requires $2(n+k)^{3}$ operations (a Gram-Schmidt on a $(n+k) \times(n+k)$ matrix), but since $n, k<m \ll N$, this is of no concern. The cost of the update of $\hat{Q}$ to $Q_{u p}$ is that of a Householder transformation applied to an $N \times(n+k)$ matrix (but where only the $n$ first columns are computed) and is thus $4 N n k$ operations. The column vectors of the matrix $\hat{U}_{2}$ can be computed with a few steps of inverse iteration, or with a shifted inverse iteration. The cost of this calculation as well as the update of $\hat{R}$ is thus $8 N n k+4 N k^{2}+O\left((n+k)^{3}\right)$ operations per iteration and hence negligible with respect to the update of $\hat{Q}$. A more involved technique uses modified Givens transformations since their complexity is the same as that of Householder transformations for the product $\hat{Q} G_{u}$, and is of the order of $10 N n k+4 N k^{2}$ for forming the product $G_{u}^{*} \hat{R} G_{v}$. Unfortunately, this requires storing and updating additional diagonal scaling matrices, which typically hurt the performance of codes used for parallel machines. We refer to [13] for a discussion on the Householder and Givens transformations for the block case.
Table 4.1 shows the complexity of each step and the total complexity for the block case, i.e., where we add $k>1$ new vectors at each step. We also show the total complexity for the single vector case where at each step we add only one vector (i.e., $k=1$ ). We recall that these complexities are the cost of our algorithm, for both techniques: Givens and Householder, applied to a $N \times m$ matrix, where the number of steps is given by $\tau, m=k \tau$.

| Algorithm | Givens | Householder |
| :---: | :---: | :---: |
| Cost per step $(k>1)$ | $10 N n k+4 N k^{2}+6 n k^{2} i$ | $8 N n k+4 N k^{2}+2 n(n+k) i k$ |
| Total cost $(k>1)$ | $10 N n \tau+4 N k \tau+3 n k^{2} \tau(\tau+1)$ | $8 N n \tau+4 N k \tau+n(n+k) k \tau(\tau+1)$ |
| Total cost $(k=1)$ | $10 N m n+O\left(m n^{3}\right)$ | $8 N m n+O\left(m n^{3}\right)$ |

Table 4.1. Two-sided complexity for Givens and Householder [13].

Algorithm 5 shows the formal algorithm of this recursive procedure.

```
Algorithm 5 The Modified Low-Rank Smith algorithm (MLRS).
    Given \(n\) and \(k\) s.t. \(m=n+k \tau\), we initialize \(K_{0}\) by
                                    \(K_{0}=M(:, 1: n)\),
    and let define \(k_{1}=n+k\);
    for \(i=1: \tau\) do
        \(N_{i}=M(:, n+(i-1) k+1: n+i k) ;\)
        \(M_{i}=\left[K_{i-1} \mid N_{i}\right]\);
            \% We expand \(K_{i-1}\) by appending \(k\) columns \(N_{i}\).
        \([Q, R]=q r\left(M_{i}, 0\right)\);
            \(\%\) We compute an economical QR decomposition of \(M_{i}\);
        \([U, S, V]=\operatorname{svd}(R, 0)\);
            \%We compute the SSVD of the small upper triangular matrix \(R\);
        for \(j=n+k:-1: n+1\) do
            for \(l=1: k_{1}-1\) do
            \(G u=\operatorname{givens}(U(i+1, j), U(i, j))\);
            \(U(i: i+1,:)=G u^{\prime} * U(i: i+1,:)\);
            \(R(i: i+1,:)=G u^{\prime} * R(i: i+1,:) ;\)
            \(G v=\operatorname{givens}(R(i+1, j-n+2), R(i+1, j-n+1))\);
            \(R(:, j-n+1: j-n+2)=R(:, j-n+1: j-n+2) * G v\);
            \(Q(:, i: i+1)=Q(:, i: i+1) * G u ;\)
        end for
            \(k_{1}=k_{1}-1\);
        end for
        \(K_{i}=Q(:, 1: n) * R(1: n, 1: n)\);
            \% We update \(K_{i}\) using a contraction (deleting \(k\) columns).
    end for
```

The algorithm thus computes at each step a decomposition that "deflates" the smallest singular vectors of the current $N \times(n+k)$ matrix $M_{i}$ and then appends to it the columns of $N_{i}$. All columns of $M$ therefore are passed through once and compared with the current best estimate of this dominant subspace. At first sight this is a very heuristic algorithm but in Section 4.3 we show that quite good bounds can be obtained for the quality of this basis (see also [13]).

### 4.2 Updating a two-sided decomposition

The algorithm above yields at step $i$ an approximation $Q_{(i)}$ of the dominant left singular subspace of $M($ : , $1: n+i k)$, but in several applications it makes sense to update simultaneously an approximation of the corresponding right singular subspace of this matrix. This can be done with little extra cost.

We start from the notation introduced in (4.6), which we rewrite as

$$
\begin{equation*}
M(:, 1: n+k) V_{(1)}=Q_{(1)} R_{(1)}, \tag{4.10}
\end{equation*}
$$

where $V_{(1)}=I_{n+k} G_{v}\left[\begin{array}{c}I_{n} \\ \mathbf{0}\end{array}\right] \in \mathbb{R}^{n+k \times n}$. We show by induction that at each step $i$ we have a decomposition

$$
\begin{equation*}
M(:, 1: n+i k) V_{(i)}=K_{i}=Q_{(i)} R_{(i)}, \tag{4.11}
\end{equation*}
$$

where $V_{(i)} \in \mathbb{R}^{n+i k \times n}$ satisfies $V_{(i)}^{T} V_{(i)}=I_{n}$.
From (4.10) it is obvious that this holds for $i=1$. For the induction step we start by assuming that it holds for $i-1$ :

$$
M(:, 1: n+(i-1) k) V_{(i-1)}=K_{i}=Q_{(i-1)} R_{(i-1)} .
$$

We then append the block $N_{i}$ to $M(:, n+(i-1) k)$ to get $M(:, n+i k)$ and obviously

$$
M(:, 1: n+i k)\left[\begin{array}{cc}
V_{(i-1)} & 0  \tag{4.12}\\
0 & I_{k}
\end{array}\right]=\left[Q_{(i-1)} R_{(i-1)} N_{i}\right] .
$$

Now use (4.5-4.9) to update this to

$$
\begin{align*}
M(:, 1: n+i k) & {\left[\begin{array}{cc}
V_{(i-1)} & 0 \\
0 & I_{k}
\end{array}\right] G_{v} } \tag{4.13}
\end{align*}=\left[Q_{(i)} R_{(i)} Q_{(i)_{r e s}} R_{(i)_{r e s}}\right]
$$

Taking the first $n$ columns of both sides of this equation yields (4.11) with

$$
V_{(i)}=\left[\begin{array}{cc}
V_{(i-1)} & 0  \tag{4.14}\\
0 & I_{k}
\end{array}\right] G_{v}\left[\begin{array}{c}
I_{n} \\
0
\end{array}\right] \in \mathbb{R}^{(n+i k) \times n},
$$

which obviously satisfies $V_{(i)}^{*} V_{(i)}=I_{n}$. The additional work for updating the approximation $V_{(i)}$ is just the multiplication (4.14), which requires $2 n(n+k) i k$ flops per iteration if $G_{v}$ is constructed via Householder transformations and $6 n k^{2} i$ flops per iteration if we use the Givens rotations, and hence leads, respectively, to a total of

$$
\sum_{i=1}^{\tau} 2 n(n+k) i k=2 n k(n+k) \sum_{i=1}^{\tau} i=n k(n+k) \tau(\tau+1),
$$

and

$$
\sum_{i=1}^{\tau} 6 n k^{2} i=6 n k^{2} \sum_{i=1}^{\tau} i=3 n k^{2} \tau(\tau+1),
$$

additional flops for the full decomposition ${ }^{1}$. This additional work can be neglected if $N \gg k, n$.
We terminate this section by writing a decomposition for the matrix $M(:, 1: n+i k)$ (for any $i \geq 1$ ) if we would not delete the "residual" block at each step. There exists an orthogonal matrix $V_{i} \in \mathbb{R}^{(i k+n) \times(i k+n)}$ embedding $V_{(i)}$ :

$$
V_{i}=\left[V_{(i)} V_{\left(\frac{1}{i}\right)}^{\perp}\right] .
$$

Choosing appropriate basis vectors for $V_{(i)}^{\perp}$, we obtain a decomposition of the type

$$
\begin{equation*}
M(:, 1: n+i k) V_{i}=\left[Q_{(i)} R_{(i)} Q_{(i)_{\text {res }}} R_{(i)_{\text {res }}} \ldots Q_{(1)_{\text {res }}} R_{(1)_{\text {res }}}\right] . \tag{4.15}
\end{equation*}
$$

[^14]From this we obtain the additive decomposition

$$
\begin{equation*}
M(:, 1: n+i k)=\underbrace{Q_{(i)} R_{(i)}}_{K_{i}} V_{(i)}^{*}+\left[Q_{(i)_{r e s}} R_{(i)_{r e s}} \ldots Q_{(1)_{r e s}} R_{(1)_{r e s}}\right] V_{(i)}^{\perp T} \tag{4.16}
\end{equation*}
$$

which will be used later on to derive error bounds.

### 4.3 Accuracy bounds

It is clear that after the first step we obtain a decomposition

$$
M(:, 1: n+k) G_{v}^{*}=\left[\begin{array}{ll}
Q_{(1)} & Q_{(1)_{r e s}}
\end{array}\right] \cdot\left[\begin{array}{cc}
R_{(1)} & 0  \tag{4.17}\\
0 & R_{(1)_{r e s}}
\end{array}\right]
$$

Let $\sigma_{i}, i=1, \ldots, m$, be the singular values of $M, \hat{\sigma}_{j}^{(1)}, j=1, \ldots, n$, those of $R_{(1)}$ and thus they are also the singular values of $K_{1}$, and $\mu_{j}^{(1)}, j=1, \ldots, k$ those of $R_{(1)_{r e s}}$. Then according to the above decomposition, $M(:, 1: n+k)$ has singular values

$$
\hat{\sigma}_{1}^{(1)}, \ldots, \hat{\sigma}_{n}^{(1)}, \mu_{1}^{(1)}, \ldots, \mu_{k}^{(1)}
$$

But since this is a submatrix of $M$ obtained by deleting a number of columns, we have the inequalities [63]:

$$
\begin{equation*}
\hat{\sigma}_{1}^{(1)} \leq \sigma_{1}, \quad \ldots, \quad \hat{\sigma}_{n}^{(1)} \leq \sigma_{n}, \quad \mu_{1}^{(1)} \leq \sigma_{n+1}, \quad \ldots, \quad \mu_{k}^{(1)} \leq \sigma_{n+k} \tag{4.18}
\end{equation*}
$$

Similarly one easily shows that each intermediate matrix (4.9)

$$
M_{i} G_{v}=\left[\begin{array}{ll}
Q_{(i)} & Q_{(i)_{r e s}}
\end{array}\right] \cdot\left[\begin{array}{cc}
R_{(i)} & 0  \tag{4.19}\\
0 & R_{(i)_{r e s}}
\end{array}\right]
$$

with singular values

$$
\hat{\sigma}_{1}^{(i)}, \ldots, \hat{\sigma}_{n}^{(i)}, \mu_{1}^{(i)}, \ldots, \mu_{k}^{(i)}
$$

is also orthogonally equivalent to a submatrix of $M$. Therefore we have in general

$$
\begin{equation*}
\hat{\sigma}_{1}^{(i)} \leq \sigma_{1}, \quad \ldots, \quad \hat{\sigma}_{n}^{(i)} \leq \sigma_{n}, \quad \mu_{1}^{(i)} \leq \sigma_{n+1}, \quad \ldots, \quad \mu_{k}^{(i)} \leq \sigma_{n+k} \tag{4.20}
\end{equation*}
$$

Finally, since the matrix

$$
\begin{align*}
{\left[\begin{array}{ll}
K_{i-1} & N_{i}
\end{array}\right] } & =\left[\begin{array}{ll}
Q_{(i-1)} R_{(i-1)} & Q_{(i-1)} R_{N}+Q_{\perp} R_{\perp}
\end{array}\right] \\
& =\left[\begin{array}{ll}
Q_{(i)} & Q_{(i)_{r e s}}
\end{array}\right]\left[\begin{array}{cc}
R_{(i)} & 0 \\
0 & R_{(i)_{r e s}}
\end{array}\right] G_{v}^{*}  \tag{4.21}\\
& =\left[\begin{array}{ll}
K_{i} & Q_{(i)_{r e s}} R_{(i)_{r e s}}
\end{array}\right] G_{v}^{*}
\end{align*}
$$

has singular values $\hat{\sigma}_{1}^{(i)}, \ldots, \hat{\sigma}_{n}^{(i)}, \mu_{1}^{(i)}, \ldots, \mu_{k}^{(i)}$, and $Q_{(i-1)} R_{(i-1)}$ is its submatrix, we have the inequalities

$$
\begin{equation*}
\hat{\sigma}_{1}^{(i-1)} \leq \hat{\sigma}_{1}^{(i)}, \quad \ldots, \quad \hat{\sigma}_{n}^{(i-1)} \leq \hat{\sigma}_{n}^{(i)} \tag{4.22}
\end{equation*}
$$

All this says that the singular values $\mu_{j}^{(i)}, j=1, \ldots, k$, that are dismissed at each step are all smaller than $\sigma_{n+1}$ and that the singular values $\hat{\sigma}_{j}^{(i)}, j=1, \ldots, n$, that are updated increase monotonically towards the first $n$ singular values of $M$. To obtain bounds at the end of the iterative procedure we need to relate $M$ to the computed quantities. For this, we point out that there exists an orthogonal column transformation $V_{\tau}$ (4.15) which relates $M$ and the intermediate results of the recursive algorithm, where $\tau$ is the number of iterations :

$$
\begin{equation*}
M V_{\tau}=\left[K_{\tau} Q_{(\tau)_{\text {res }}} R_{(\tau)_{\text {res }}} \ldots Q_{(1)_{\text {res }}} R_{(1)_{\text {res }}}\right] \tag{4.23}
\end{equation*}
$$

The transformation $V_{\tau}$ indeed consists of all the smaller transformations $G_{v}$ and appropriately chosen permutations to obtain (4.23). Using the singular value decomposition of $R_{(\tau)}$,

$$
R_{(\tau)}=\hat{U}_{\tau} \Sigma \hat{V}_{\tau}^{*}
$$

one then constructs orthogonal transformations so that

$$
M V_{\tau}\left[\begin{array}{cc}
\hat{V}_{\tau} & 0  \tag{4.24}\\
0 & I
\end{array}\right]=\left[Q_{(\tau)} \hat{U}_{\tau} Q_{(\tau)}^{\perp}\right]\left[\begin{array}{cc}
\hat{\Sigma} & R_{1}^{e} \\
0 & R_{2}^{e}
\end{array}\right]
$$

where $Q_{(\tau)}^{\perp}$ is orthogonal to $Q_{(\tau)}$ and where the columns of

$$
R^{e} \doteq\left[\begin{array}{l}
R_{1}^{e} \\
R_{2}^{e}
\end{array}\right]
$$

have 2-norms $\mu_{j}^{(i)}$. The Frobenius norm of this submatrix is therefore equal to

$$
\left\|\left[\mu_{1}^{(1)}, \ldots, \mu_{k}^{(1)}, \mu_{1}^{(2)}, \ldots, \mu_{k}^{(2)}, \ldots, \mu_{1}^{(\tau)}, \ldots, \mu_{k}^{(\tau)}\right]\right\|_{2} .
$$

From (4.24) one already finds a bound for the accuracy of the computed singular values. The singular values of $M$ are also those of $\hat{M} \doteq\left[\begin{array}{cc}\hat{\Sigma} & R_{1}^{e} \\ 0 & R_{2}^{e}\end{array}\right]$. Applying the Wielandt-Hoffman theorem for singular values to this yields [63] :

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\sigma_{i}-\hat{\sigma}_{i}^{(\tau)}\right)^{2} \leq\left\|R^{e}\right\|_{F}^{2}=\sum_{i, j}\left(\mu_{j}^{(i)}\right)^{2} \leq(m-n) \cdot \sigma_{n+1}^{2} \tag{4.25}
\end{equation*}
$$

If we know the singular values have a considerable gap

$$
\begin{equation*}
\gamma \doteq \sigma_{n}-\sigma_{n+1} \tag{4.26}
\end{equation*}
$$

then this bound says that the $n$ largest singular values are well approximated. If $\gamma$ is large, the space spanned by the corresponding singular vectors is also insensitive to perturbations. Moreover, one can improve on the bounds for the singular value perturbations provided by the Wielandt-Hoffman theorem. To analyze this in more detail we use the following theorem proven in [116].

## Theorem 4.1.

Let $\hat{H}$ and $E$ be square Hermitian matrices partitioned as

$$
\hat{H}=\left[\begin{array}{cc}
\hat{H}_{1,1} & 0 \\
0 & \hat{H}_{2,2}
\end{array}\right], \quad E=\left[\begin{array}{cc}
E_{1,1} & E_{1,2} \\
E_{2,1} & E_{2,2}
\end{array}\right]
$$

and define $\epsilon=\left\|E_{1,2}\right\|_{2}$ and $\delta=\min \left|\lambda\left(\hat{H}_{1,1}\right)-\lambda\left(\hat{H}_{2,2}\right)\right|-\left\|E_{1,1}\right\|_{2}-\left\|E_{2,2}\right\|_{2}$. If $\delta>2 \epsilon$, then there exists a unitary matrix $X$ of the form

$$
X=\left[\begin{array}{cc}
I_{n} & -P^{*} \\
P & I_{N-n}
\end{array}\right]\left[\begin{array}{cc}
\left(I+P^{*} P\right)^{-1 / 2} & 0 \\
0 & \left(I+P P^{*}\right)^{-1 / 2}
\end{array}\right]
$$

such that

$$
H \doteq X^{*}(\hat{H}+E) X=\left[\begin{array}{cc}
H_{1,1} & 0 \\
0 & H_{2,2}
\end{array}\right]
$$

where $\|P\|_{2}<2 \epsilon / \delta$.

This theorem is used to estimate the accuracy of both the left and right dominant subspaces of $M$ as follows. Suppose

$$
\hat{H}_{u}=\left[\begin{array}{cc}
\hat{\Sigma}^{2} & 0  \tag{4.27}\\
0 & 0
\end{array}\right]
$$

is the current "approximation" of the eigenvalue decomposition of

$$
H_{u} \doteq \hat{M} \hat{M}^{*}=\left[\begin{array}{cc}
\hat{\Sigma}^{2} & 0  \tag{4.28}\\
0 & 0
\end{array}\right]+\left[\begin{array}{l}
R_{1}^{e} \\
R_{2}^{e}
\end{array}\right]\left[\left(R_{1}^{e}\right)^{*}\left(R_{2}^{e}\right)^{*}\right] .
$$

The left dominant "singular" subspace of $\hat{M}$ is also the dominant eigensubspace of $H_{u}$. The dominant eigensubspace of the nearby matrix $\hat{H}_{u}$ is clearly $\operatorname{Im}\left[\begin{array}{c}I_{n} \\ 0\end{array}\right]$ and the corresponding eigenvalues are the diagonal elements $\hat{\sigma}_{1}^{(\tau)}, \ldots, \hat{\sigma}_{n}^{(\tau)}$ of $\hat{\Sigma}^{2}$. But due to the perturbations $R_{1}^{e}$ and $R_{2}^{e}$ these are incorrect. After transforming $\hat{M} \hat{M}^{*}$ to $X_{u}^{*} \hat{M} \hat{M}^{*} X_{u}$ we obtain its true eigenvalues (i.e., the squared singular values of $\hat{M}$ ) in the matrix $H_{1,1}$ and the true dominant subspace as $\operatorname{Im}\left[\begin{array}{l}I_{n} \\ P_{u}\end{array}\right]$. The norm of $P_{u}$ is a measure for the angular rotation of this subspace and it is bounded by $2 \epsilon_{u} / \delta_{u}$. The largest canonical angle $\theta_{n}$ between the spaces $\operatorname{Im}\left[\begin{array}{c}I_{n} \\ 0\end{array}\right]$ and $\operatorname{Im}\left[\begin{array}{l}I_{n} \\ P_{u}\end{array}\right]$ in fact satisfies [116] :

$$
\cos \theta_{n}=\frac{1}{\sqrt{1+\left\|P_{u}\right\|^{2}}}, \quad \sin \theta_{n}=\frac{\left\|P_{u}\right\|}{\sqrt{1+\left\|P_{u}\right\|^{2}}}, \quad \tan \theta_{n}=\left\|P_{u}\right\|
$$

and measures the "rotation" of the dominant subspace with respect to its approximation.
Clearly here $\epsilon_{u}=\left\|R_{1}^{e}\left(R_{2}^{e}\right)^{*}\right\|_{2}$ and $\delta_{u}=\left(\hat{\sigma}_{n}^{(\tau)}\right)^{2}-\left\|R_{1}^{e}\right\|_{2}^{2}-\left\|R_{2}^{e}\right\|_{2}^{2}$. Notice that $\left\|R^{e}\right\|_{F}^{2}=\sum_{i, j}\left(\mu_{j}^{(i)}\right)^{2}$ and that we actually compute these values during our recursive calculations. It would therefore be convenient to bound $2 \epsilon_{u} / \delta_{u}$ in terms of these "discarded" singular values $\mu_{j}^{(i)}$. One easily derives the bounds

$$
\left\|R_{1}^{e}\left(R_{2}^{e}\right)^{*}\right\|_{2} \leq \frac{1}{2}\left\|\left[\begin{array}{c}
R_{1}^{e} \\
R_{2}^{e}
\end{array}\right]\left[\left(R_{1}^{e}\right)^{*}\left(R_{2}^{e}\right)^{*}\right]\right\|_{2}=\frac{1}{2}\|\underbrace{\left[\begin{array}{l}
R_{1}^{e} \\
R_{2}^{e}
\end{array}\right]}_{R^{e}}\|_{2}^{2}
$$

and

$$
\left\|R^{e}\right\|_{2}^{2} \leq\left\|R_{1}^{e}\left(R_{2}^{e}\right)^{*}\right\|_{2}+\left\|R_{2}^{e}\left(R_{2}^{e}\right)^{*}\right\|_{2}=\left\|\left(R_{1}^{e}\right)^{*} R_{1}^{e}\right\|_{2}+\left\|\left(R_{2}^{e}\right)^{*} R_{2}^{e}\right\|_{2} \leq 2\left\|R^{e}\right\|_{2}^{2} .
$$

Defining

$$
\mu \doteq\left\|\left[\begin{array}{l}
R_{1}^{e}  \tag{4.29}\\
R_{2}^{e}
\end{array}\right]\right\|_{2}
$$

we then have

$$
\begin{equation*}
\epsilon_{u} \leq \frac{\mu^{2}}{2}, \quad\left(\hat{\sigma}_{n}^{(\tau)}\right)^{2}-\mu^{2} \geq \delta_{u} \geq\left(\hat{\sigma}_{n}^{(\tau)}\right)^{2}-2 \mu^{2} \tag{4.30}
\end{equation*}
$$

and provided that $\hat{\sigma}_{n}^{(\tau)} \geq \sqrt{3} \mu$ we obtain

$$
\delta_{u} \geq 2 \epsilon_{u} \Rightarrow\left\|P_{u}\right\|_{2} \leq \frac{2 \epsilon_{u}}{\delta_{u}} .
$$

For the right dominant singular subspace of $\hat{M}$ we must consider

$$
H_{v} \doteq \hat{M}^{*} \hat{M}=\left[\begin{array}{cc}
\hat{\Sigma}^{2} & 0  \tag{4.31}\\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
0 & \hat{\Sigma} R_{1}^{e} \\
\left(R_{1}^{e}\right)^{*} \hat{\Sigma}\left(R_{1}^{e}\right)^{*} R_{1}^{e}+\left(R_{2}^{e}\right)^{*} R_{2}^{e}
\end{array}\right] .
$$

For the quantities $\epsilon_{v}$ and $\delta_{v}$ corresponding to Theorem 4.1, we find:

$$
\epsilon_{v} \doteq\left\|\hat{\Sigma} R_{1}^{e}\right\|_{2} \leq \mu\|M\|_{2}, \quad \delta_{v} \doteq \min \left|\lambda\left(\hat{\Sigma}^{2}\right)\right|-\left\|R^{e}\right\|_{2}^{2}=\left(\hat{\sigma}_{n}^{(\tau)}\right)^{2}-\mu^{2}
$$

Provided that $\left(\hat{\sigma}_{n}^{(\tau)}\right)^{2} \geq \frac{16}{7} \mu\|M\|_{2}$ we obtain

$$
\delta_{v} \geq 2 \epsilon_{v} \Rightarrow\left\|P_{v}\right\|_{2} \leq 2 \frac{\epsilon_{v}}{\delta_{v}}
$$

Applying the same reasoning as above we denote the true dominant subspace as $\operatorname{Im}\left[\begin{array}{c}I_{n \tau} \\ P_{v}\end{array}\right]$. The norm of $P_{v}$ is then a measure for the angular rotation of this subspace, and it is bounded by $2 \epsilon_{v} / \delta_{v}$. The corresponding largest canonical angle $\phi_{k}$ satisfies again [116] :

$$
\cos \phi_{n}=\frac{1}{\sqrt{1+\left\|P_{v}\right\|^{2}}}, \quad \sin \phi_{n}=\frac{\left\|P_{v}\right\|_{2}}{\sqrt{1+\left\|P_{v}\right\|^{2}}}, \quad \tan \phi_{n}=\left\|P_{v}\right\|_{2}
$$

and measures the "rotation" of the right dominant singular subspace with respect to its approximation. We summarize this discussion in the following theorem.

## Theorem 4.2.

Let

$$
\bar{M}=\left[\begin{array}{cc}
\hat{\Sigma} & 0 \\
0 & 0
\end{array}\right], \quad \hat{M}=\left[\begin{array}{cc}
\hat{\Sigma} & R_{1}^{e} \\
0 & R_{2}^{e}
\end{array}\right], \quad \mu \doteq\left\|R^{e}\right\|_{2}
$$

Then the angles $\theta_{n}$ and $\phi_{n}$ between the $n$-dimensional left and right singular subspaces of $\hat{M}$ and $\bar{M}$, respectively, satisfy the bounds

$$
\tan \theta_{n}<\frac{\mu^{2}}{\left(\left(\sigma_{n}^{(\tau)}\right)^{2}-2 \mu^{2}\right)} \text { if } \mu<\frac{\sigma_{n}^{(\tau)}}{\sqrt{3}}
$$

and

$$
\tan \phi_{n}<\frac{\mu\|\hat{M}\|_{2}}{\left(\left(\sigma_{n}^{(\tau)}\right)^{2}-\mu^{2}\right)} \quad \text { if } \mu<\frac{7\left(\sigma_{n}^{(\tau)}\right)^{2}}{16\|M\|_{2}}
$$

These are also the angles of the left and right singular subspaces of $Q_{(i)} R_{(i)} V_{(i)}^{*}$ and $M$.

Unfortunately, we do not compute the matrices $R_{1}^{e}$ and $R_{2}^{e}$, and so we have to estimate $\mu$. Bounding $\mu^{2}$ in terms of the Frobenius norm :

$$
\mu^{2} \leq \sum_{i, j}\left(\mu_{j}^{(i)}\right)^{2}
$$

would yield serious overestimates since $\delta$ may become negative. Therefore we have to make some simplifying assumptions. The $i$-th block of $R^{e}$ at step $i$ of the recursive calculation contains what could be considered as "residual noise vectors", and we assume therefore that they are randomly distributed. It is shown in [60] that an $(m-n) \times m$ matrix $M$ with elements chosen independently from a standard Gaussian distribution has column norms tending to $\sqrt{m}$ and a spectral norm $\|M\|_{2}$ tending to $\sqrt{m}(1+\sqrt{(m-n) / m})$ as $m$ becomes large. If our matrix $R^{e}$ has equal column norms (hence equal to $\max _{i, j} \mu_{j}^{(i)}$ rather than $\sqrt{N}$ ) we then obtain the approximation :

$$
\max _{i, j} \mu_{j}^{(i)} \leq \mu \leq c \cdot \max _{i, j} \mu_{j}^{(i)}, \quad c \approx \frac{1+\sqrt{(m-n)}}{m}
$$

On the other hand, if the columns are of very different norm, one gets closer to the lower bound since the number of relevant columns entering the above analysis, becomes smaller than ( $m-n$ ), and thus $c$ tends to 1 . We will simply use $\hat{\mu}=\max _{i, j} \mu_{j}^{(i)}$ and $\hat{\sigma}_{1}^{(\tau)}$, respectively, estimates of $\mu$ and $\|M\|_{2}$, which leads to the following approximations for our bounds :

$$
\hat{\epsilon}_{u} \approx \hat{\mu}^{2} / 2, \quad \hat{\delta}_{u} \approx\left(\hat{\sigma}_{n}^{(\tau)}\right)^{2}-\hat{\mu}^{2}, \quad \hat{\epsilon}_{v} \approx \hat{\mu} \hat{\sigma}_{1}^{(\tau)}, \quad \hat{\delta}_{v} \approx\left(\hat{\sigma}_{n}^{(\tau)}\right)^{2}-\hat{\mu}^{2}
$$

Notice that these approximations have the advantage that $\hat{\delta}_{u}$ and $\hat{\delta}_{v}$ will always be positive since $\sigma_{n}^{(\tau)} \geq$ $\sigma_{n+1}^{(i)}=\mu_{1}^{(i)}$. The resulting estimates for the norm of $P_{u}$ and $P_{v}$ then become

$$
\begin{align*}
& \left\|P_{u}\right\|_{2} \approx \tan \hat{\theta}_{n} \doteq 2 \frac{\hat{\epsilon}_{u}}{\hat{\delta}_{u}}=\frac{\hat{\mu}^{2}}{\left(\hat{\sigma}_{n}^{(\tau)}\right)^{2}-\hat{\mu}^{2}}  \tag{4.32}\\
& \left\|P_{v}\right\|_{2} \approx \tan \hat{\phi}_{n} \doteq 2 \frac{\hat{\epsilon}_{u}}{\hat{\delta}_{u}}=\frac{\hat{\mu} \hat{\sigma}_{1}^{(\tau)}}{\left(\hat{\sigma}_{n}^{(\tau)}\right)^{2}-\hat{\mu}^{2}} \tag{4.33}
\end{align*}
$$

It is possible to estimate the quality of the computed singular values using a simpler analysis. From Theorem 4.1 it follows that

$$
\Xi\left[I+P^{*}\right]\left(\left[\begin{array}{cc}
\hat{\Sigma}^{2} & 0  \tag{4.34}\\
0 & 0
\end{array}\right]+\left[\begin{array}{l}
K_{1} \\
K_{2}
\end{array}\right]\left[\begin{array}{ll}
K_{1}^{*} & K_{2}^{*}
\end{array}\right]\right)\left[\begin{array}{l}
I \\
P
\end{array}\right] \Xi=H_{1,1}
$$

where

$$
\Xi=\left(I+P^{*} P\right)^{-\frac{1}{2}}, \quad \Xi=\Xi^{*} \leq I
$$

This yields the residual equation

$$
H_{1,1}-\Xi \hat{\Sigma}^{2} \Xi=R \doteq \Xi\left[I P^{*}\right]\left[\begin{array}{l}
K_{1} \\
K_{2}
\end{array}\right]\left[\begin{array}{ll}
K_{1}^{*} & K_{2}^{*}
\end{array}\right]\left[\begin{array}{l}
I \\
P
\end{array}\right] \Xi,
$$

and since

$$
\Xi \hat{\Sigma}^{2} \Xi \leq \hat{\Sigma}^{2}
$$

we have

$$
H_{1,1}-\hat{\Sigma}^{2} \leq H_{1,1}-\Xi \hat{\Sigma}^{2} \Xi=R
$$

But

$$
\|R\|_{2}=\left\|\left[\begin{array}{l}
R_{1}^{e} \\
R_{2}^{e}
\end{array}\right]\right\|_{2}^{2}=\mu^{2}
$$

from which we obtain the strict bound

$$
\left|\sigma_{i}^{2}-\left(\hat{\sigma}_{i}^{(\tau)}\right)^{2}\right| \leq\left\|H_{1,1}-\hat{\Sigma}^{2}\right\|_{2} \leq \mu^{2}
$$

This analysis is very simple and does not take into account any information about $P$, which can be used to improve the bound. Instead, we replace $\mu$ by its estimate $\hat{\mu}$, which yields

$$
\begin{equation*}
\left|\sigma_{i}-\hat{\sigma}_{i}^{(\tau)}\right| \approx \frac{\hat{\mu}^{2}}{\left(\sigma_{i}+\hat{\sigma}_{i}^{(\tau)}\right)} \leq \frac{\hat{\mu}^{2}}{2 \hat{\sigma}_{i}^{(\tau)}} . \tag{4.35}
\end{equation*}
$$

We point out that all of the estimates are quadratic in $\hat{\mu}$, which should give very accurate results if $\hat{\mu} \ll \hat{\sigma}_{i}^{(\tau)}$. This is the case if the gap $\gamma$ at the $n$-th singular value is large, and the quality of the estimate should be expected to deteriorate when this gap becomes small. We illustrate the quality of these bounds in the examples of the next section.

## Remark 4.3.

If $M$ has rank $n$, then this approach produces an exact decomposition since each submatrix $M_{i}$ has rank less than or equal to $n$ and hence $\mu_{i}=0$ at each step.

### 4.4 The choice of $\boldsymbol{n}_{\boldsymbol{i}}$

So far we have only considered the case where the number of kept vectors $n_{i}$ at each iteration is constant and fixed from the beginning by the user.
But actually, if one wants to choose a convenient value for $n_{i}$ one has to do an explicit thorough analysis of the whole matrix involved and strive for some sort of singular values ranking. For large-scale dimension this pre-treatment is prohibitive.

The current situation is that we can choose dynamically the number of vectors kept during the iterations of the algorithm (i.e., $n_{i}$ is variable). This is very cheap as we already pass through the whole matrix with a sliding window which sorts locally the singular values. And so one can adapt $n_{i}$ as soon as the information "unveiled" by the sliding window is interesting.
Here, one can adopt many strategies using some ad-hoc specification. e.g.

- Absolute tolerance strategy.

In this case, one has to predefine a tolerance value $\varsigma_{a}$ and ask the algorithm to neglect all singular values which are smaller than this tolerance value, i.e.,

$$
n_{i}=\min j, \quad \text { where } \quad \sigma_{j}^{(i)}<\varsigma_{a}
$$

- Relative tolerance strategy.

This strategy is more dynamic and more interesting. First, one has to choose a "reasonable" $n_{1}$ in the beginning, reasonable in the sense that we choose to have at least a rank $n_{1}$-approximation. One can take for example $n_{1}=1$ if we want to automate the whole process. And let $\varsigma_{r}$ be a pre-specified tolerance value. At each iteration $i=1: \ldots$ we apply our algorithm and we check for all computed singular values $\sigma_{j}^{(i)}, j=1: n_{i}+m$, where $\sigma_{j}^{(i)}=\mu_{j-n_{i}}^{(i)}$ for $j=n_{i}+1: n_{i}+m$ the quotient :

$$
\frac{\sigma_{1}^{(i)}}{\sigma_{j}^{(i)}}>\varsigma_{r}, \quad \text { for } \quad j=1: n_{i}+m
$$

The first $j$ for which we will have

$$
\frac{\sigma_{1}^{(i)}}{\sigma_{j}^{(i)}}<\varsigma_{r}
$$

is compared to $n_{i}$, if this $j$ is smaller than $n_{i}$ we take the next $n_{i+1}$ equal to $n_{i}$ (i.e., $n_{i+1}=n_{i}$ ), if not we take $n_{i+1}=j$, and so on.
Of course, the pre-specification of $\varsigma_{\bullet}$ will be crucial and actually this choice is heuristic. Actually this tolerances has to be chosen by trial and error.

- Another strategy can be adopted for the choice of $n_{i}$. It is based on the remark that the quality of the approximation depends on the gap between the retained values and the neglected ones. So one can detect the gaps between singular values in each window, and adapt $n$ as for the relative tolerance strategy.

Remark 4.4.
In the strategies above, because $n_{1} \leq n_{2} \leq \ldots \leq n_{\tau}$, if one keeps in memory all values of $n_{i}$, we can choose at the end the low-rank approximation only from the $n_{\tau}$-rank approximation, which will embed all other $n_{i}$-rank approximations.

### 4.5 Numerical tests of the approximation

We generated random matrices $M$ of dimension $N=1000$ by $m=50$ and attempted to track the $n=5$ dominant singular values and vectors. At every step we keep at most $n+1=6$ vectors in our basis. We thus update to a subspace of dimension 6 and then deflate the smallest singular value to fall back to a space of dimension 5 at each step.

In Figures 4.1-4.4, the true singular values $\sigma_{i}(i=1, \ldots, m)$ are represented by the solid line, the approximations $\sigma_{i}^{(m-n)}$ of the $i=1, \ldots, n$ leading singular values are the asterisks and the dismissed singular values $\mu_{i}(i=n+1, \ldots, m)$ are the circles. Four different gaps are used to illustrate the trend of a larger gap $\gamma(4.26)$

$$
\gamma \doteq \sigma_{n}-\sigma_{n+1},
$$

improving the quality of the approximations. Each figure is accompanied by a table listing the singular values $\sigma_{i}$, their approximations $\hat{\sigma}_{i}^{(m-n)}$, the corresponding errors $\left|\sigma_{i}-\hat{\sigma}_{i}^{(m-n)}\right|$ and their estimate

$$
\hat{\mu}^{2} /\left(2 \hat{\sigma}_{i}^{(m-n)}\right),
$$

and finally the cosines of the canonical angles $\cos \theta_{i}$ and $\cos \phi_{i}$, the smallest of which indicates the rotation of the dominant left and right singular subspaces versus their approximation, and the estimated angles $\cos \hat{\theta}_{n}$ and $\cos \hat{\phi}_{n}$. We also give the true value of $\mu$, its estimate $\hat{\mu}$, and finally the $(n+1)$-st singular value.

From these examples it appears that the method works reasonably well. It should be pointed out that Theorem 4.2 applies only to the last example and that the estimates are very good. Nevertheless the estimates are still acceptable even when the conditions of this theorem do not apply, as is shown by the first example, which has virtually no gap! Notice that $\mu / \hat{\mu}$ remains smaller than 2 , as suggested by the statistical arguments of Section 4.3. We also analyzed intermediate values of $\gamma$, which confirmed the remarks made above.

LEGEND FOR FIGURES 4.1-4.4:
__ true sv's $\sigma_{i}(M), *$ approximated sv's $\hat{\sigma}_{1}^{(m-n)}, \ldots, \hat{\sigma}_{n}^{(m-n)}, \circ$ dismissed sv's $\mu_{n+1}, \ldots, \mu_{m}$


Fig. 4.1. The effect of the gap on the quality of the approximation $(\gamma=0.01375)$

| $\sigma_{i}$ | $\hat{\sigma}_{i}^{(m-n)}$ | $\left\|\sigma_{i}-\hat{\sigma}_{i}\right\|$ | $\frac{\hat{\mu}^{2}}{\left(2 \hat{\sigma}_{i}^{(m-n)}\right)}$ | $\cos \theta_{i}$ | $\cos \hat{\theta}_{i}$ | $\cos \phi_{i}$ | $\cos \hat{\phi}_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.98833 | 0.93436 | 0.05398 | 0.27320 | 0.97419 | 0.36164 | 0.95272 | 0.34189 |
| 0.97975 | 0.91122 | 0.06852 | 0.28725 | 0.94833 | 0.11482 | 0.91511 | 0.10679 |
| 0.95684 | 0.87986 | 0.07698 | 0.30809 | 0.88082 | 0.04148 | 0.84415 | 0.03815 |
| 0.89977 | 0.86969 | 0.03008 | 0.31534 | 0.80644 | 0.11320 | 0.75753 | 0.10941 |
| 0.89390 | 0.84136 | 0.05253 | 0.33693 | 0.16487 | 0.27966 | 0.14274 | 0.26322 |

$$
\begin{array}{|l|l|}
\hline \mu=0.97905 & \hat{\mu}=0.69067 \\
\sigma_{n+1}=0.88014 \\
\hline
\end{array}
$$



Fig. 4.2. The effect of the gap on the quality of the approximation $(\gamma=0.19458)$

| $\sigma_{i}$ | $\hat{\sigma}_{i}^{(m-n)}$ | $\left\|\sigma_{i}-\hat{\sigma}_{i}\right\|$ | $\frac{\hat{\mu}^{2}}{\left(2 \hat{\sigma}_{i}^{(m-n)}\right)}$ | $\cos \theta_{i}$ | $\cos \hat{\theta}_{i}$ | $\cos \phi_{i}$ | $\cos \hat{\phi}_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.99008 | 0.97613 | 0.01395 | 0.14370 | 0.99778 | 0.94233 | 0.99114 | 0.92905 |
| 0.97084 | 0.95301 | 0.01783 | 0.15075 | 0.99674 | 0.50515 | 0.98802 | 0.49587 |
| 0.96010 | 0.93379 | 0.02631 | 0.15703 | 0.98935 | 0.49785 | 0.95970 | 0.48421 |
| 0.93338 | 0.85142 | 0.08196 | 0.18888 | 0.97361 | 0.74349 | 0.92863 | 0.67820 |
| 0.87437 | 0.83675 | 0.03762 | 0.19556 | 0.93001 | 0.78790 | 0.83881 | 0.75401 |

$$
\begin{array}{|l|l|}
\hline \mu=0.73768 & \hat{\mu}=0.52330 \\
\sigma_{n+1}=0.67978 \\
\hline
\end{array}
$$



Fig. 4.3. The effect of the gap on the quality of the approximation $(\gamma=0.64265)$

| $\sigma_{i}$ | $\hat{\sigma}_{i}^{(m-n)}$ | $\left\|\sigma_{i}-\hat{\sigma}_{i}\right\|$ | $\frac{\hat{\mu}^{2}}{\left(2 \hat{\sigma}_{i}^{(m-n)}\right)}$ | $\cos \theta_{i}$ | $\cos \hat{\theta}_{i}$ | $\cos \phi_{i}$ | $\cos \hat{\phi}_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.99430 | 0.99418 | 0.00011 | 0.00940 | 0.99999 | 0.99999 | 0.99996 | 0.99988 |
| 0.90840 | 0.90815 | 0.00024 | 0.01126 | 0.99999 | 0.99989 | 0.99995 | 0.99962 |
| 0.89284 | 0.89250 | 0.00034 | 0.01166 | 0.99999 | 0.99989 | 0.99983 | 0.99950 |
| 0.86560 | 0.86551 | 0.00009 | 0.01240 | 0.99999 | 0.99998 | 0.99964 | 0.99987 |
| 0.84387 | 0.84357 | 0.00030 | 0.01305 | 0.99998 | 0.99998 | 0.99935 | 0.99963 |

$$
\begin{array}{|l|l|l|}
\hline \mu=0.20140 & \hat{\mu}=0.13631 & \sigma_{n+1}=0.20121 \\
\hline
\end{array}
$$



Fig. 4.4. The effect of the gap on the quality of the approximation $(\gamma=0.85541)$

| $\sigma_{i}$ | $\hat{\sigma}_{i}^{(m-n)}$ | $\left\|\sigma_{i}-\hat{\sigma}_{i}\right\|$ | $\frac{\hat{\mu}^{2}}{\left(2 \hat{\sigma}_{i}^{(m-n)}\right)}$ | $\cos \theta_{i}$ | $\cos \hat{\theta}_{i}$ | $\cos \phi_{i}$ | $\cos \hat{\phi}_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.98299 | 0.98299 | $2.010^{-7}$ | 0.00030 | 0.99999 | 0.99999 | 0.99999 | 0.99999 |
| 0.96689 | 0.96689 | $1.010^{-7}$ | 0.00032 | 0.99999 | 0.99999 | 0.99999 | 0.99999 |
| 0.93424 | 0.93424 | $1.010^{-7}$ | 0.00034 | 0.99999 | 0.99999 | 0.99999 | 0.99999 |
| 0.90161 | 0.90161 | $0.510^{-7}$ | 0.00036 | 0.99999 | 0.99999 | 0.99999 | 0.99999 |
| 0.89032 | 0.89032 | $1.510^{-7}$ | 0.00037 | 0.99999 | 0.99999 | 0.99999 | 0.99999 |

$\mu=0.03491 \hat{\mu}=0.02430 \sigma_{n+1}=0.03491$

### 4.6 The effect of round-off

In this section we analyze the propagation of round-off in the proposed algorithm for the worth case $k=1$ (i.e., we add just one column at each iteration). For the block case, one can do the analysis successively for each column. The first aim is to prove some kind of backward stability of the algorithm. We show that at each step $i$ the algorithm produces "approximate" matrices $\bar{V}_{(i)}, \bar{Q}_{(i)}$, and $\bar{R}_{(i)}$ that satisfy exactly the perturbed equations

$$
\begin{equation*}
[M(:, 1: n+i)+E] \bar{V}_{(i)}=\bar{Q}_{(i)} \bar{R}_{(i)}, \quad\left(\bar{V}_{(i)}+F\right)^{*}\left(\bar{V}_{(i)}+F\right)=I_{n}, \tag{4.36}
\end{equation*}
$$

where

$$
\|E\|_{F} \leq \epsilon_{e}\|M\|_{2}, \quad \epsilon_{e} \approx \epsilon_{m}, \quad\|F\|_{F} \leq \epsilon_{f} \approx \epsilon_{m}
$$

in which $\epsilon_{m}$ is the so-called unit round-off of the IEEE floating point standard (§.1.1.5). This is used to prove that the effect of round-off remains small despite the fact that this is a classical Gram-Schmidt procedure. The proof of the following theorem is given in the Appendix.

## Theorem 4.5.

The recursive algorithm described in Sections 4.1 and 4.2 produces "approximate" matrices $\bar{V}_{(i)}, \bar{Q}_{(i)}$, and $\bar{R}_{(i)}$ that satisfy exactly the perturbed equation (4.36) with the bounds (up to $O\left(\epsilon_{m}^{2}\right)$ terms) :

$$
\|E\|_{F} \leq \epsilon_{e}\|M\|_{2}, \quad \epsilon_{e} \leq 26 n^{\frac{3}{2}} m \epsilon_{m}, \quad\|F\|_{F} \leq \epsilon_{f} \leq 9 n^{\frac{3}{2}} m \epsilon_{m}
$$

We point out here that these bounds do not depend on $N$, the largest dimension of $M$. Moreover, if one uses Householder transformations rather than Givens transformations, the results are very similar.

## Remark 4.6.

Although Theorem 4.5 indicates that the error $\|E\|_{F}$ grows with the number of columns $m$, it does not seem to grow in actual experiments. This can be explained as follows. Assume that at step $i$ we have the perturbed equation

$$
\begin{equation*}
\left[Q_{(i-1)}+E_{(i-1)} \hat{q}_{i}+e_{i}\right] G_{u}=\left[Q_{(i)}+E_{(i)} q_{i}+g_{i}\right] \tag{4.37}
\end{equation*}
$$

where $E_{(i)}$ accounts for the loss of orthogonality in $Q_{(i)}$, and $e_{i}$ is the local error in the vector $\hat{q}_{i}$, and $g_{i}$ is the resulting error in the vector $q_{i}$. If we assume the errors in the right-hand side of (4.37) to be evenly distributed over the matrix, then it follows that

$$
\begin{equation*}
\left\|E_{(i)}\right\|_{F}^{2} \leq \frac{n}{(n+1)}\left\|E_{(i-1)}\right\|_{F}^{2}+\left\|e_{i}\right\|_{2}^{2} \tag{4.38}
\end{equation*}
$$

which for growing $i$ tends to a limit

$$
\|E\|_{F}^{2} \leq(n+1) \max _{i}\left\|e_{i}\right\|_{2}^{2}
$$

that is independent of $m$. The same reasoning can be applied to the error $\|F\|_{F}$. The corresponding bounds of Theorem 4.5 become

$$
\epsilon_{e} \leq 26 n^{2} \epsilon_{m}, \quad \epsilon_{f} \leq 9 n^{2} \epsilon_{m}
$$

We now turn our attention to the loss of orthogonality in the computed matrix $\bar{Q}$. This can be bounded using a perturbation result for the QR factorization of

$$
(M+E) \bar{V}=M \bar{V}+E \bar{V} \doteq M \bar{V}+G,
$$

where, using the bounds of Theorem 4.5, we have :

$$
\|G\|_{F}=\epsilon_{g}\|M\|_{2}, \quad \epsilon_{g} \leq \epsilon_{e}+O\left(\epsilon_{e} \epsilon_{f}\right) \approx \epsilon_{m}
$$

## Theorem 4.7.

Let (a given matrix) $\bar{V} \in \mathcal{R}^{N \times n}$ "select" $n$ columns of the matrix $M \in \mathcal{R}^{N \times m}$, and let

$$
M \bar{V}=Q R, \quad Q^{*} Q=I_{n}
$$

with $R$ upper triangular, be its exact $Q R$ factorization. Let

$$
\begin{equation*}
M \bar{V}+G=\bar{Q} \bar{R}, \quad\|G\|_{F}=\epsilon_{g}\|M\|_{2} \approx u\|M\|_{2} \tag{4.39}
\end{equation*}
$$

be a "computed" version, where $\bar{Q}=Q+\Delta_{Q}, \bar{R}=R+\Delta_{R}$. Then under a mild assumption, namely, condition (4.41), we can bound the loss of orthogonality in $\bar{Q}$ as follows :

$$
\left\|\bar{Q}^{*} \bar{Q}-I_{n}\right\|_{F} \leq \sqrt{2} \epsilon_{g} \kappa_{2}(R) \kappa_{R}(M \bar{V}) \leq 2 \epsilon_{g} \kappa_{2}^{2}(R), \quad \epsilon_{g} \approx \epsilon_{m}
$$

Proof. Since $\bar{Q}$ is not necessarily orthogonal we first compute its QR factorization :

$$
\bar{Q}=Q_{0} R_{0}, \quad Q_{0}^{*} Q_{0}=I_{n} .
$$

So we can consider the perturbation of the QR decomposition of $M \bar{V}$ :

$$
\begin{equation*}
M \bar{V}=Q R, \quad M \bar{V}+G=Q_{0}\left(R_{0} \bar{R}\right) . \tag{4.40}
\end{equation*}
$$

The loss of orthogonality in $\bar{Q}$ can be measured by $R_{0}$ since

$$
\bar{Q}^{*} \bar{Q}-I_{n}=R_{0}^{*} Q_{0}^{*} Q_{0} R_{0}-I_{n}=R_{0}^{*} R_{0}-I_{n} .
$$

To measure this, we first use a perturbation analysis of [41] for (4.40) to obtain

$$
\left\|R_{0} \bar{R}-R\right\|_{F} \leq \epsilon_{g} \kappa_{R}(M \bar{V})\|R\|_{2},
$$

where $\kappa_{R}(M \bar{V})$ is the "refined" condition number of the factor $R$ of the QR factorization (4.40) of $S_{k}^{S} \bar{V}$ [41]. If we define $\Delta_{0} \doteq R_{0}-I_{n}$, we then have

$$
R_{0} \bar{R}-R=\left(I_{n}+\Delta_{0}\right)\left(R+\Delta_{R}\right)-R=\Delta_{0} \bar{R}+\Delta_{R} \approx \Delta_{0} R+\Delta_{R}
$$

and, hence,

$$
\left\|\Delta_{0} R+\Delta_{R}\right\|_{F} \approx\left\|\Delta_{0} \bar{R}+\Delta_{R}\right\|_{F} \leq \epsilon_{g} \kappa_{2}(R)\|R\|_{2} .
$$

We now assume that there are no strong cancellations between $\left\|\Delta_{R}\right\|_{F}$ (measuring the perturbation of $R$ ) and $\left\|\Delta_{0} R\right\|_{F}$ (measuring the perturbation in $Q$ ) and hence that $\left\|\Delta_{0} R\right\|_{F}$ and $\left\|\Delta_{R}+\Delta_{0} R\right\|_{F}$ are of the same order of magnitude :

$$
\begin{equation*}
\left\|\Delta_{0} R\right\|_{F} \approx\left\|\Delta_{R}+\Delta_{0} R\right\|_{F} . \tag{4.41}
\end{equation*}
$$

From $\left\|\Delta_{0} R\right\|_{F} \leq \epsilon_{g} \kappa_{R}(A \bar{V})\|R\|_{2}$ it then follows that

$$
\left\|\Delta_{0}\right\|_{F} \leq \epsilon_{g} \kappa_{R}(A \bar{V})\|R\|_{2}\left\|R^{-1}\right\|_{2} .
$$

This can now be used to bound

$$
\left\|R_{0}^{*} R_{0}-I_{n}\right\|_{F}=\left\|\Delta_{0}+\Delta_{0}^{*}+\Delta_{0}^{*} \Delta_{0}\right\|_{F} \approx \sqrt{2}\left\|\Delta_{0}\right\|_{F},
$$

which yields

$$
\begin{equation*}
\left\|R_{0}^{*} R_{0}-I_{n}\right\|_{F} \leq \sqrt{2} \epsilon_{g} \kappa_{2}(R) \kappa_{R}\left(S_{k}^{S} \bar{V}\right) . \tag{4.42}
\end{equation*}
$$

Using the overestimate $\kappa_{R}\left(S_{k}^{S} \bar{V}\right) \leq \sqrt{2} \kappa_{2}(R)$ of [41] we approximate this finally by

$$
\begin{equation*}
\left\|R_{0}^{*} R_{0}-I_{n}\right\|_{F} \leq 2 \epsilon_{g} \kappa_{2}^{2}(R) . \tag{4.43}
\end{equation*}
$$

## Remark 4.8.

Assumption (4.41) is crucial to the proof of Theorem 4.7. It is easy to see that any factorization of the type (4.39) will not yield the bounds (4.42) or (4.43) : consider, e.g., the factorization

$$
M \bar{V}+G=(\bar{Q} U)\left(U^{-1} \bar{R}\right),
$$

where $U$ is any invertible upper triangular matrix. This clearly satisfies the conditions of the theorem, except for assumption (4.41). The critical quantity for this new factorization then becomes $\left\|U^{*} R_{0}^{*} R_{0} U-I_{n}\right\|_{F}$, and since $U$ can be chosen arbitrarily, it is impossible to bound it. Assumption (4.41) is therefore crucial, and we show in the next section that it indeed holds in practice.

### 4.6.1 Numerical tests for the error propagation

In this section we present numerical evidence that the analysis of the previous section can be applied to the tracking problem of the dominant spaces of a given matrix. The numerical experiments we ran show that the loss of orthogonality in the computed matrix $\bar{Q}_{(i)}$ of (4.36) remains bounded by the squared condition number of the matrix $R$ that we are "tracking".

We show in Figures 4.5-4.8 four plots that compare the loss of orthogonality in the proposed algorithm based on the classical Gram-Schmidt method (labeled CGS) and a "fully orthogonal" method, which we obtain by performing two steps of CGS, rather than one, at each iteration. This second method, labeled CGS2, was analyzed in [2] and shown to yield a $Q$ factor that is close to orthogonal. We chose this as an alternative to the Householder method because in the iterative scheme considered here, CGS2 involves significantly fewer operations than the Householder method.

As suggested by Remark 4.6, the backward error $E_{(i)}$ and the quantity $\epsilon_{e}$ can be bounded independently of the step $i$. We therefore compare the loss of orthogonality $\left\|R_{0}^{*} R_{0}-I_{n}\right\|_{F}$ with the quantities $\epsilon_{m} n^{2} \kappa_{2}\left(R_{(i)}\right) \kappa_{R}\left(S_{i+\zeta-1}^{S} \bar{V}_{(i)}\right)$ for the CGS method and $\epsilon_{m} n^{2}$ for the CGS2 method. These "simplified" quantities are indicators to show that the loss of orthogonality is of the order of magnitude predicted by our error analysis. To show the effect of the condition number of the triangular factor $R_{(i)}$, we let it grow in the four examples by choosing a growing condition number for $S_{k}^{S}$.

Legend for Figures 4.5-4.8:
_ - CGS bound $\epsilon_{m} n^{2} \kappa_{2}\left(R_{(i)}\right) \kappa_{R}\left(A(:, 1: i) \bar{V}_{(i)}\right)$,_ CGS2 bound $\epsilon_{m} n^{2}$,

* loss of orthogonality in CGS method, o loss of orthogonality in CGS2 method


Fig. 4.5. Error propagation for the case

$$
\begin{gathered}
\gamma=0.01375 \\
\kappa_{2}(A)=41.806, \kappa_{2}\left(R_{(\tau)}\right)=1.156 \\
\kappa_{R}\left(A \bar{V}_{(\tau)}\right)=1.492
\end{gathered}
$$



Fig. 4.6. Error propagation for the case

$$
\begin{gathered}
\gamma=0.19458 \\
\kappa_{2}(A)=165.4, \kappa_{2}\left(R R_{(\tau)}\right)=2.643, \\
\kappa_{R}\left(A \bar{V}_{(\tau)}\right)=2.613 .
\end{gathered}
$$



Fig. 4.7. Error propagation for the case

$$
\begin{gathered}
\gamma=0.64265 \\
\kappa_{2}(A)=214.3, \kappa_{2}\left(R_{(\tau)}\right)=12.04 \\
\kappa_{R}\left(A \bar{V}_{(\tau)}\right)=10.60
\end{gathered}
$$



Fig. 4.8. Error propagation for the case

$$
\begin{gathered}
\gamma=0.85541 \\
\kappa_{2}(A)=6928, \kappa_{2}\left(R_{(\tau)}\right)=134.7 \\
\kappa_{R}\left(A \bar{V}_{(\tau)}\right)=7.028
\end{gathered}
$$

The following observations can be derived from these experiments :

- The condition numbers $\kappa_{2}\left(R_{(i)}\right)$ and $\kappa_{R}\left(A(:, 1: i) \bar{V}_{(i)}\right)$ do not affect the loss of orthogonality of the CGS2 method, as expected from the analysis of [2]. The product $\kappa_{2}\left(R_{(i)}\right) \kappa_{R}\left(A(:, 1: i) \bar{V}_{(i)}\right)$ can be inferred from the gap between the CGS and CGS2 bounds.
- The statistical assumption of Remark 4.6 seems to hold since there is no growth in the loss of orthogonality of the computed matrices $\bar{Q}_{(i)}$ : this should depend on the backward error $E_{(i)}$, which does not depend on $i$ if the assumption of Remark 4.6 holds
- Assumption (4.41) made in Theorem 4.7 was verified in these experiments and validates the resulting bounds (4.42), (4.43) of that theorem; the graphs in Figure 4.9 give the norms of the two quantities for the two examples given earlier and illustrate that the assumption that those quantities are of the same order of magnitude is reasonable.


Fig. 4.9. Verification of assumption (4.41) for examples Figures 4.5-4.8.

$$
--\left\|\Delta_{0} R\right\|_{F},-\left\|\Delta_{R}+\Delta_{0} R\right\|_{F}
$$

- The loss of orthogonality remains very reasonable when the condition number $\kappa_{2}\left(R_{(i)}\right)$ is not too large, which is a reasonable assumption in applications where a "dominant matrix" $R_{(i)}$ is being tracked.
We observed no difference in the computed spaces for the CGS or CGS2 methods. We conclude from our analysis and the experimental evidence that the cheapest version of the algorithm (CGS) can be used safely for the Modified Low-Rank Smith (LMRS) algorithm. By this we mean that the angles $\cos \theta_{k}$ and $\cos \phi_{k}$ for both methods were equal in the first four digits despite a very small loss of orthogonality in the CGS method.


### 4.7 Convergence properties of the Modified Low-Rank Smith algorithm

The idea of our Modified Low-Rank Smith algorithm for model reduction is to apply the previous procedure (Algorithm 5) to the controllability and observability matrices

$$
\begin{gathered}
\mathcal{C}_{i}=\left[B A B A^{2} B \ldots A^{i-1} B\right] \\
\mathcal{O}_{i}^{T}=\left[C^{T} A^{T} C^{T}\left(A^{2}\right)^{T} C^{T} \ldots\left(A^{i-1}\right)^{T} C^{T}\right]
\end{gathered}
$$

to obtain their respective best low-rank approximations $S_{i}^{M L R S}$ and $R_{i}^{M L R S}$. These low-rank approximations are used to provide approximations of the Gramians.
It is obvious that the quality of the approximation of the controllability and observability matrices, and so the Gramians themselves will influence the quality of our reduced model obtained via these approximations. In this section we compare the exact solutions with their approximations. We focus on the controllability matrix and Gramian; the same results hold for the observability elements.

Let us consider the decomposition (4.15) :

$$
\mathcal{C}_{i} V_{\tau_{i}}=\left[Q_{\left(\tau_{i}\right)} R_{\left(\tau_{i}\right)} Q_{\left(\tau_{i}\right)_{r e s}} R_{\left(\tau_{i}\right)_{\text {res }}} \ldots Q_{(1)_{\text {res }}} R_{(1)_{\text {res }}}\right] .
$$

We can use this to compare the Gramian $\mathcal{G}_{c}(i)=\mathcal{C}_{i} \mathcal{C}_{i}^{T}$ with its approximation $\mathcal{P}_{i}=S_{i}^{M L R S}\left(S_{i}^{M L R S}\right)^{T}$ as follows

$$
\mathcal{C}_{i} \mathcal{C}_{i}^{T}=S_{i}^{M L R S}\left(S_{i}^{M L R S}\right)^{T}+\sum_{j=1}^{i-1} Q_{\left(\tau_{j}\right)_{r e s}} R_{\left(\tau_{j}\right)_{r e s}} R_{\left(\tau_{j}\right)_{r e s}}^{*} Q_{\left(\tau_{j}\right)_{r e s}}^{*}
$$

Taking norms we obtain

$$
\begin{aligned}
\left\|\mathcal{C}_{i} \mathcal{C}_{i}^{T}-S_{i}^{M L R S}\left(S_{i}^{M L R S}\right)^{T}\right\|_{2} & \leq\left\|\sum_{j=1}^{i-1} Q_{\left(\tau_{j}\right)_{r e s}} R_{\left(\tau_{j}\right)_{r e s}} R_{\left(\tau_{j}\right)_{r e s}}^{*} Q_{\left(\tau_{j}\right)_{r e s}}^{*}\right\|_{2} \\
& \leq \sum_{j=1}^{i-1}\left\|R_{\left(\tau_{j}\right)_{r e s}} R_{\left(\tau_{j}\right)_{r e s}}^{*}\right\|_{2} \\
& \leq \sum_{j=1}^{i-1}\left(\mu_{1}^{(j)}\right)^{2}
\end{aligned}
$$

If we define

$$
\eta_{c}=\max _{1 \leq j \leq \tau} \mu_{1}^{(j)}
$$

where $\tau$ is the number of iterations, we obtain the simple inequality

$$
\begin{equation*}
\left\|\mathcal{C}_{i} \mathcal{C}_{i}^{T}-S_{i}^{M L R S}\left(S_{i}^{M L R S}\right)^{T}\right\|_{2} \leq(i-1) \eta_{c}^{2} \tag{4.44}
\end{equation*}
$$

This bounds the difference between $\mathcal{C}_{i} \mathcal{C}_{i}^{T}$ and $S_{i}^{M L R S}\left(S_{i}^{M L R S}\right)^{T}$ for all $i$ in terms of the "noise" level $\eta_{c}$. Our bound is very similar to those obtained in [67] (see §.3.2).
In this paper, a similar study is made, but there is a difference between our results and those obtained in [67]. First, their bounds are a priori bounds instead of our a posteriori bound which depends mainly of the "noise" level $\mu_{\bullet}$. Moreover, we do not compute it exactly, but just estimate it with $\hat{\mu}_{\bullet}$. The quality of our approximation depends dramatically of this "noise" level, the gap between the dismissed singular values and the kept ones, and finally of the stability of the matrix $A$ of the system.

### 4.8 Application and numerical examples

Previous sections and previous research (e.g. [67] for model reduction, and [40] for image analysis) have already demonstrated that the eigenspace approach is a powerful tool. Our objective here is to illustrate the efficiency of our incremental update algorithm. This is done with two sets of numerical examples : a first one in image analysis and a second one in model reduction. These two examples show that the quality of the resulting approximations depends crucially of the gap between the kept part and the neglected one.

Remark 4.9. The recursive algorithms have been implemented using SLICOT functions linked to MATLAB6.1. We used an AMD Athlon processor which is running at 2 GHz . It has a data cache of 512 Ko , and a SDRam of 512Mo (certified 333Mhz PC2700).

### 4.8.1 Image analysis

The first set of experiments compares the reconstruction and approximation of the proposed incremental update algorithm, denoted ASVD (for Adaptive Singular Value Decomposition) with that of the optimal algorithm on sequences of images. The optimal algorithm performs a single SVD on the matrix containing all images in the ensemble. Hence, it represents the best case scenario in terms of approximation and reconstruction performance and serves as the baseline for comparison. Two particular sets, namely "Mother" and "Table" (we show some extracted images from the Mother sequence in Figure 4.10 and from the Table sequence in Figure 4.11), are used here.
The first represents a mother and her daughter. The mother is the only person who moves in the sequence. The second sequence shows two ping-pong players. This sequence has an interesting characteristic which represents a certain difficulty for the approximation : the movement is very fast as opposed to the first sequence where the movement is very slow and localized. Both sequences contain 300 images. Each image consists of $288 \times 352$ pixels, and each pixel has 256 gray levels. We cut up each image into 352 columns and then we form one vector of dimension 101376 for each image. The matrix $M_{S}$ has thus dimensions $101376 \times 300$. Figure 4.12 shows this in more detail.


Fig. 4.10. Some images extracted from the Mother sequence.


Fig. 4.11. Some images extracted from the Table sequence.

Handling directly the whole matrix $M_{S}$ is very costly in time and memory. The run time of its SVD is about 1200 seconds while the construction of the matrix takes about 350 seconds. The total run time is thus about 1550 seconds and uses at least 245 Megabytes. Furthermore, the batch algorithm is not suitable for application in a dynamic environment because the inclusion of a single new image into the image set can require a complete recomputation of the basis set. The proposed updating (ASVD) algorithm easily handles any number of new images in an incremental manner, without recomputing the basis set from scratch, which has applications in active vision [40].

In the following experiments, comparisons are made using basis sets whose dimensions are $n=10,20,30$, and 60 which correspond respectively to $3.3 \%, 6.6 \%, 10 \%$, and $20 \%$ of the number of images in the sequence. In Table 4.2 we show the cost in time and memory used by the incremental updating algorithm for different values of $n$

|  | $n=10$ | $n=20$ | $n=30$ | $n=60$ |
| :---: | :---: | :---: | :---: | :---: |
| run time (in sec.) | 225 | 393 | 548 | 960 |
| memory used | 8 M | 16 M | 25 M | 50 M |

Table 4.2. Run time and memory used for ASVD for different values of $n$.

At the top of Figures 4.13 and 4.14 we show an original image. We show in the two columns the reconstructed images with different percentage basis using the batch update (column left) and the adaptive SVD (column right). The examples show that the visual reconstruction quality for the incremental update is comparable to that of the batch algorithm. From our experiments, a $10 \%$ basis set is often sufficient to reconstruct images with an acceptable visual quality. For the Table example, the small table tennis ball is not quite distinguishable for the two algorithms we have just a ghost trace. This phenomenon is due to the fact that we collect the dominant behaviour of the sequence and so we have a certain history of the sequence which influences the reconstruction. For the Mother sequence this is not visible because the movement is slow and localized.
These examples show that the performance of the incremental SVD algorithm closely mimics that of the batch algorithm, but the difference lies in the cost as shown in Table 4.2.


Fig. 4.12. Transforming the sequence of images into a matrix.


Original image.


Approx. using SVD(10).


Approx. using SVD(20).


Approx. using SVD(30).


Approx. using SVD(60).


Approx. using ASVD(10).


Approx. using ASVD(20).


Approx. using ASVD(30).


Approx. using ASVD(60).

Fig. 4.13. Approximation of image using SVD and ASVD for different values of $n$.


Original image.


Approx. using SVD(10).


Approx. using SVD(20)


Approx. using SVD(30).


Approx. using SVD(60).


Approx. using ASVD(10)


Approx. using ASVD(20)


Approx. using ASVD(30).


Approx. using ASVD(60)

Fig. 4.14. Approximation of image using SVD and ASVD for different values of $n$.

### 4.8.2 Model reduction

In this section we apply our algorithm to four different dynamical systems : a Building model, a CD Player model, and two International Space Station model. These benchmarks are described in more details in [33] and [66]. These models are continuous so we use discretization with $\zeta=2$ (see §.1.2.9).

## Building model

This is the model of a building (the Los Angeles University Hospital) with 8 floors each having 3 degrees of freedom, namely displacements in $x$ and $y$ directions, and rotation.
We have then a second order system of 24 variables (see Chapter 7 for this kind of systems), and a statespace model of order 48, we are mostly interested in the motion in the first coordinate, and the output is the variation of this coordinate.
The reduced order is 10 corresponding to a relative tolerance value ${ }^{2}$ equal to 0.16 .

## CD Player

The full order model describes the dynamics between the lens actuator and the radial arm position of a portable CD player. The model has 120 states with 2 inputs and 2 outputs. The reduced order is 24 corresponding to a relative tolerance value equal to $2.8 .10^{-7}$.

## International Space Station (ISS)

The International Space Station (ISS) is an important challenge for the control community. Its assembly and operation poses many problems due to its complex, variable flexible structure as well as a variety of operational modes and control systems. Hence, in order to certify the vehicle for flight readiness, it is of critical importance that all possible simulations and checks on robust stability and performance assessment are done.
Here, we consider the two first assembly stages $1 R$ and 12 A .
Stage 1R : This is a model of stage 1R (Russian Service Module). It has 270 states, 3 inputs and 3 outputs. We approximate the system with a model of order 32 corresponding to a relative tolerance value of $2.10^{-3}$.

Stage 12A : It has 1412 states, 3 inputs and 3 outputs. The reduced order is 195 corresponding to a relative tolerance value of $65.10^{-4}$.

The Hankel singular values of model 12A decay slower than those of model 1R (Figure 4.16).

## Remark 4.10.

- Our recursive procedure (Algorithm 5) approximates the square roots of the Gramians by low-rank approximations. So we propose to use these low-rank approximations instead of the original square roots to provide an Approximated Balanced Truncation (see §.2.4).
- Actually, the three algorithms presented in this thesis were applied on all benchmark models in [33]. The largest model on which we applied our algorithms is the Modified Nodal Analysis model $(N=10913$, $m=p=9$ ). But the problem for very large models is that, even if our algorithms give results, we do not have any reference results to assess the performance of these algorithms. This is because MATLAB (even linked with SLICOT) and specially the Control Toolbox, which we use to compute the frequency response, can not handle such large systems. Actually, with this toolbox one can not handle a system of order more than 2000.
The four benchmark models were especially chosen to illustrate the advantages and the drawbacks of the algorithms.

In Table 4.3 we give the order of the system $(N)$, the number of inputs $(m)$, and outputs $(p)$, the order of reduced system ( $n$ ), and the corresponding tolerance value. We show also in this table the spectral radius

[^15]and the condition number of the matrix $A$.
In Figures 4.15 and 4.16 we show the Hankel Singular Values (HSV) of our benchmark models.

|  | $N$ | $m$ | $p$ | $n$ | tol.value | $\rho(A)$ | $\kappa(A)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| build model | 48 | 1 | 1 | 10 | 0.16 | 0.4997 | $8.0478 .10^{3}$ |
| CDplayer model | 120 | 2 | 2 | 24 | $2.8 .10^{-7}$ | 0.5266 | $1.7793 .10^{4}$ |
| ISS 1R model | 270 | 3 | 3 | 32 | $2.10^{-3}$ | 0.7338 | $9.6802 .10^{3}$ |
| ISS 12A model | 1412 | 3 | 3 | 195 | $65.10^{-4}$ | 0.8310 | $5.7728 .10^{3}$ |



Fig. 4.15. Hankel Singular Values of benchmark models I.

- Building model, ○ CDplayer model.


Fig. 4.16. Hankel Singular Values of benchmark models II.

- ISS 1R model, • ISS 12A model.

For each example, the relative $\mathcal{H}_{\infty}$ norms of the error systems are given in Table $4.4 ; \mu_{c}$ and $\mu_{o}$ are given in Table 4.5 and the CPU times for each algorithm are given in Table 4.6. The $\sigma_{\text {max }}$-plot of the full order and the corresponding error systems are shown in Figures 4.17 and 4.18 for the Building model, in Figures 4.19 and 4.20 for the CDplayer model, in Figures 4.21 and 4.22 for the ISS 1R model, and in Figures 4.23 and 4.24 for the ISS 12A model.

The $\sigma_{\max }$-plot is obtained with computing the 2 -norm (maximum singular value) of the frequency response of the considered system, evaluated at each frequency of the considered frequency meanwhile. The $\sigma_{\max }$-plot of the considered error system gives the worst 2-norm of the frequency response of this error system. This is very useful especially for MIMO systems.

It can be seen from Figures 4.17, 4.19, 4.21, and 4.23 that we obtain results with the MLRS algorithm, which are not really close to those obtained using Balanced Truncation. This is due to the fact that there is no gap between the kept part and the neglected one (see Figures 4.15 and 4.16), unlike the image example where the approximation was quite better. In fact for the image example, we chose the order such there was a gap between the kept part and the neglected one. But here we chose only the tolerance value, and the neglected singular values can be close to the small value kept. This may explain the bad approximation. To avoid this, one can take a bigger value for $n$ than the actual values which will improve the quality of the approximation.
We remark also that, in general, the obtained values for $\mu_{c}$ and $\mu_{o}$ are quite different and not of the same order, which means that the Gramians are not both well approximated at the same time. Actually, these noise levels are of the same order if the system is nearly balanced, i.e., the condition number of the balancing transformation $T(\kappa(T))$ is reasonable (relatively close to 1 ). For instance, only the CDplayer model is close balanced $(\kappa(T)=40.7341)$, and one can see that for this model we have $\mu_{o} \approx \mu_{c}$ (see Table 4.5).
The three other examples are poorly balanced. Actually, we have for the Building model $(\kappa(T)=347.0781)$, and for the International Space Station $\left(\kappa(T)=7.4018 .10^{5}\right)$. It is shown in Table 4.5 that the resulting noise levels for each of these models are indeed not of the same order.
One can conclude that for poorly balanced systems the two Gramians are not well approximated at the same time, which yields a poorer quality of the reduced order model.
Also, even if $\mu_{\bullet}$ decrease rapidly (Figures $4.18,4.20,4.22$, and 4.24 ), the quality of the approximations depends on the maximum value of $\mu_{\bullet}$ (see Table 4.5).
Another remark is that for the second model of International Space Station, the traditional Balanced Truncation function of MATLAB does not work (we receive a message of MATLAB "Out of memory" after one day of computation), so we use the SLICOT function which gives the result in a reasonable time. The reason is that the Balanced Truncation function of MATLAB does not take into account the Cholesky factor and sparsity of the system matrices. Moreover, this model is nearly uncontrollable and unobservable, which implies that when we have to compute the SVD of the controllability or observability matrices, we will not converge as we have a singularity. For the stability, in general, we obtain stable reduced-order models but close to instability, this is due mainly to the numerical errors and the condition number of the matrix $A$ which is very large (see Table 4.3).

Indeed, the Modified Low-Rank Smith (MLRS) algorithm depends dramatically of the choice of the reduced order. This choice has to be done such that there is a gap between the kept part and the neglected one. Actually, this choice has to be done for both controllability and observability Gramians. This causes some problems if the gap in the singular values of one Gramian is not present in the singular values of the other Gramian at the same level, which means that one Gramian will not be well approximated and so we obtain a reduced order model of bad quality. This is the case for the poorly balanced systems.

| model | $\\|\mathcal{S}\\|_{\infty}$ | $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{B T}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}} \frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{M L R S}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ |  |
| :---: | :---: | :---: | :---: |
| Building | 0.0053 | 0.1143 | 0.9994 |
| CDplayer | $2.3198 .10^{6}$ | $8.0704 .10^{-8}$ | 0.9875 |
| ISS 1R | 0.1159 | 0.0013 | 1.0000 |
| ISS 12A | 0.0107 | 0.0071 | 0.9992 |

Table 4.4. $H_{\infty}$ norm of benchmark models and the MLRS error systems.

| model | $\mu_{c}^{M L R S}$ | $\mu_{o}^{M L R S}$ |
| :---: | :---: | :---: |
| Building | $3.4411 .10^{-4}$ | 0.6655 |
| CDplayer | 6.3739 | 6.3234 |
| ISS 1R | 0.5494 | 0.0030 |
| ISS 12A | 0.8248 | 0.0029 |

Table 4.5. MLRS noise levels $\mu_{\bullet}$ for benchmark models.

| model | BT | MLRS |
| :---: | :---: | :---: |
| Building | 0.3750 | 0.1720 |
| CDplayer | 0.7970 | 1.8750 |
| ISS 1R | 11.6720 | 9.4530 |
| ISS 12A | $1.1327 .10^{3}$ | $0.6794 .10^{3}$ |

Table 4.6. CPU time for BT and MLRS.


Fig. 4.17. $\sigma_{\max }$-plot of the frequency responses for Building model. - full model, ... BT error system, -•- MLRS error system.


Fig. 4.18. Evolution of the values of $\mu_{\bullet}$ for Building model.
$-\mu_{c}$ and $\cdots \mu_{o}$.


Fig. 4.19. $\sigma_{\max }$-plot of the frequency responses for CDplayer model.


Fig. 4.20. Evolution of the values of $\mu_{\bullet}$ for CDplayer model.


Fig. 4.21. $\sigma_{\max }$-plot of the frequency responses for ISS 1R model. - full model, … BT error system, --- MLRS error system.


Fig. 4.22. Evolution of the values of $\mu_{\bullet}$ for ISS 1R model.
$-\mu_{c}$ and $\cdots \mu_{o}$.


Fig. 4.23. $\sigma_{\max }$-plot of the frequency responses for ISS 12A model.


Fig. 4.24. Evolution of the values of $\mu_{\bullet}$ for ISS 12A model.

$$
-\mu_{c} \text { and } \cdots \mu_{o}
$$

### 4.9 Concluding remarks

In this chapter we presented an analysis of an efficient incremental algorithm to compute the dominant subspace of a given matrix $M$. Although similar algorithms have been discussed in the literature [40], we have given here a more efficient implementation along with a fairly tight bound on its accuracy and estimators that can be used in practice to monitor that accuracy.

The main contributions are the following :

- A CGS-like algorithm of complexity close to $8 N m n$ flops was derived for computing a rank $n$ approximation of an $N \times m$ matrix $M$.
- A posteriori bounds for the accuracy of the approximation error were presented and their reliability was illustrated.
- The effect of round-off was studied and it was shown that the algorithm behaves much better than what can be expected for CGS. An explanation of this phenomenon was given and illustrated by numerical experiments. The effect of propagation of round-off errors was also analyzed and shown to be negligible for the applications considered up to now.

We showed also how to use the resulting approximations to provide an Approximated Balanced Truncation reduced model.
Applications to image reconstruction and model reduction show that the quality of the approximation depends crucially of the gap between the kept part and the neglected one. So one has to choose efficiently the order to obtain a good result. But despite this drawback, the algorithm has a good computational performance.

## Chapter 5

## Recursive Low-Rank Gramian approximation (RLRG)

In the previous chapter, we have presented a new recursive scheme to approximate the "square root" of a low numerical rank Gramian. The updating algorithm was shown to be numerically stable and faster than the approach based on the exact "square root". We showed also how to use this scheme to provide a reduced order model.
The comparison with a non-adaptive SVD scheme for image sequences shows that this algorithm achieves similar accuracy levels for image reconstruction at a significantly lower computational cost. But the comparison with Balanced Truncation for model reduction shows that this algorithm depends a lot on the size of the gap between what we keep and what we neglect. The key idea of our modified low-rank Smith method was based on the fact that the "square root" of Gramians (say e.g. controllability Gramian) can be constructed iteratively using

$$
\left\{\begin{aligned}
\mathcal{C}_{1} & =B \\
\mathcal{C}_{i+1} & =\left[\mathcal{C}_{i} A^{i} B\right]
\end{aligned}\right.
$$

But, this square root can also be constructed in two different ways [48]. One can rewrite :

$$
\mathcal{C}_{i+1}=\left[B A B \ldots A^{i-1} B A^{i} B\right]
$$

as

$$
\mathcal{C}_{i+1}=\left[\left[B A B \ldots A^{i-1} B\right] A^{i} B\right]=\left[\mathcal{C}_{i} A^{i} B\right]
$$

which lead to the idea of the modified low-rank Smith algorithm. A second manner is to write it as

$$
\begin{aligned}
\mathcal{C}_{i+1} & =\left[B\left[A B \ldots A^{i-1} B A^{i} B\right]\right] \\
& =\left[B A\left[B \ldots A^{i-2} B A^{i-1} B\right]\right] \\
& =\left[B A \mathcal{C}_{i}\right]
\end{aligned}
$$

If one has a good low-rank approximation of $\mathcal{C}_{i}$ we will have also a good low-rank approximation of $\mathcal{C}_{i+1}$ using those formulas. This formulation leads to a new scheme. It is also a low-rank Gramian method, called the Recursive Low-Rank Gramian $(R L R G)$. This approach has the important property that it can be generalized to time-varying systems as well, unlike the previous method.
In this chapter, we present this new algorithm. We derive bounds for the approximation error and illustrate its efficiency on a few numerical examples.

### 5.1 RLRG approximations

As mentioned earlier, when model reduction is to be used, the Gramians have often rapidly decaying eigenvalues $[98,7]$, which suggests to approximate the Gramians at each step by a low-rank factorization.

We show below how to obtain such approximations for the time-varying case and at the same time exploit the sparsity of the model $\left\{A_{\bullet}, B_{\bullet}, C_{\bullet}\right\}$ if there is.

Recall first that for a time-varying system, we consider a time window $\left[k_{i}, k_{f}\right]$ which we consider as our time domain. Also the solutions of

$$
\begin{equation*}
\mathcal{G}_{c}(i+1)=A_{i} \mathcal{G}_{c}(i) A_{i}^{*}+B_{i} B_{i}^{*} \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{G}_{o}(i)=A_{i}^{*} \mathcal{G}_{o}(i+1) A_{i}+C_{i}^{*} C_{i} \tag{5.2}
\end{equation*}
$$

are always symmetric positive semi-definite (§.1.2.7), so we can substitute them by symmetric factorizations

$$
\mathcal{G}_{c}(i)=\mathcal{C}_{i} \mathcal{C}_{i}^{*}, \quad \text { and } \quad \mathcal{G}_{o}(i)=\mathcal{O}_{i} \mathcal{O}_{i}^{*}
$$

The key idea of the low-rank method is to approximate the factors of $\mathcal{G}_{c}(i)$ and $\mathcal{G}_{o}(i), \mathcal{C}_{i}$ and $\mathcal{O}_{i}$ by their rank $n_{i}$ approximations $S_{n}(i)$ and $R_{n}(i)$, respectively, at each iteration (typically $n_{i}$ is constant, i.e., $n_{i}=n$ ). Note that (5.1) and (5.2) evolve differently with time (§.1.2.7), so we have to pay attention to this in the algorithm. The proposed algorithm is the following :

## Algorithm 6 The Recursive Low-Rank Gramians algorithm (RLRG). <br> - Initialization

$$
S_{n}\left(k_{i}\right)=0, \quad \text { and } \quad R_{n}\left(k_{f}\right)=0
$$

- The $i^{\text {th }}$ low-rank approximations $S_{n}\left(k_{i}+i\right)$ and $R_{n}\left(k_{f}-i\right)$ are obtained as follows.

Compute the following short singular value decompositions (SSVD) :

$$
\begin{gather*}
\hat{S}\left(k_{i}+i\right)=\left[B_{k_{i}+i-1} \mid A_{k_{i}+i-1} S_{n}\left(k_{i}+i-1\right)\right]=U_{c} \Sigma_{c} V_{c}^{T},  \tag{5.3}\\
\hat{R}\left(k_{f}-i\right)=\left[C_{k_{f}-i}^{T} \mid A_{k_{f}-i}^{T} R_{n}\left(k_{f}-i+1\right)\right]=U_{o} \Sigma_{o} V_{o}^{T} . \tag{5.4}
\end{gather*}
$$

Construct

$$
\begin{gather*}
{\left[S_{n}\left(k_{i}+i\right) \mid E_{c}\left(k_{i}+i\right)\right]=\underbrace{\left[B_{k_{i}+i-1} \mid A_{k_{i}+i-1} S_{n}\left(k_{i}+i-1\right)\right]}_{\hat{S}\left(k_{i}+i\right)}\left[V_{c}^{(1)} \mid V_{c}^{(2)}\right],}  \tag{5.5}\\
{\left[R_{n}\left(k_{f}-i\right) \mid E_{o}\left(k_{f}-i\right)\right]=\underbrace{\left[C_{k_{f}-i}^{T} \mid A_{k_{f}-i}^{T} R_{n}\left(k_{f}-i+1\right)\right]}_{\hat{R}\left(k_{f}-i\right)}\left[V_{o}^{(1)} \mid V_{o}^{(2)}\right]} \tag{5.6}
\end{gather*}
$$

where $V_{c}^{(1)} \in \mathbb{R}^{(m+n) \times n}$ and $V_{o}^{(1)} \in \mathbb{R}^{(p+n) \times n}$ come from the SSVDs (5.3) and (5.4), and $E_{c}\left(k_{i}+i\right)$ and $E_{o}\left(k_{f}-i\right)$ are neglected at each iteration $i$.

To simplify the notations we consider :

$$
l=k_{i}+i, \quad \text { and } \quad r=k_{f}-i
$$

It is immediate from the previous algorithm that

$$
\mathcal{P}_{i}=S_{n}(l) S_{n}(l)^{T}, \quad \text { and } \quad \mathcal{Q}_{i}=R_{n}(r) R_{n}(r)^{T}
$$

are the best rank $n$ approximations to $\hat{S}(l) \hat{S}(l)^{T}$ and $\hat{R}(r) \hat{R}(r)^{T}$, respectively.
But this is not sufficient since we want to compare $\mathcal{P}_{i}$ and $\mathcal{Q}_{i}$ with $\mathcal{G}_{c}(l)=\mathcal{C}_{l} \mathcal{C}_{l}^{T}$ and $\mathcal{G}_{o}(r)=\mathcal{O}_{r} \mathcal{O}_{r}^{T}$, respectively. This is analyzed below. For this, we define

$$
\begin{equation*}
\mathcal{C}_{l}=\left[B_{l-1}\left|A_{l-1} B_{l-2}\right| \ldots \mid \Phi\left(l, k_{i}\right) \mathcal{C}_{k_{i}}\right], \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{O}_{r}=\left[B_{r}\left|A_{r} B_{r+1}\right| \ldots \mid \Phi\left(k_{f}, r\right) \mathcal{O}_{k_{f}}\right] . \tag{5.8}
\end{equation*}
$$

We have the following result :

## Theorem 5.1.

At each iteration, there exists orthogonal matrices

$$
V_{c}^{(i)} \in \mathbb{R}^{(n+i m) \times(n+i m)} \quad \text { and } \quad V_{o}^{(i)} \in \mathbb{R}^{(n+i p) \times(n+i p)},
$$

satisfying :

$$
\mathcal{C}_{l} V_{c}^{(i)}=\left[S_{n}(l)\left|E_{c}(l)\right| A_{l-1} E_{c}(l-1)|\ldots| \Phi\left(l, k_{i}\right) E_{c}\left(k_{i}\right)\right]
$$

and

$$
\mathcal{O}_{r} V_{o}^{(i)}=\left[R_{n}(r)\left|E_{c}(r)\right| A_{r}^{T} E_{c}(r+1)|\ldots| \Phi\left(k_{f}, r\right)^{T} E_{c}\left(k_{f}\right)\right]
$$

where $E_{c}(i)$ and $E_{o}(i)$ are the neglected parts at iteration $i$ (5.5 and 5.6).
Proof. We just show the proof for $V_{c}^{(i)}$, the other is similar.
At each step, there exists an orthogonal matrix $V_{c}$ (5.5) such that

$$
\left[B_{l-1} \mid A_{l-1} S_{n}(l-1)\right] V_{c}=\left[S_{n}(l) \mid E_{c}(l)\right]
$$

For $k=0$ we have $\mathcal{C}_{k_{i}}=\left[S_{n}\left(k_{i}\right) \mid E_{c}\left(k_{i}\right)\right]$. We prove the general result by induction. Suppose that there exists an orthogonal matrix $V_{c}^{(i)}$ such that

$$
\mathcal{C}_{l} V_{c}^{(i)}=\left[S_{n}(l)\left|E_{c}(l)\right| A_{l-1} E_{c}(l-1)|\ldots| \Phi\left(l, k_{i}\right) E_{c}\left(k_{i}\right)\right] .
$$

Since $\mathcal{C}_{l+1}$ can be obtained from $\mathcal{C}_{l}$ (5.7) as follows

$$
\mathcal{C}_{l+1}=\left[B_{l} \mid A_{l} \mathcal{C}_{l}\right],
$$

we choose

$$
V_{c}^{(i)}=\left[\begin{array}{cc}
I_{m} & 0 \\
0 & V_{c}^{(i)}
\end{array}\right]\left[\begin{array}{cc}
V_{c} & 0 \\
0 & I_{(i+1) m}
\end{array}\right],
$$

from which it follows that

$$
\begin{aligned}
\mathcal{C}_{l+1} V_{c}^{(i+1)} & =\left[B_{l} \mid A_{l} \mathcal{C}_{l}\right]\left[\begin{array}{cc}
I_{m} & 0 \\
0 & V_{c}^{(i)}
\end{array}\right]\left[\begin{array}{cc}
V_{c} & 0 \\
0 & I_{(i+1) m}
\end{array}\right] \\
& =\left[B_{l} \mid A_{l} \mathcal{C}_{l} V_{c}^{(i)}\right]\left[\begin{array}{cc}
V_{c} & 0 \\
0 & I_{(i+1) m}
\end{array}\right] \\
& =\left[B_{l}\left|A_{l} S_{n}(l)\right| A_{l} E_{c}(l)|\ldots| \Phi\left(l+1, k_{i}\right) E_{c}\left(k_{i}\right)\right]\left[\begin{array}{cc}
V_{c} & 0 \\
0 & I_{(i+1) m}
\end{array}\right] \\
& =\left[S_{n}(l+1)\left|E_{c}(l+1)\right| A_{l} E_{c}(l)|\ldots| \Phi\left(l+1, k_{i}\right) E_{c}\left(k_{i}\right)\right] .
\end{aligned}
$$

We can use this result to compare $\mathcal{G}_{c}(l)$ and $\mathcal{G}_{o}(r)$ with $\mathcal{P}_{i}$ and $\mathcal{Q}_{i}$, respectively, as follows :

$$
\begin{aligned}
\mathcal{G}_{c}(l) & =\mathcal{C}_{l} \mathcal{C}_{l}^{T} \\
& =\underbrace{S_{n}(l) S_{n}(l)^{T}}_{\mathcal{P}_{i}}+E_{c}(l) E_{c}(l)^{T}+\sum_{j=0}^{i-1} \Phi\left(l, k_{i}+j\right) E_{c}\left(k_{i}+j\right) E_{c}\left(k_{i}+j\right)^{T} \Phi\left(l, k_{i}+j\right)^{T}
\end{aligned}
$$

Since $\Phi(l, l)=I_{N}$ it follows that

$$
\begin{equation*}
\mathcal{G}_{c}(l)=\mathcal{P}_{i}+\sum_{j=0}^{i} \Phi\left(l, k_{i}+j\right) E_{c}\left(k_{i}+j\right) E_{c}\left(k_{i}+j\right)^{T} \Phi\left(l, k_{i}+j\right)^{T} . \tag{5.9}
\end{equation*}
$$

Similarly we have

$$
\begin{equation*}
\mathcal{G}_{o}(r)=\mathcal{Q}_{i}+\sum_{j=0}^{i} \Phi\left(k_{f}-j, r\right)^{T} E_{c}\left(k_{f}-j\right)^{T} E_{c}\left(k_{f}-j\right) \Phi\left(k_{f}-j, r\right) . \tag{5.10}
\end{equation*}
$$

Taking norms we obtain

$$
\left\|\mathcal{G}_{c}(l)-\mathcal{P}_{i}\right\|_{2} \leq \sum_{j=0}^{i}\left\|\Phi\left(l, k_{i}+j\right)\right\|_{2}^{2}\left\|E_{c}\left(k_{i}+j\right)\right\|_{2}^{2},
$$

and

$$
\left\|\mathcal{G}_{o}(r)-\mathcal{Q}_{i}\right\|_{2} \leq \sum_{j=0}^{i}\left\|\Phi\left(k_{f}-j, r\right)\right\|_{2}^{2}\left\|E_{c}\left(k_{f}-j\right)\right\|_{2}^{2} .
$$

Now, define

$$
\eta_{c}=\max _{k_{i} \leq \leq \leq \infty}\left\|E_{c}(l)\right\|_{2}, \quad \text { and } \quad \eta_{o}=\max _{-\infty \leq r \leq k_{f}}\left\|E_{o}(r)\right\|_{2} .
$$

If we suppose that our system is asymptotically stable, we can bound the differences between $\mathcal{P}_{i}$ and $\mathcal{G}_{c}(l)$ and between $\mathcal{Q}_{i}$ and $\mathcal{G}_{o}(r)$ for all $i$,

$$
\mathcal{E}_{c}(i) \doteq \mathcal{G}_{c}(l)-\mathcal{P}_{i}, \quad \text { and } \quad \mathcal{E}_{o}(i) \doteq \mathcal{G}_{o}(r)-\mathcal{Q}_{i}
$$

in terms of the "noise" levels $\eta_{c}$ and $\eta_{o}$ as follows :

## Theorem 5.2.

If moreover the system is stable, i.e.,

$$
\left\|\Phi\left(k, k_{0}\right)\right\| \leq m \cdot a^{\left(k-k_{0}\right)}, \text { with } m>0,0<a<1
$$

Then

$$
\left\|\mathcal{E}_{c}(i)\right\|_{2} \leq \eta_{c}^{2} m^{2} \sum_{j=1}^{i} a^{2 j} \leq \frac{\eta_{c}^{2} m^{2}}{1-a^{2}}, \quad \text { and } \quad\left\|\mathcal{E}_{o}(i)\right\|_{2} \leq \eta_{o}^{2} m^{2} \sum_{j=1}^{i} a^{2 j} \leq \frac{\eta_{c}^{2} m^{2}}{1-a^{2}},
$$

### 5.2 Time-invariant case

For linear time-invariant systems $\{A, B, C\}$, the differences $\mathcal{E}_{c}(i)$ and $\mathcal{E}_{o}(i)$ remain bounded for large $i$. We then have the following result.

## Theorem 5.3.

Let $\mathcal{P}$ and $\mathcal{Q}$ be the solutions of

$$
\mathcal{P}=A \mathcal{P} A^{T}+I, \quad \text { and } \quad \mathcal{Q}=A^{T} \mathcal{Q} A+I
$$

Define

$$
\eta_{c}=\max _{k_{0} \leq i \leq \infty}\left\|E_{c}(i)\right\|_{2}, \quad \text { and } \quad \eta_{o}=\max _{k_{0} \leq i \leq \infty}\left\|E_{o}(i)\right\|_{2}
$$

Then

$$
\begin{equation*}
\left\|\mathcal{E}_{c}(i)\right\|_{2} \leq \eta_{c}^{2}\|\mathcal{P}\|_{2} \leq \eta_{c}^{2} \frac{\kappa(A)^{2}}{1-\rho(A)^{2}} \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathcal{E}_{o}(i)\right\|_{2} \leq \eta_{o}^{2}\|\mathcal{Q}\|_{2} \leq \eta_{o}^{2} \frac{\kappa(A)^{2}}{1-\rho(A)^{2}} \tag{5.12}
\end{equation*}
$$

where $\kappa(A)$ and $\rho(A)$ are respectively the condition number and the spectral radius of $A$.
Proof. Here also we show only the bound for $\mathcal{E}_{c}(i)$, the second one can be shown similarly. It follows from (5.9) that

$$
\mathcal{E}_{c}(i+1)=A \mathcal{E}_{c}(i) A^{T}+E_{c}(i) E_{c}(i)^{T}
$$

With

$$
\eta_{c}=\max _{k_{0} \leq i \leq \infty}\left\|E_{c}(i)\right\|_{2}
$$

we can consider the equation :

$$
\mathcal{X}_{i+1}=A \mathcal{X}_{i} A^{T}+\left(\eta_{c}^{2} I_{N}-E_{c}(i) E_{c}(i)^{T}\right), \quad \mathcal{X}_{0}=0
$$

Its iterates $\mathcal{X}_{i}$ are clearly positive semi-definite and hence converge to a solution $\mathcal{X}$ which is also positive semi-definite.
Moreover by linearity we have

$$
\mathcal{E}_{c}(i+1)+\mathcal{X}_{i+1}=A\left(\mathcal{E}_{c}(i)+\mathcal{X}_{i}\right) A^{T}+\eta_{c}^{2} I_{N}
$$

It then follows that

$$
\lim _{i \rightarrow \infty} \mathcal{E}_{c}(i)+\mathcal{X}_{i}=\eta_{c}^{2} \mathcal{P}
$$

and we obtain

$$
\left\|\mathcal{E}_{c}(i)\right\|_{2} \leq \eta_{c}^{2}\|\mathcal{P}\|_{2}
$$

The second bound follows from the eigen-decomposition of $A$.
We also have the following result on the quality of the approximation of the product of the Gramians.

## Theorem 5.4.

Let $\mathcal{P}$ and $\mathcal{Q}$ be the solutions of

$$
\mathcal{P}=A \mathcal{P} A^{T}+I, \quad \text { and } \quad \mathcal{Q}=A^{T} \mathcal{Q} A+I
$$

Define

$$
\eta_{c}=\max _{k_{0} \leq i \leq \infty}\left\|E_{c}(i)\right\|_{2}, \quad \text { and } \quad \eta_{o}=\max _{k_{0} \leq i \leq \infty}\left\|E_{o}(i)\right\|_{2}
$$

Then

$$
\begin{equation*}
\left\|\mathcal{G}_{c} \mathcal{G}_{o}-\mathcal{P} \mathcal{Q}\right\|_{2} \leq \frac{\kappa(A)^{2}}{1-\rho(A)^{2}}\left(\eta_{c}^{2}\left\|\mathcal{G}_{o}\right\|_{2}+\eta_{o}^{2}\left\|\mathcal{G}_{c}\right\|_{2}\right) \tag{5.13}
\end{equation*}
$$

where $\kappa(A)$ and $\rho(A)$ are respectively the condition number and the spectral radius of $A$.
Proof. We can consider the equation

$$
\mathcal{G}_{c} \mathcal{G}_{o}-\mathcal{P Q}=\left(\mathcal{G}_{c}-\mathcal{P}\right) \mathcal{G}_{o}+\mathcal{P}\left(\mathcal{G}_{o}-\mathcal{Q}\right)
$$

Taking norm of this equation yields

$$
\left\|\mathcal{G}_{c} \mathcal{G}_{o}-\mathcal{P} \mathcal{Q}\right\|_{2}=\left\|\mathcal{G}_{c}-\mathcal{P}\right\|_{2} \cdot\left\|\mathcal{G}_{o}\right\|_{2}+\|\mathcal{P}\|_{2} \cdot\left\|\mathcal{G}_{o}-\mathcal{Q}\right\|_{2}
$$

Finally, using the previous theorem and the fact that $\|\mathcal{P}\|_{2}$ is always bounded from above by $\left\|\mathcal{G}_{c}\right\|_{2}$, we obtain

$$
\mathcal{X}_{i+1}=A \mathcal{X}_{i} A^{T}+\left(\eta_{c}^{2} I_{N}-E_{c}(i) E_{c}(i)^{T}\right), \quad \mathcal{X}_{0}=0
$$

Its iterates $\mathcal{X}_{i}$ are clearly positive semi-definite and hence converge to a solution $\mathcal{X}$ which is also positive semi-definite.
Moreover by linearity we have

$$
\left\|\mathcal{G}_{c} \mathcal{G}_{o}-\mathcal{P} \mathcal{Q}\right\|_{2} \leq \frac{\kappa(A)^{2}}{1-\rho(A)^{2}}\left(\eta_{c}^{2}\left\|\mathcal{G}_{o}\right\|_{2}+\eta_{o}^{2}\left\|\mathcal{G}_{c}\right\|_{2}\right)
$$

This result says that if one Gramian is not well approximated, the product of the Gramians, which is related to the Hankel singular values, will not be well approximated.

Remark 5.5.

- Our bounds are very similar to those obtained in [67] for the time-invariant case; In (5.11) and (5.12), $\kappa(A)^{2} /\left(1-\rho(A)^{2}\right)$ is constant and it is very small when $\rho(A) \ll 1$ and $\kappa(A)$ is reasonable;
- $\eta_{c}$ and $\eta_{o}$ can be taken equal to the maximum of $\left\|E_{c}(i)\right\|_{2}$ and $\left\|E_{o}(i)\right\|_{2}$, respectively, for $k_{i} \leq i \leq \infty$, since we can interpret Theorems 5.1 and 5.2 as starting with any interval $\left[k_{i}, k_{f}\right]$. This is particulary useful if after step $k_{0}$ the errors have converged to their minimal value, i.e., the convergence threshold $\epsilon_{m}$. In fact, $\eta_{c}$ and $\eta_{o}$ are function of $k_{0}$ and one can write

$$
\eta_{c}\left(k_{0}\right)=\max _{k_{0} \leq i \leq \infty}\left\|E_{c}(i)\right\|_{2}, \quad \text { and } \quad \eta_{o}\left(k_{0}\right)=\max _{-\infty \leq i \leq k_{0}}\left\|E_{o}(i)\right\|_{2}
$$

Since $\eta_{c}\left(k_{0}\right)$ and $\eta_{o}\left(k_{0}\right)$ are typically decreasing we can replace it by the maximum over the last iteration steps;

- As stopping criterion, we can use different approaches :

1. Maximal number of iteration steps. The iteration is stopped after a certain number $i_{\max }$ of iterations steps. But, this criterion can be avoided by setting this $i_{\max }=\infty$. Obviously, no additional computations need to be performed to evaluate it. The drawback of this stopping criterion is that it is not related to the attainable accuracy of the delivered low-rank Gramian.
2. Stagnation of the angles. The iteration is stopped when stagnation of $\varangle\left(S_{n}(i-1), S_{n}(i)\right)$ and $\varangle\left(R_{n}(i-\right.$ $\overline{\left.1), R_{n}(i)\right) \text { are detected. Roughly speaking, these angles are considered as "stagnating", when no }}$ noticeable decrease is observed in 10 consecutive iteration steps. This criterion works well in practice. It requires the computation of a SVD which gives the cosine of these angles.
3. Smallness of the values $\eta_{c}$ and $\eta_{o}$. For this, we predefine a tolerance $\epsilon_{m}$ and test if $\eta_{c} \leq \epsilon_{m}$ and $\eta_{o} \leq \epsilon_{m}$ for several iterations. Loosely speaking, this means the following. When $\eta_{c}$ and $\eta_{o}$ and consequently $\left\|E_{c}(i)\right\|$ and $\left\|E_{o}(i)\right\|$ become smaller than $\epsilon_{m}$, then the "contribution" from following iteration is not needed for approximation.
In general, the two last criteria are affected by round-off errors, this is why there is a delay before stopping of the algorithm. Note that the delay between stagnation and stopping of the algorithm can be changed.

- At each iteration, we need to compute only $U_{c}^{(1)}=U_{c}(:, 1: n), U_{o}^{(1)}=U_{o}(:, 1: n), \eta_{c}$ and $\eta_{o}$. This requires typically $O\left(N(n+m)^{2}\right)$ flops and $O\left(N(n+p)^{2}\right)$ flops, respectively [63], which is more reasonable (when $N \gg m, n)$ than the complexity of a traditional method which has in general a complexity of $O\left(N^{3}\right)$ flops.


### 5.2.1 Convergence of the RLRG algorithm for LTI systems

In this subsection we analyze the convergence of the Recursive Low-Rank Gramian (RLRG) approximation algorithm for a linear time invariant system $\{A, B, C\}$. The convergence will allow us to deduce important results, for example for periodic time-varying systems (see §.5.3).
Although all material below applies to both approximations $S_{n}(\bullet)$ and $R_{n}(\bullet)$, we focus on the controllability version only, $S_{n}(\bullet)$.

First, note that the updating transformation for $S_{n}(\bullet)$ (5.3 and 5.5) is nonlinear and implicit. Thus to prove convergence of the RLRG algorithm, we will use a generalization of the fixed point theorem, due to Ortega and Reinboldt [94], called the Contraction mapping theorem.

## Definition 5.6.

A linear operator $\Upsilon$ is nonexpansive if $\rho(\Upsilon) \leq 1$, and contractive if $\rho(\Upsilon)<1$.
Note that a contractive operator is strictly nonexpansive.

## Theorem 5.7.

The nonlinear system $S_{+}=f(S)^{1}$ admits a fixed point $S_{f}$ iff there exists a contractive linear operator $\nabla f$ so that for all $S$ we have

$$
f\left(S_{f}+t S\right)=f\left(S_{f}\right)+t \nabla f \cdot S+O\left(t^{2}\right)
$$

$\nabla f$ is called Gâteaux-derivative of $f$.
Notice that if the linear operator $\nabla f$ is only nonexpansive we have a fixed region or set rather than a fixed point. Now, how to apply this result to our case?

Firstly, for the RLRG algorithm, it is obvious that the differentiability depends on the differentiability of the SVD which is guaranteed if there is a gap between the part that we keep and the part that we neglect in (5.3) and (5.5) [63], and this is supposed to be the case. To prove the convergence we thus have to prove that the updating mapping (5.5) is contractive. For this, let us consider a perturbation of $S=S_{n}$, namely $S+\Delta$.
From (5.3) we can define the SVD

$$
[A \mathcal{S} \mid B]=U\left[\begin{array}{cc}
\Sigma_{+} & 0 \\
0 & \Sigma_{-} \\
0 & 0
\end{array}\right] V^{T}
$$

[^16]and using these $U$ and $V$ matrices, we have :
\[

[A \Delta \mid 0]=U \hat{\Delta} V^{T} \quad where \quad \hat{\Delta}=\left[$$
\begin{array}{ll}
\hat{\Delta}_{11} & \hat{\Delta}_{12}  \tag{5.14}\\
\hat{\Delta}_{21} & \hat{\Delta}_{22} \\
\hat{\Delta}_{31} & \hat{\Delta}_{32}
\end{array}
$$\right],
\]

is partitioned conformably with $\Sigma$. Let us consider the partitioned transformations

$$
V=\left[V_{1} \mid V_{2}\right]=\left[\begin{array}{l|l}
V_{11} & V_{12}  \tag{5.15}\\
\hline V_{21} \mid V_{22}
\end{array}\right], \quad \text { and } \quad U=\left[U_{1}\left|U_{2}\right| U_{3}\right],
$$

and define $\quad \tilde{\Sigma}_{+} \doteq \Sigma_{+}+\Delta_{11} \quad$ and $\quad \tilde{\Sigma}_{-} \doteq \Sigma_{-}+\Delta_{22}$.
We can distinguish two cases : $V$ constant and $V$ varying.
If $V$ is still constant then the new version of $S$ is given by

$$
\mathcal{S}_{+}=[A \mathcal{S} \mid B] V_{1}=U\left[\begin{array}{c}
\Sigma_{+} \\
0 \\
0
\end{array}\right]
$$

and the perturbed version of $S_{+}$is given by

$$
\mathcal{S}_{+}+\Delta_{+}=[A(\mathcal{S}+\Delta) \mid B] V_{1}=U\left[\begin{array}{c}
\tilde{\Sigma}_{+} \\
\hat{\Delta}_{21} \\
\hat{\Delta}_{31}
\end{array}\right],
$$

and thus

$$
\Delta_{+}=[A \Delta \mid 0] V_{1}=A \Delta V_{11} .
$$

Using the vec formulation (§.1.1.4) we obtain

$$
\operatorname{vec}\left(\Delta_{+}\right)=\left(V_{11}^{T} \otimes A\right) \cdot v e c(\Delta) .
$$

Here, the term $V_{11}^{T} \otimes A$ corresponds to the linear operator $\nabla f$ of Theorem 5.7. As

$$
\rho\left(V_{11}^{T} \otimes A\right)=\rho\left(V_{11}\right) \cdot \rho(A)<1
$$

the mapping $\Delta \rightarrow \Delta_{+}$is a contraction.
Let now $V$ be varying as well. The new version of $S$ is still given by

$$
\mathcal{S}_{+}=[A \mathcal{S} \mid B] V_{1}=U_{1} \Sigma_{+},
$$

and the perturbed version is given by

$$
\mathcal{S}_{+}+\Delta_{+}=[A(\mathcal{S}+\Delta) \mid B] V_{1}(\Delta)=U_{1}(\Delta) \hat{\Sigma}_{+},
$$

and so

$$
\Delta_{+}=U_{1}(\Delta) \hat{\Sigma}_{+}-U_{1} \Sigma_{+} .
$$

Let write the transformation $U(\Delta)$ as follows

$$
U(\Delta)=U\left[\begin{array}{cc}
I & -Q^{T} \\
Q & I
\end{array}\right]+O\left(\|\Delta\|_{2}^{2}\right),
$$

then $Q$ can be solved in first order approximation [116] (see also Theorem 4.1, Page 57) from

$$
\begin{gathered}
{\left[\begin{array}{cc}
I & Q^{T} \\
-Q & I
\end{array}\right]\left[\begin{array}{ccc}
\tilde{\Sigma}_{+} \tilde{\Sigma}^{T} & \tilde{\Sigma}_{+} \hat{\Delta}_{21}^{T}+\hat{\Delta}_{12} \tilde{\Sigma}_{-} & \tilde{\Sigma}_{+} \hat{\Delta}_{31}^{T} \\
\hat{\Delta}_{21} \tilde{\Sigma}_{+}+\hat{\Sigma}_{-} \hat{\Delta}_{12}^{T} & \tilde{\Sigma}_{-} \tilde{\Sigma}_{32}^{T} & \Sigma_{-} \hat{\Delta}_{32}^{T} \\
\hat{\Delta}_{31} \tilde{\Sigma}_{+} & \hat{\Delta}_{32} & 0
\end{array}\right]\left[\begin{array}{cc}
I & -Q^{T} \\
Q & I
\end{array}\right]+O\left(\|\Delta\|_{2}^{2}\right)} \\
\\
=\left[\begin{array}{ccc}
\hat{\Sigma}_{+}^{2} & 0 & 0 \\
0 & \hat{\Sigma}_{-}^{2} & 0 \\
0 & 0 & 0
\end{array}\right]
\end{gathered}
$$

Now, if we consider the ( $2: 3,1$ ) blocks, we have

$$
\left[\begin{array}{l}
0 \\
0
\end{array}\right]=-Q\left(\tilde{\Sigma}_{+} \tilde{\Sigma}_{+}^{T}\right)+\left[\begin{array}{cc}
\tilde{\Sigma}_{-} \tilde{\Sigma}_{-}^{T} & \tilde{\Sigma}_{-} \hat{\Delta}_{32}^{T} \\
\hat{\Delta}_{32} \tilde{\Sigma}_{-} & 0
\end{array}\right] Q+\left[\begin{array}{c}
\hat{\Delta}_{21} \tilde{\Sigma}_{+}+\tilde{\Sigma}_{-} \hat{\Delta}_{12}^{T} \\
\hat{\Delta}_{31} \tilde{\Sigma}_{+}
\end{array}\right]+O\left(\|\Delta\|_{2}^{2}\right)
$$

This equation can be solved in first order [115], and if we neglect $\Sigma_{-}$versus $\Sigma_{+}$(i.e. $\left\|\Sigma_{+}^{-1}\right\|_{2} \cdot\left\|\Sigma_{-}\right\|_{2} \simeq$ $\left.O\left(\|\Delta\|_{2}\right)\right)^{2}$, we obtain

$$
\left\|Q-\left[\begin{array}{c}
\hat{\Delta}_{21} \tilde{\Sigma}_{+}^{-1}  \tag{5.16}\\
\hat{\Delta}_{31} \tilde{\Sigma}_{+}^{-1}
\end{array}\right]\right\|_{2} \leq \underbrace{\|Q\|_{2} \frac{\left\|\tilde{\Sigma}_{+}^{-1}\right\|_{2}^{2} \cdot\left\|\tilde{\Sigma}_{-}\right\|_{2}^{2}}{1-\left\|\tilde{\Sigma}_{+}^{-1}\right\|_{2}^{2} \cdot\left\|\tilde{\Sigma}_{-}\right\|_{2}^{2}}}_{c} .
$$

And thus one obtains

$$
\begin{aligned}
\Delta_{+} & =U\left[\begin{array}{c}
I \\
\hat{\Delta}_{21} \tilde{\Sigma}_{+}^{-1} \\
\hat{\Delta}_{31} \tilde{\Sigma}_{+}^{-1}
\end{array}\right] \tilde{\Sigma}_{+}-U_{1} \Sigma_{+}+O(c) \\
& =U_{1}\left(\Sigma_{+}+\hat{\Delta}_{11}\right)+U_{2} \hat{\Delta}_{21}+U_{3} \hat{\Delta}_{31}-U_{1} \Sigma_{+}+O(c) \\
& =U_{1} \hat{\Delta}_{11}+U_{2} \hat{\Delta}_{21}+U_{3} \hat{\Delta}_{31}+O(c) .
\end{aligned}
$$

From (5.14) we have

$$
\left[\begin{array}{l}
\hat{\Delta}_{11}  \tag{5.17}\\
\hat{\Delta}_{21} \\
\hat{\Delta}_{31}
\end{array}\right]=\left[\begin{array}{l}
U_{1}^{T} \\
U_{2}^{T} \\
U_{3}^{T}
\end{array}\right][A \Delta \mid 0] V_{1}
$$

so

$$
\begin{aligned}
\Delta_{+} & =U_{1} U_{1}^{T} A \Delta V_{11}+U_{2} U_{2}^{T} A \Delta V_{11}+U_{3} U_{3}^{T} A \Delta V_{11}+O(c) \\
& =\underbrace{\left(U_{1} U_{1}^{T}+U_{2} U_{2}^{T}+U_{3} U_{3}^{T}\right)}_{I} A \Delta V_{11}+O(c) .
\end{aligned}
$$

Therefore we have

$$
\Delta_{+} \simeq A \Delta V_{11}+O(c) .
$$

Furthermore from (5.16) and (5.17) we have

$$
\|Q\|_{2} \approx\|A \Delta\|_{2} \cdot\left\|\Sigma_{+}^{-1}\right\|_{2}
$$

and so

$$
{ }^{2} \text { Note that in this case } \quad\left\|\left(\tilde{\Sigma}_{+} \tilde{\Sigma}_{+}^{T}\right)^{-1} O\left(\|\Delta\|_{2}^{2}\right)\right\| \ll O\left(\|\Delta\|_{2}^{2}\right)
$$

$$
c=\|Q\|_{2} \frac{\left\|\tilde{\Sigma}_{+}^{-1}\right\|_{2}^{2} \cdot\left\|\tilde{\Sigma}_{-}\right\|_{2}^{2}}{1-\left\|\tilde{\Sigma}_{+}^{-1}\right\|_{2}^{2} \cdot\left\|\tilde{\Sigma}_{-}\right\|_{2}^{2}} \approx\|A \Delta\|_{2} \frac{\left\|\tilde{\Sigma}_{+}^{-1}\right\|_{2}^{3} \cdot\left\|\tilde{\Sigma}_{-}\right\|_{2}^{2}}{1-\left\|\tilde{\Sigma}_{+}^{-1}\right\|_{2}^{2} \cdot\left\|\tilde{\Sigma}_{-}\right\|_{2}^{2}} .
$$

Using the vec formulation we obtain finally

$$
\operatorname{vec}\left(\Delta_{+}\right)=\left(V_{11}^{T} \otimes A\right) \cdot v e c(\Delta)+O(c)
$$

As

$$
\rho\left(V_{11}^{T} \otimes A\right)=\rho\left(V_{11}\right) \cdot \rho(A)<1
$$

the mapping $\Delta \rightarrow \Delta_{+}$is a contraction provided $\left\|\tilde{\Sigma}_{+}^{-1}\right\|_{2}\left\|\tilde{\Sigma}_{-}\right\|_{2}$ is sufficiently small i.e., the gap is sufficiently large. Under these conditions, the RLRG algorithm admits a fixed point. Furthermore, this fixed point has a very nice property given by the following result.

## Theorem 5.8.

The fixed point of the $R L R G$ algorithm is an $\{A, B\}$ invariant subspace provided that the matrix $V_{11}$ (5.15) is invertible.

Proof.
First let us see what $\{A, B\}$ invariance means.
Lemma 5.9. [80]
$A$ subspace $\mathcal{V}$ is an $\{A, B\}$ invariant subspace iff there exists a (non unique) feedback-gain matrix $K$ such that $\mathcal{V}$ is $(A-B K)$-invariant. In other words

$$
A \mathcal{V} \subset \operatorname{Im}(B)+\mathcal{V} \quad \Leftrightarrow \quad \text { there exists } K \text { s.t. }(A-B K) \mathcal{V} \subset \mathcal{V}
$$

Now let $i$ be the iteration where we reach the fixed point, i.e.,

$$
\operatorname{Im}\left(S_{i}\right)=\operatorname{Im}\left(S_{i+1}\right)
$$

this is equivalent to say that there exists a square nonsingular matrix $X$ s.t. $S_{i} X=S_{i+1}$. Then, if we put ourselves in a coordinate system where :

$$
S_{i}=\left[\begin{array}{c}
R \\
0
\end{array}\right], \quad R \in \mathbb{R}^{n \times n}
$$

(this can be obtained using for example a QR decomposition of $S_{i}$ followed by a pre-multiplication of the matrix $S_{i}$ by $Q$ ). The fixed singular subspace implies that we must have :

$$
S_{i+1}=\left[\begin{array}{c}
R_{+} \\
0
\end{array}\right], \quad R_{+} \in \mathbb{R}^{n \times n}
$$

The two matrices $R$ and $R_{+}$are related using (5.15) as follows

$$
\left[\left.\left[\begin{array}{c|c}
A_{11} & A_{12} \\
\hline A_{21} & A_{22}
\end{array}\right]\left[\frac{R}{0}\right] \right\rvert\,\left[\frac{B_{1}}{B_{2}}\right]\right]\left[\frac{V_{11}}{V_{21}}\right]=\left[\frac{A_{11} R \mid B_{1}}{A_{21} R} B_{2}\right]\left[\frac{V_{11}}{V_{21}}\right]=\left[\frac{R_{+}}{0}\right]
$$

And so, we have

$$
\left\{\begin{array}{l}
A_{11} R V_{11}+B_{1} V_{21}=R_{+}  \tag{5.18}\\
A_{21} R V_{11}+B_{2} V_{21}=0
\end{array} .\right.
$$

If $V_{11}$ is invertible which is equivalent to $\left\|V_{21}\right\|<1$ (this follows from the Schur complement), it follows from (5.18) that $\operatorname{Im}\left(S_{i}\right)=\left[\begin{array}{l}I \\ 0\end{array}\right]$ must be an $\{A, B\}$ invariant subspace since for

$$
K=\left[K_{1} \mid 0\right]=\left[-V_{21} V_{11}^{-1} R^{-1} \mid 0\right]
$$

we have

$$
A-B K=\left[\begin{array}{c|c}
A_{11}-B_{1} K_{1} & A_{12} \\
\hline A_{211}-B_{2} K_{1} & A_{22}
\end{array}\right]=\left[\begin{array}{c|c}
A_{11}-B_{1} K_{1} & A_{12} \\
\hline 0 & A_{22}
\end{array}\right] .
$$

which concludes our proof.
This result says that the fixed point is an $\{A, B\}$ invariant subspace, we hope that this property may help to give a complete description of the fixed points and their properties. We believe that there is a unique fixed point which is an $\{A, B\}$ invariant subspace of dimension $n$, but we were not able to prove this. A complete analysis of this question is by itself a new subject of research, which we leave for the future.

Remark 5.10. For the observability, we speak about $\left\{A^{T}, C^{T}\right\}$ invariance instead of $\{A, B\}$ invariance.

In the Figures 5.1, 5.2,5.3, and 5.4 we show numerical convergence results corresponding to each of our benchmark models. Convergence is shown in terms of the cosine of the canonical angle between two successive versions of the right dominant subspaces. i.e., between $V_{i}$ and $V_{i-1}$. The canonical angle is defined by the smallest singular value of the product $V_{i}^{T} V_{i-1}[63]$. We show also the cosine of the angle between $V_{i}$ and $\left[\begin{array}{c}I_{n} \\ 0\end{array}\right]$. Actually, this cosine shows the behavior of the dominant subspace. If this cosine remains close to 1, this means that we reach a fixed point and there is no change in the image of $V_{i}$ even if we continue the iterations. We can see from Figures 5.1-4 and Table 5.1 that the convergence depends mainly of the spectral radius of the matrix $A$ which is affected by numerical round off.

|  | building model | CDplayer model | ISS 1R model | ISS 12A model |
| :--- | :---: | :---: | :---: | :---: |
| $\rho(A)$ | 0.4997 | 1 | 0.7338 | 0.8310 |

Table 5.1. Spectral radius of the matrix $A$ of each benchmark model.
For the Building and ISS 1R models the spectral radius of the matrix $A$ (i.e., $\rho(A)$ ) is smaller than 1 and so we reach the fixed point rapidly (after 50 iterations for the building model which is of order 48 (Figure 5.1), and the same number of iterations for the ISS 1R model which has order 270, Figure 5.3. For the ISS 12A model, even if the spectral radius is smaller than 1, the convergence is not strict and due to round off error there is still oscillations (Figures 5.4). For the CDplayer model, the spectral radius is equal to 1 and this implies no convergence at all (Figure 5.2).


Fig. 5.1. Convergence and Cosine of subspace angles for Building model.


Fig. 5.2. Convergence and Cosine of subspace angles for CDplayer model.
LEGEND $:-\cos \left(\varangle\left(V_{i}, V_{i-1}\right)\right)$ and $\cdots \cos \left(\varangle\left(V_{i},\left[\begin{array}{c}I_{n} \\ 0\end{array}\right]\right)\right)$.


Fig. 5.3. Convergence and Cosine of subspace angles for ISS 1 R model.


Fig. 5.4. Convergence and Cosine of subspace angles for ISS 12A model.

$$
\text { LEGEND }:-\cos \left(\varangle\left(V_{i}, V_{i-1}\right)\right) \text { and } \cdots \cos \left(\varangle\left(V_{i},\left[\begin{array}{c}
I_{n} \\
0
\end{array}\right]\right)\right) \text {. }
$$

### 5.3 Periodic case

Using the connection between the periodic time-varying system and the time-invariant system $[113,123,121$, 28] (see also Page 14), and the fact that for a periodic system there exists a periodic controllability Gramian [113], we can extend the previous time-invariant result to a $K$-periodic system, as follows :

Theorem 5.11.
Let $\mathcal{P}$ be the solution of $\mathcal{P}=\hat{A} \mathcal{P} \hat{A}^{T}+I_{K N}$ where

$$
\hat{A}=\left(\begin{array}{cccc}
0 & \ldots & 0 & A_{0} \\
A_{1} & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \vdots \\
0 & \ldots & A_{K-1} & 0
\end{array}\right) \text { and } \mathcal{P} \doteq \operatorname{diag}\left(\mathcal{P}_{1}, \ldots, \mathcal{P}_{K-1}, \mathcal{P}_{0}\right)
$$

then

$$
\begin{equation*}
\left\|\mathcal{E}_{c}(k)\right\|_{2} \leq \eta_{c}^{2}\|\mathcal{P}\|_{2} \leq \eta_{c}^{2} \frac{\kappa(\hat{A})^{2}}{1-\rho(\Phi(K, 0))^{2}} \tag{5.19}
\end{equation*}
$$

Remark 5.12. Using the connection between periodic and time-invariant systems, and using the convergence result theorem for the time-invariant case, we can conclude that we have also a periodicity for the dominant subspaces defined by the $S_{n}(i)$, which implies that the reduced order model will be also periodic.

### 5.4 RLRG versus MLRS

Even if the two algorithms have things in common (they approximate the square root of Gramians), they operate in completely different ways.
The idea of the MLRS procedure is windowing : it consists of a "window" which reviews all vectors of the matrix and collects dominant elements using a "local" SVD as a criterion of "dominance". The result will be the dominant subspace of the square root of the considered Gramian. And so the quality of the approximation depends mainly on the neglected vectors and if there is or not a considerable gap between the neglected part and the kept part.
The RLRG procedure operates completely differently. Given an initial estimate of this dominant subspace, it applies $A$ to the old space and then performs a correction using $B$. This procedure also converges to the dominant subspace of the square root of the Gramian.
The principal advantage of this method is that it decreases the effect of the old approximation errors since they are weighted at each iteration by a coefficient lower than 1 (the spectral radius of $A$ which is strictly smaller than 1 if we assume that the system is stable), and thus only the last errors dominate. Those can be made very small by adapting (in a dynamic way) the initial starting point. And so the parameters $\mu_{c}$ and $\mu_{o}$ resulting from the RLRG algorithm are in fact dominated by the last terms, i.e., $\eta_{c} \approx\left\|E_{c}(k)\right\|_{2}$ and $\eta_{o} \approx\left\|E_{c}(k)\right\|_{2}$ which will give much tighter bounds in Theorems 5.2 and 5.3.
Theorem 5.4 is still available here, but as the noise levels $\eta_{c}$ and $\eta_{o}$ resulting by using the Recursive LowRank Gramian approximation algorithm are smaller than those resulting by using the Modified Low-Rank Smith approximation algorithm, the bound is also much tighter.

The reduced order model is also computed as for the MLRS algorithm. We use the resulting low-rank approximations instead of the exact square roots in the Balanced Truncation algorithm, indeed we use the Approximated Balanced Truncation procedure to provide the reduced order model (see Algorithm 4). The results presented for the MLRS algorithm hold for the RLRG algorithm, but as the parameters $\mu_{\bullet}$ is smaller than those obtained for MLRS the quality of our reduced model improves with RLRG, as is shown by the numerical examples presented in the next section.

### 5.5 Numerical example

### 5.5.1 Time-varying periodic example

In this section we present a numerical example of a periodic system to which we applied the RLRG algorithm. Using the multirate sampling data model given in [121], we can construct from any discrete LTI system $\{A, B, C\}$ a periodic time-varying system which can be represented by :

$$
\left\{\begin{aligned}
\bar{x}_{k+1} & =\bar{A}_{k} \bar{x}_{k}+\bar{B}_{k} u_{k} \\
\bar{y}_{k} & =\bar{C}_{k} \bar{x}_{k}
\end{aligned}\right.
$$

where $\bar{x}_{k}^{T} \doteq\left[x_{k}^{T} v_{k}^{T}\right] \in \mathbb{R}^{N+m}$ is the enlarged state vector, and the periodic system matrices are given by

$$
\bar{A}_{k} \doteq\left[\begin{array}{cc}
A & B(I-\Delta(k)) \\
0 & I-\Delta(k)
\end{array}\right], \bar{B}_{k} \doteq\left[\begin{array}{c}
B \Delta(k) \\
\Delta(k)
\end{array}\right] \text { and } \bar{C}_{k} \doteq \bar{\Delta}(k)\left[\begin{array}{ll}
C & 0
\end{array}\right]
$$

Here $\Delta(k)$ and $\bar{\Delta}(k)$ are N-periodic $m \times m$ and $p \times p$ matrices given by

$$
\begin{aligned}
& \Delta(k) \doteq \operatorname{diag}\left\{\delta_{i}(k), i=1,2, \ldots, m\right\} \quad \bar{\Delta}(k) \doteq \operatorname{diag}\left\{\bar{\delta}_{i}(k), i=1,2, \ldots, p\right\} \\
& \delta_{i}(k) \doteq\left\{\begin{array} { l } 
{ 1 , k = j N _ { i } , } \\
{ 0 , k \neq j N _ { i } , }
\end{array} \quad j \in \mathbb { Z } ^ { + } \quad \delta _ { i } ( k ) \doteq \left\{\begin{array}{l}
1, k=j M_{i}, \\
0, k \neq j M_{i},
\end{array} \quad j \in \mathbb{Z}^{+},\right.\right.
\end{aligned}
$$

where $T$ is the basic period, output $j$ is updated every $M_{j}$ periods, input $i$ is sampled every $N_{i}$ periods and $N=\operatorname{lcm}\left(N_{i}, M_{j}\right)$.

We apply this to the discretized SISO system of the arm of the CD player with a sampling time $T_{s}=$ $0.0001, N_{i}=M_{i}=2$ and we reduce the order from 122 to 20 . For this model we have $\frac{\kappa(\hat{A})^{2}}{1-\rho(\hat{A})^{2}} \simeq 10^{5}$, and $\eta \simeq 10^{-16}, \forall k \geq 20$.
In Figures 5.5-a and -b, we show the cosine of the canonical angle between the dominant subspace of two successive iterations $(k-1)$ and $k$, i.e., $\cos \left(\varangle\left(S_{n}(k-1), S_{n}(k)\right)\right)$, and the canonical angle with the exact dominant subspace, noted $S_{n}(\infty)$, of the controllability Gramians $\mathcal{G}_{c_{0}}$ and $\mathcal{G}_{c_{1}}$ of the lifted LTI system (see Page 14), i.e., $\cos \left(\varangle\left(S_{n}(k), S_{n}(\infty)\right)\right)$.
Actually, the time-varying system obtained here is periodic of period 2. Indeed, one obtains two lifted LTI systems as we take as starting time $k=1$ or $k=2$. And so we have two controllability Gramians corresponding respectively to each lifted LTI system, which corresponds also to periodic Gramians for the original LTV system. Those subfigures show the convergence and the accuracy of our algorithm. It can be seen that we have convergence as soon as the algorithm has eliminated the $n=20$ vectors of the initial matrix $S_{n}(0)$ for both cases.

In Figure 5.6 we compare frequency responses of the time-invariant lifted systems (1.6) for starting point 1 (Figure 5.6-a) and 2 (Figure 5.6-b).
In each figure we give the amplitude of the frequency response of the original model, the absolute errors in the frequency response after 30 steps and 60 steps, and the absolute errors in the frequency response using the exact dominant subspace of the controllability matrix of the lifted LTI system. We can see that just after 60 iterations one obtains the same results as if we consider the whole matrix of controllability, but apparently the number of iterations necessary to obtain this results depend on the spectral radius of the matrix $\hat{A}$ of the lifted system.
This example shows also that we obtain a reduced-order model which is still periodic.

a . for starting point 1 .

b . for starting point 2 .

Fig. 5.5. Distance between dominant subspaces.
$\multimap \cos \left(\varangle\left(S_{n}(k), S_{n}(k-1)\right)\right), \multimap \cos \left(\varangle\left(S_{n}(k), S_{n}(\infty)\right)\right)$


Fig. 5.6. Frequency response

- full model, $\cdots$ approx. errors (30 steps), -- approx. errors ( 60 steps), - - approx.errors (exact Gramian)


### 5.5.2 LTI model reduction examples

This section sums up numerical results of MLRS algorithm and gives the numerical results of the RLRG algorithm applied on the benchmark models. For each example, we show the $\mathcal{H}_{\infty}$ norm of the original models and the error systems in Table 5.2. Table 5.3 give a comparison of the noise level $\mu_{\bullet}$ corresponding to MLRS and RLRG algorithms. We tabulate also the CPU time corresponding to both algorithms in Table 5.4. $\sigma_{m a x}$-plot of the full order and the corresponding error systems are also shown.

It can be seen from Figures 5.7, 5.9, 5.11, and 5.13 that we obtain better results with the RLRG algorithm. These results are closer to those obtained using Balanced truncation. For the four Benchmark examples the RLRG algorithm approximates better the models than Balanced Truncation at low and medium frequencies. This is not the case for high frequencies, but the quality of the approximations are still close to those obtained using Balanced Truncation, and better than those obtained using the MLRS algorithm.

Figures 5.8, 5.10, 5.12, and 5.14 shows the noise levels. Notice that these noise levels shown must be interpreted in a special way. The noise levels must be multiplied by the corresponding power of the spectral radius of $A$ to obtain the real values of the noise level at the end, i.e., the real noise level $\tilde{\mu}_{\bullet}$ is obtained as

$$
\tilde{\mu}_{\bullet}(i) \doteq \rho(A)^{\tau-i} \mu_{\bullet}(i), \quad \text { where } \tau \text { is the number of iteration. }
$$

And so the values of noise levels considered in Theorems 5.2, 5.3, and 5.4 will be taken in the last obtained values which will be very small.
We notice here also that for poorly balanced systems the resulting noise levels are not of the same order as for well balanced systems. This is still the case for the CDplayer model.

| model | $\\|\mathcal{S}\\|_{\infty}$ | $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{B T}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{M L R S}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{R L R G}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ |
| :---: | :---: | :---: | :---: | :---: |
| Building | 0.0053 | 0.1143 | 0.9994 | 0.4301 |
| CDplayer | $2.3198 .10^{6}$ | $8.0704 .10^{-8}$ | 0.9875 | $6.8931 .10^{-6}$ |
| ISS 1R | 0.1159 | 0.0013 | 1.0000 | 0.1023 |
| ISS 12A | 0.0107 | 0.0071 | 0.9992 | 0.9697 |

Table 5.2. $H_{\infty}$ norm of benchmark models, the MLRS and the RLRG error systems.

| model | $\mu_{c}^{M L R S}$ | $\mu_{o}^{M L R S}$ | $\mu_{c}^{R L R G}$ | $\mu_{o}^{R L R G}$ |
| :---: | :---: | :---: | :---: | :---: |
| Building | $3.4411 .10^{-4}$ | 0.6655 | $6.5063 .10^{-15}$ | $4.3799 .10^{-12}$ |
| CDplayer | 6.3739 | 6.3234 | $4.0575 .10^{-20}$ | $6.0341 .10^{-20}$ |
| ISS 1R | 0.5494 | 0.0030 | $1.5063 .10^{-8}$ | $1.1641 .10^{-10}$ |
| ISS 12A | 0.8248 | 0.0029 | $7.1973 .10^{-25}$ | $1.1751 .10^{-27}$ |

Table 5.3. MLRS and RLRG noise levels $\mu_{\bullet}$ for benchmark models.

| model | BT | MLRS | RLRG |
| :---: | :---: | :---: | :---: |
| Building | 0.3750 | 0.1720 | 0.3380 |
| CDplayer | 0.7970 | 1.8750 | 0.7340 |
| ISS 1R | 11.6720 | 9.4530 | 4.7350 |
| ISS 12A | $1.1327 .10^{3}$ | $0.6794 .10^{3}$ | $0.1029 .10^{3}$ |

Table 5.4. CPU time for different algorithms


Fig. 5.7. $\sigma_{\text {max }}$-plot of the frequency responses for Building model.

- full model, ... BT error system,
--- MLRS error system, -- RLRG error system.


Fig. 5.8. Evolution of the values of $\mu_{\bullet}$ for Building model.


Fig. 5.9. $\sigma_{\max }$-plot of the frequency responses for CDplayer model.


Fig. 5.10. Evolution of the values of $\mu_{\bullet}$ for CDplayer model.

- $\mu_{c}$ and $\cdots \mu_{o}$.


Fig. 5.11. $\sigma_{\max }$-plot of the frequency responses for ISS 1R model.

- full model, … BT error system,
-.- MLRS error system, -- RLRG error system.


Fig. 5.12. Evolution of the values of $\mu_{\bullet}$ for ISS 1R model.

$$
-\mu_{c} \text { and } \cdots \mu_{o}
$$



Fig. 5.13. $\sigma_{\max }$-plot of the frequency responses for ISS 12 A model.

- full model, ... BT error system,
--- MLRS error system, -- RLRG error system.


Fig. 5.14. Evolution of the values of $\mu_{\bullet}$ for ISS 12A model.

- $\mu_{c}$ and $\cdots \mu_{o}$.


### 5.6 Concluding remarks

In the last two chapters we proposed two recursive model reduction methods based on Gramians. The first algorithm is the MLRS algorithm for which we propose a detailed numerical study, with applications to image reconstruction and model reduction. The second algorithm is a new algorithm, namely the RLRG algorithm. Unlike the MLRS algorithm, RLRG is mainly aimed at the time-varying computation of approximate Gramians. This approach provides results that are close to those obtained by Balanced truncation with a better computational performance.
The RLRG procedure operates as follows. Given an initial estimate of this dominant subspace, it applies $A$ to the old space and then performs a correction using $B$. This procedure converges to the dominant subspace of the square root of the Gramian. The principal advantage of this method is that it decreases the effect of the
old approximation errors since they are weighted at each iteration by a coefficient lower than 1 (the spectral radius of $A$ which is strictly smaller than 1 if we assume that the system is stable), and thus only the last errors dominate. Those can be made very small by adapting (in a dynamic way) the initial starting point. Indeed, one can run the algorithm with any initial starting point, and as the noise levels become smaller we restart the algorithm with as initial starting point the low-rank approximation obtained. This rerun of the algorithm gives better results for the quality of the low-rank approximations and the smallness of the noise levels. And so the noise level (i.e., $\mu_{c}$ and $\mu_{o}$ ) resulting from the RLRG algorithm are in fact dominated by the last terms which give much tighter bounds on the quality of the approximation. Moreover, as the noise levels resulting from the RLRG algorithm are small, the approximation of the product of the Gramians is better than the one obtained with the MLRS algorithm.
We illustrated the performance of this procedure using benchmark examples. These numerical examples show that this method is much better than the MLRS procedure and yields results closer to those obtained using Balanced Truncation.
Despite the obviously desirable features of the Gramians approach proposed here, many open questions remain. There are a number of questions about stability and properties of the original system retained in the reduced-order system. We also still need a complete description of the fixed points and their properties.

## Chapter 6

## Recursive Low-Rank Hankel approximation (RLRH)

Our first two algorithms have a common idea which is the independent approximation of the two Gramians. So to obtain a reduced model we have to "balance" the projection matrices obtained from these two approximations. The quality of the approximation and indeed of the reduced model depends on two parameters $\mu_{c}$ and $\mu_{o}$ which determine if the two Gramians are well approximated or not. These parameters are independent as we approximate Gramians independently from one another, and so one can imagine the case where one Gramian is well approximated and the other not. So, this affects the quality of the approximation of the reduced model.

In this chapter we present an algorithm which avoids this kind of problem. The key idea of this approach is to use the underlying recurrences defining the so-called time-varying "Hankel maps". These matrices have a similar structure to the Hankel matrix of the time-invariant case. Because the system order at each instant is given by the rank of the Hankel matrix at that instant, one can approximate the system by approximating the Hankel matrix.
Actually, this is the idea of the exact Hankel norm approximation methods [48]. In this case, the norm approximation problem is

$$
\begin{equation*}
\min _{\operatorname{rank} \hat{\mathcal{H}} \leq n}\|\mathcal{H}-\hat{\mathcal{H}}\| \tag{6.1}
\end{equation*}
$$

where $\mathcal{H}$ is the Hankel map which makes correspondence between inputs and outputs. The problem (6.1) has many solutions, since only the largest singular values of the difference $E=\mathcal{H}-\hat{\mathcal{H}}$ is minimized, and $n-1$ others are free, as long as they remain smaller.
In general, to solve this problem, one has to select an appropriate representation of the desired high-order model that can be used computationally. A simple but high-complexity realization is given by the generalized companion form. Now, given this realization one can solve the problem (6.1) for a given precision which is measured using a Hermitian, strictly positive diagonal operator $\Gamma$ (in fact it could be taken as $\Gamma=\epsilon . I$ for some small value of $\epsilon$ ), by solving

$$
\sup _{k}\left\|\left((\mathcal{H}-\hat{\mathcal{H}}) \Gamma^{-1}\right)_{k}\right\| \leq 1
$$

i.e., $\hat{\mathcal{H}}$ approximates $\mathcal{H}$ up to a precision given by $\Gamma$. This problem can be solved using the Schur-Takagi algorithm [48]. Indeed, Hankel norm approximation theory originates as a special case of the solution to the Schur-Takagi interpolation problem in the context of complex function theory. Several techniques were presented to find the optimal solution, see e.g. the work of Dewilde and van der Veen [48, 125], and Chandrasekaran and $\mathrm{Gu}[35,36,37,38,39]$. The complexity of these techniques are normally of the order of $O\left(N^{2}\right)$ but can be made "fast" or "super fast" to be just of the order of $O(N)$. But in order to obtain this speed up, the matrices involved must have a special structure called the "sequentially semi-separable matrix structure". This structure involves some rank conditions for optimality and which cause some minor complications. This whole procedure has to be repeated for $\Gamma=c_{k} . I$, where $c_{k}$ eventually converges to a small optimal value.

The principal idea of these algorithms is to use the SVD to approximate the Hankel matrices by matrices having a Hankel structure. Our algorithm follows the same line. It has the particularity that it approximates the Hankel matrices at each instant by a low rank approximations in a finite window. Let us now formulate this in more detail.

### 6.1 The RLRH algorithm

Let us consider a time window $\left[k_{i}, k_{f}\right]=[k-\tau, k+\tau-1]$ of width $2 \tau$ and centered around $[k-1, k]$. If we restrict the inputs to be non-zero only in the interval $\left[k_{i}, k-1\right]$ (i.e., the "past"), then the outputs in the interval $\left[k, k_{f}\right]$ (i.e., the "future") are given by the convolution with a "Hankel map". Indeed, the state-to-outputs and inputs-to-state maps on the finite window $\left[k_{i}, k_{f}\right]$ are given by $\left(k_{i}<k<k_{f}\right)$ [48] :

$$
\underbrace{\left[\begin{array}{c}
y_{k} \\
y_{k+1} \\
\vdots \\
y_{k_{f}}
\end{array}\right]}_{Y}=\left[\begin{array}{c}
C_{k} \\
C_{k+1} A_{k} \\
\vdots \\
C_{k_{f}} \Phi\left(k_{f}, k\right)
\end{array}\right] \underbrace{\left[B_{k-1} A_{k-1} B_{k-2} \ldots \Phi\left(k, k_{i}+1\right) B_{k_{i}}\right]}_{x(k)} \underbrace{\left[\begin{array}{c}
u_{k-1} \\
u_{k-2} \\
\vdots \\
u_{k_{i}}
\end{array}\right]}_{U},
$$

and the finite dimensional "Hankel" map $\mathcal{H}\left(k_{f}, k, k_{i}\right)$ mapping $U$ to $Y$ is :

$$
\begin{aligned}
& \mathcal{H}\left(k_{f}, k, k_{i}\right)= \\
& {\left[\begin{array}{lllc}
C_{k} B_{k-1} & C_{k} A_{k-1} B_{k-2} & \ldots & C_{k} \Phi\left(k, k_{i}+1\right) B_{k_{i}} \\
C_{k+1} A_{k} B_{k-1} & C_{k+1} A_{k} A_{k-1} B_{k-2} & & C_{k+1} \Phi\left(k+1, k_{i}+1\right) B_{k_{i}} \\
\vdots & & \ddots & \vdots \\
C_{k_{f}} \Phi\left(k_{f}, k\right) B_{k-1} & C_{k_{f}} \Phi\left(k_{f}, k-1\right) B_{k-2} & \ldots & C_{k_{f}} \Phi\left(k_{f}, k_{i}+1\right) B_{k_{i}}
\end{array}\right] .}
\end{aligned}
$$

Since $x(k) \in \mathbb{R}^{N}, \mathcal{H}\left(k_{f}, k, k_{i}\right)$ is of rank at most $N$ and it has a factorization :

$$
\mathcal{H}\left(k_{f}, k, k_{i}\right)=\underbrace{\left[\begin{array}{c}
C_{k} \\
C_{k+1} A_{k} \\
\vdots \\
C_{k_{f}} \Phi\left(k_{f}, k\right)
\end{array}\right]}_{\mathcal{O}\left(k_{f}, k\right)} \underbrace{\left[B_{k-1} A_{k-1} B_{k-2} \ldots \Phi\left(k, k_{i}+1\right) B_{k_{i}}\right]}_{\mathcal{C}\left(k, k_{i}\right)},
$$

where $\mathcal{O}_{k} \doteq \mathcal{O}\left(k_{f}, k\right)$ and $\mathcal{C}_{k} \doteq \mathcal{C}\left(k, k_{i}\right)$ are respectively the observability and the controllability matrices at instant $k$ related respectively to the finite windows $\left[k, k_{f}\right]$ and $\left[k_{i}, k-1\right]$. It also follows from the factorization that the submatrices of the factors satisfy the following recurrences :

$$
\begin{gathered}
\mathcal{O}_{j}=\left[\begin{array}{c}
C_{j} \\
\mathcal{O}_{j+1} A_{j}
\end{array}\right], \quad j=k_{f}-1, \ldots, k, \quad \mathcal{O}_{k_{f}}=C_{k_{f}}, \\
\mathcal{C}_{j+1}=\left[B_{j} A_{j} \mathcal{C}_{j}\right], \quad j=k_{i}+1, \ldots, k-1, \quad \mathcal{C}_{k_{i}+1}=B_{k_{i}} .
\end{gathered}
$$

These recurrences construct the controllability matrix forward from $k_{i}$ to $k$ and the observability matrix backward from $k_{f}$ to $k$. The idea of our Recursive Low-Rank Hankel approximation method is now to compute these recurrences using low-rank approximations at each time step, according to the following recursive scheme :


```
Algorithm 7 The Recursive Low-Rank Hankel algorithm (RLRH).
    - Let the initializing matrices \(S_{n}\left(k_{i}\right), R_{n}\left(k_{f}\right) \in \mathbb{R}^{N \times n}\) are
\[
S_{n}\left(k_{i}\right)=\mathbf{0}, \quad R_{n}\left(k_{f}\right)=\mathbf{0} .
\]
- Then the \(i^{\text {th }}(i=1, \ldots, \tau)\) low-rank approximations \(S_{n}\left(k_{i}+i\right)\) and \(R_{n}\left(k_{f}-i\right)\) are obtained as follows.
\[
\begin{align*}
{\left[S_{n}\left(k_{i}+i\right) \mid E_{c}\left(k_{i}+i\right)\right] } & =\left[B_{k_{i}+i-1} \mid A_{k_{i}+i-1} S_{n}\left(k_{i}+i-1\right)\right]\left[V^{(1)}(i) \mid V^{(2)}(i)\right]  \tag{6.2}\\
{\left[\frac{R_{n}^{T}\left(k_{f}-i\right)}{E_{o}^{T}\left(k_{f}-i\right)}\right] } & =\left[\frac{U^{(1)}(i)^{T}}{U^{(2)}(i)^{T}}\right]\left[\frac{C_{k_{f}-i}}{R_{n}^{T}\left(k_{f}-i+1\right) A_{k_{f}-i}}\right], \tag{6.3}
\end{align*}
\]
```

where $U^{(1)}(i) \in \mathbb{R}^{(p+n) \times n}$ and $V^{(1)}(i) \in \mathbb{R}^{(m+n) \times n}$ come from the SVD of the product :

$$
\begin{equation*}
\left[\frac{C_{k_{f}-i}}{R_{n}^{T}\left(k_{f}-i+1\right) A_{k_{f}-i}}\right] \cdot\left[B_{k_{i}+i-1} \mid A_{k_{i}+i-1} S_{n}\left(k_{i}+i-1\right)\right]=\underbrace{U(i) \Sigma(i) V(i)^{T}}_{\operatorname{SVD}} . \tag{6.4}
\end{equation*}
$$

Remark 6.1.

- For the initialization of the algorithm we have choose

$$
S_{n}\left(k_{i}\right)=\mathbf{0}, \quad \text { and } \quad R_{n}\left(k_{f}\right)=\mathbf{0}
$$

which imply that

$$
E_{c}\left(k_{i}\right)=\mathcal{C}\left(k_{i}, k_{i}\right), \quad \text { and } \quad E_{o}\left(k_{f}\right)=\mathcal{O}^{T}\left(k_{f}, k_{f}\right)
$$

- It follows from (6.4) that at each iteration $i=1, \ldots, \tau$ we have

$$
\left[\frac{R_{n}^{T}\left(k_{f}-i\right)}{\left[E_{o}^{T}\left(k_{f}-i\right)\right.}\right]\left[S_{n}\left(k_{i}+i\right) \mid E_{c}\left(k_{i}+i\right)\right]=\left[\begin{array}{c|c}
\Sigma_{1}(i) & 0  \tag{6.5}\\
\hline 0 & \Sigma_{2}(i)
\end{array}\right]
$$

- Let us investigate the amount of work involved in our algorithm : first we need to form products of the type $A_{j} S_{n}(j)$ and $R_{n}^{T}(l+1) A_{l}$. If we assume the matrices $A_{i}$ to be sparse ${ }^{1}$, then the amount of work needed for this is $O(\alpha N n)$ [63]. The construction of the left hand side of (6.4) requires an additional $2 N(n+m)(n+p)$ flops and the application of the transformations $U$ and $V$ requires $O((p+n)(m+n)(2 n+p+m))$ flops, and so the complexity of this algorithm is $O(N(p+n)(m+n))$ for each iteration.

[^17]Now in order to make the link between the whole controllability and observability matrices $\mathcal{C}(\cdot, \cdot), \mathcal{O}(\cdot, \cdot)$ and their low-rank approximations $S_{n}(\cdot)$ and $R_{n}(\cdot)$, we have the following theorem :

## Theorem 6.2.

At each iteration, there exist orthogonal matrices $V_{i} \in \mathbb{R}^{(n+i m) \times(n+i m)}$ and $U_{i} \in \mathbb{R}^{(n+i p) \times(n+i p)}$ satisfying :

$$
\begin{aligned}
\mathcal{C}\left(k_{i}+i, k_{i}\right) V_{i} & =\left[S_{n}\left(k_{i}+i\right)\left|E_{c}\left(k_{i}+i\right)\right| A_{k_{i}+i-1} C_{e}\left(k_{i}+i, k_{i}\right)\right] \\
\mathcal{O}^{T}\left(k_{f}, k_{f}-i\right) U_{i} & =\left[R_{n}\left(k_{f}-i\right)\left|E_{o}\left(k_{f}-i\right)\right| A_{k_{f}-i}^{T} O_{e}\left(k_{f}-i+1, k_{f}\right)\right]
\end{aligned}
$$

where $E_{c}\left(k_{i}+i\right)$ and $E_{o}\left(k_{f}-i\right)$ are the neglected parts at iteration $i$ in (6.2) and (6.3), and the matrices $\mathcal{C}_{e}\left(j, k_{i}\right)$ and $\mathcal{O}_{e}\left(k_{f}, j\right)$ are defined as follows :

$$
\mathcal{C}_{e}\left(j, k_{i}\right) \doteq\left[E_{c}(j-1)|\ldots| \Phi\left(j-1, k_{i}\right) E_{c}\left(k_{i}\right)\right],
$$

and

$$
\mathcal{O}_{e}\left(k_{f}, j\right)^{T} \doteq\left[E_{o}(j)|\ldots| \Phi\left(k_{f}, j\right)^{T} E_{o}\left(k_{f}\right)\right] .
$$

Proof.
We just show the proof for $V_{i}$, the other is similar.
At each step, there exists an orthogonal matrix $V(i)=\left[V_{1}(i) \mid V_{2}(i)\right]$ such that

$$
\left[B_{i} \mid A_{i} S_{n}(i)\right] V(i)=\left[S_{n}(i+1) \mid E_{c}(i+1)\right] .
$$

For $i=k_{i}$ we have $\mathcal{C}\left(k_{i}, k_{i}\right)=\left[S_{n}\left(k_{i}\right) \mid E_{c}\left(k_{i}\right)\right]$, and so $V_{0}=I$.
We prove the general result by induction. Suppose that there exists an orthogonal matrix $V_{i}$ such that

$$
\mathcal{C}\left(i, k_{i}\right) V_{i}=\left[S_{n}(i)\left|E_{c}(i)\right| A_{i-1} E_{c}(i-1)|\ldots| \Phi\left(i, k_{i}\right) E_{c}\left(k_{i}\right)\right] .
$$

Since $\mathcal{C}\left(i+1, k_{i}\right)=\left[B_{i} \mid A_{i} \mathcal{C}\left(i, k_{i}\right)\right]$, we choose

$$
V_{i+1}=\left[\begin{array}{cc}
I_{m} & 0 \\
0 & V_{i}
\end{array}\right]\left[\begin{array}{cc}
V(i) & 0 \\
0 & I_{(i+1) m}
\end{array}\right],
$$

from which it follows that

$$
\begin{aligned}
\mathcal{C}\left(i+1, k_{i}\right) V_{i+1} & =\left[B_{i} \mid A_{i} \mathcal{C}\left(i, k_{i}\right)\right]\left[\begin{array}{cc}
I_{m} & 0 \\
0 & V_{i}
\end{array}\right]\left[\begin{array}{cc}
V(i) & 0 \\
0 & I_{(i+1) m}
\end{array}\right] \\
& =\left[B_{i} \mid A_{i} \mathcal{C}\left(i, k_{i}\right) V_{i}\right]\left[\begin{array}{cc}
V(i) & 0 \\
0 & I_{(i+1) m}
\end{array}\right] \\
& =\left[B_{i}\left|A_{i} S_{n}(i)\right| A_{i} E_{c}(i)|\ldots| \Phi\left(i+1, k_{i}\right) E_{c}\left(k_{i}\right)\right]\left[\begin{array}{cc}
V(i) & 0 \\
0 & I_{(i+1) m}
\end{array}\right] \\
& =\left[S_{n}(i+1)\left|E_{c}(i+1)\right| A_{i} E_{c}(i)|\ldots| \Phi\left(i+1, k_{i}\right) E_{c}\left(k_{i}\right)\right] \\
& =\left[S_{n}\left(k_{i}+i\right)\left|E_{c}\left(k_{i}+i\right)\right| A_{k_{i}+i-1} C_{e}\left(k_{i}+i, k_{i}\right)\right] .
\end{aligned}
$$

As a consequence of this theorem we have the following result which give us an approximation of the original Hankel map $\mathcal{H}\left(k_{f}, k, k_{i}\right)$ :

## Theorem 6.3.

At each instant $k$, there exist orthogonal matrices $V_{\tau} \in \mathbb{R}^{(n+\tau m) \times(n+\tau m)}$ and $U_{\tau} \in \mathbb{R}^{(n+\tau p) \times(n+\tau p)}$ such that :

$$
\begin{align*}
& U_{\tau}^{T} \mathcal{H}\left(k_{f}, \tau, k_{i}\right) V_{\tau}=  \tag{6.6}\\
& {\left[\begin{array}{c|c|c}
R_{n}^{T}(\tau) S_{n}(\tau) & 0 & R_{n}^{T}(\tau) A_{\tau-1} \mathcal{C}_{e}\left(\tau, k_{i}\right) \\
\hline \boldsymbol{O} & E_{o}^{T}(\tau) E_{c}(\tau) & E_{o}^{T}(\tau) A_{\tau-1} \mathcal{C}_{e}\left(\tau, k_{i}\right) \\
\hline \mathcal{O}_{e}\left(k_{f}, \tau+1\right) A_{\tau} S_{n}(\tau) & \mathcal{O}_{e}\left(k_{f}, \tau+1\right) A_{\tau} E_{c}(\tau) & \mathcal{O}_{e}\left(k_{f}, \tau+1\right) A_{\tau} A_{\tau-1} \mathcal{C}_{e}\left(k, k_{i}\right)
\end{array}\right]}
\end{align*}
$$

Proof. First we have the relationship between the Hankel operators, the controllability and the observability matrices :

$$
\mathcal{H}\left(k_{f}, k, k_{i}\right) \doteq \mathcal{O}\left(k_{f}, k\right) \mathcal{C}\left(k, k_{i}\right)
$$

and from the theorem (6.2), there exist two orthogonal matrices $V_{\tau} \in \mathbb{R}^{(n+\tau m) \times(n+\tau m)}$ and $U_{\tau} \in \mathbb{R}^{(n+\tau p) \times(n+\tau p)}$ such that :

$$
\begin{aligned}
U_{\tau}^{T} \mathcal{H}\left(k_{f}, \tau, k_{i}\right) V_{\tau} & \doteq U_{\tau}^{T} \mathcal{O}\left(k_{f}, \tau\right) \mathcal{C}\left(\tau, k_{i}\right) V_{\tau} \\
& =\left[\frac{R_{n}^{T}(\tau)}{\frac{E_{o}^{T}(\tau)}{O_{e}\left(\tau+1, k_{f}\right) A_{\tau}}}\right]\left[S_{n}(\tau)\left|E_{c}(\tau)\right| A_{\tau-1} \mathcal{C}_{e}\left(\tau, k_{i}\right)\right]
\end{aligned}
$$

The final result follows from the remark (6.5).
This result enables us to evaluate the quality of our approximations by using the Hankel operator without having to pass by Gramians, which can be very suitable in some cases.

### 6.2 The time-invariant case

Let us analyze the quality of our approximation for the time-invariant case. In this special case, we run the RLRH algorithm on the interval $[-\tau, \tau]$ which means that we choose $k_{i}=-\tau$ and $k_{f}=+\tau(\tau \in \mathbb{N})$.
The procedure yields two matrices $S_{n}$ and $R_{n}$ of full rank $n$. Using those matrices we can approximate the Gramians $\mathcal{G}_{c}$ and $\mathcal{G}_{o}$ of the original model $\mathcal{S}$ by $S_{n} S_{n}^{T}$ and $R_{n} R_{n}^{T}$, respectively. The differences between the approximate low-rank Gramians and the exact Gramians

$$
\mathcal{E}_{c}(k) \doteq \mathcal{G}_{c}(k)-\mathcal{P}_{k}, \quad \mathcal{E}_{o}(k) \doteq \mathcal{G}_{o}(k)-\mathcal{Q}_{k}
$$

remains bounded for large $\tau$, as indicated in the following theorem.

## Theorem 6.4.

Let $\mathcal{P}$ and $\mathcal{Q}$ be respectively the solutions of

$$
\mathcal{P}=A \mathcal{P} A^{T}+I, \quad \text { and } \quad \mathcal{Q}=A^{T} \mathcal{Q} A+I
$$

Then

$$
\left\|\mathcal{E}_{c}(\tau)\right\|_{2} \leq \eta_{c}^{2}\|\mathcal{P}\|_{2} \leq \eta_{c}^{2} \frac{\kappa(A)^{2}}{1-\rho(A)^{2}}
$$

and

$$
\mathcal{E}_{o}(\tau)\left\|_{2} \leq \eta_{o}^{2}\right\| \mathcal{Q} \|_{2} \leq \eta_{o}^{2} \frac{\kappa(A)^{2}}{1-\rho(A)^{2}}
$$

where $\quad \eta_{c} \doteq \max _{k}\left\|E_{c}(k)\right\|_{2} \quad$ and $\quad \eta_{o} \doteq \max _{k}\left\|E_{o}(k)\right\|_{2}$.

Proof.
It follows from Theorem 6.2 that

$$
\mathcal{E}_{c}(i+1)=A \mathcal{E}_{c}(i) A^{T}+E_{c}(i) E_{c}(i)^{T}, \quad \text { and } \quad \mathcal{E}_{o}(i+1)=A^{T} \mathcal{E}_{o}(i) A+E_{o}(i) E_{o}(i)^{T}
$$

We can also consider the equations :

$$
\begin{array}{ll}
\mathcal{X}_{c}(i+1)=A \mathcal{X}_{c}(i) A^{T}+\left(\eta_{c}^{2} I-E_{c}(i) E_{c}(i)^{T}\right), & \mathcal{X}_{c}(0)=0 \\
\mathcal{X}_{o}(i+1)=A^{T} \mathcal{X}_{o}(i) A+\left(\eta_{o}^{2} I-E_{o}(i) E_{o}(i)^{T}\right), & \mathcal{X}_{o}(0)=0
\end{array}
$$

Their iterates $\mathcal{X}_{c}(i)$ and $\mathcal{X}_{o}(i)$ are clearly positive semi-definite and hence converge to a solution $\mathcal{X}_{c}$ and $\mathcal{X}_{o}$ which are also positive semi-definite.
Moreover by linearity we have

$$
\begin{aligned}
& \mathcal{E}_{c}(i+1)+\mathcal{X}_{c}(i+1)=A\left(\mathcal{E}_{c}(i)+\mathcal{X}_{c}(i)\right) A^{T}+\eta_{c}^{2} I, \\
& \mathcal{E}_{o}(i+1)+\mathcal{X}_{o}(i+1)=A^{T}\left(\mathcal{E}_{o}(i)+\mathcal{X}_{o}(i)\right) A+\eta_{o}^{2} I,
\end{aligned}
$$

It then follows that

$$
\lim _{i \rightarrow \infty} \mathcal{E}_{c}(i)+\mathcal{X}_{c}(i)=\eta_{c}^{2} \mathcal{P}, \quad \text { and } \quad \lim _{i \rightarrow \infty} \mathcal{E}_{o}(i)+\mathcal{X}_{o}(i)=\eta_{o}^{2} \mathcal{Q}
$$

and we obtain

$$
\left\|\mathcal{E}_{c}(i)\right\|_{2} \leq \eta_{c}^{2}\|\mathcal{P}\|_{2}, \quad \text { and } \quad\left\|\mathcal{E}_{o}(i)\right\|_{2} \leq \eta_{o}^{2}\|\mathcal{Q}\|_{2}
$$

The second bound follows from the eigen-decomposition of $A$.

## Theorem 6.5.

Using the first $n$ columns $U_{k}^{(1)}$ of $U_{k}$ and $V_{k}^{(1)}$ of $V_{k}$, we obtain a rank $n$ approximation of the Hankel map :

$$
\mathcal{H}(k)-U_{k}^{(1)} R_{n}^{T}(k) \cdot S_{n}(k) V_{k}^{(1) T}=\mathcal{E}_{h}(k),
$$

for which we have the error bound:

$$
\left\|\mathcal{E}_{h}(k)\right\|_{2} \leq \frac{\kappa(A)}{\sqrt{1-\rho(A)^{2}}} \max \left\{\eta_{c}\left\|R_{n}^{T} A\right\|_{2}, \eta_{o}\left\|A S_{n}\right\|_{2}\right\}+\frac{\kappa(A)^{2}}{1-\rho(A)^{2}} \eta_{o} \eta_{c} .
$$

Proof.
This follows directly from the bounds of Theorem (6.3) that can be used to bound the blocks in the form in $(6.6)$ different from the $(1,1)$ block.
More explicitly, from (6.6) we have

$$
\begin{aligned}
& \mathcal{H}\left(k_{f}, k, k_{i}\right)= \\
& U_{k}\left[\begin{array}{c|cc}
R_{n}^{T}(k) S_{n}(k) & \mathbf{0} & R_{n}^{T}(k) A \mathcal{C}_{e}\left(k, k_{i}\right) \\
\hline \mathbf{0} & E_{o}^{T}(k) E_{c}(k) & E_{o}^{T}(k) A \mathcal{C}_{e}\left(k, k_{i}\right) \\
\mathcal{O}_{e}\left(k_{f}, k+1\right) A S_{n}(k) & \mathcal{O}_{e}\left(k_{f}, k+1\right) A E_{c}(k) \mathcal{O}_{e}\left(k_{f}, k+1\right) A^{2} \mathcal{C}_{e}\left(k, k_{i}\right)
\end{array}\right] V_{k}^{T}
\end{aligned}
$$

and so

$$
\mathcal{E}_{h}(k)=\mathcal{E}_{h}^{(1)}(k)+\mathcal{E}_{h}^{(2)}(k)
$$

where

$$
\mathcal{E}_{h}^{(1)}(k)=U_{k}\left[\begin{array}{c|cc}
\mathbf{0} & \mathbf{0} R_{n}^{T}(k) A \mathcal{C}_{e}\left(k, k_{i}\right) \\
\hline \mathcal{O}_{e}\left(k_{f}, k+1\right) A S_{n}(k) & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] V_{k}^{T}
$$

and

$$
\mathcal{E}_{h}^{(2)}(k)=U_{k}\left[\begin{array}{c|cc}
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\hline \mathbf{0} & E_{o}^{T}(k) E_{c}(k) & E_{o}^{T}(k) A \mathcal{C}_{e}\left(k, k_{i}\right) \\
\mathbf{0} & \mathcal{O}_{e}\left(k_{f}, k+1\right) A E_{c}(k) & \mathcal{O}_{e}\left(k_{f}, k+1\right) A^{2} \mathcal{C}_{e}\left(k, k_{i}\right)
\end{array}\right] V_{k}^{T}
$$

and thus

$$
\begin{aligned}
\left\|\mathcal{E}_{h}(k)\right\|_{2} \leq & \max \left\{\left\|R_{n}^{T}(k) A \mathcal{C}_{e}\left(k, k_{i}\right)\right\|_{2},\left\|\mathcal{O}_{e}\left(k_{f}, k+1\right) A S_{n}(k)\right\|_{2}\right\}+ \\
& \left\|\left[\begin{array}{cc}
E_{o}^{T}(k) E_{c}(k) & E_{o}^{T}(k) A \mathcal{C}_{e}\left(k, k_{i}\right) \\
\mathcal{O}_{e}\left(k_{f}, k+1\right) A E_{c}(k) \mathcal{O}_{e}\left(k_{f}, k+1\right) A^{2} \mathcal{C}_{e}\left(k, k_{i}\right)
\end{array}\right]\right\|_{2}
\end{aligned}
$$

## Remark 6.6.

In the time-invariant case all matrices $A, B$ and $C$ are constant. As a consequence all Hankel maps are equal as well and only the interval width plays a role in the obtained decomposition. As a consequence one obtains an approximate rank factorization of a Hankel map with $i$ block columns and rows at each instant $i$. The bounds obtained in Theorem 6.4 and 6.5 are moreover independent of $k$. As $i$ grows larger one can expect that a reasonable approximation of $\eta_{c}$ and $\eta_{o}$ are in fact given by the last terms, i.e., $\eta_{c} \approx\left\|E_{c}(k)\right\|_{2}$ and $\eta_{o} \approx\left\|E_{c}(k)\right\|_{2}$ which will give much tighter bounds in these theorems. In fact, as in the remark page 5.5, $\eta_{c}$ and $\eta_{o}$ are function of $k_{0}$ and one can write

$$
\eta_{c}(-\tau)=\max _{-\tau \leq i \leq \infty}\left\|E_{c}(i)\right\|_{2}, \quad \text { and } \quad \eta_{o}(\tau)=\max _{-\infty \leq i \leq \tau}\left\|E_{o}(i)\right\|_{2}
$$

Since $\eta_{c}\left(k_{0}\right)$ and $\eta_{o}\left(k_{0}\right)$ are typically decreasing we can replace it by the maximum over the last iteration steps.

### 6.3 RLRG versus RLRH

Now, let us compare the two algorithms (RLRG and RLRH) for model reduction of large scale systems. First, investigating the amount of work involved by both algorithms give :

- For both methods one needs to form products of the type $A_{j} S_{n}(j)$ and $R_{n}^{T}(l+1) A_{l}$. If we assume the matrices $A_{k}$ to be sparse, then the amount of work needed for this is $O(\alpha N n)$ where $\alpha$ is the number of non-zero elements per row or column of $A_{k}$ [63];
- For the RLRG method, we need to compute and apply at each step the transformation $U_{c}, U_{o}$. This requires $O\left(N(n+m)^{2}\right)$ flops and $O\left(N(n+p)^{2}\right)$ flops, respectively [63];
- For the RLRH method, the construction of the left hand side of (6.4) requires an additional $2 N(n+m)(n+$ $p$ ) flops and the application of the transformations $U_{h}$ and $V_{h}$ requires $O((p+n)(m+n)(2 n+p+m))$ flops.

The two methods have thus a comparable complexity $O(N(n+m)(n+p))$ when the matrices $A_{k}$ are sparse. But as RLRH works on the Hankel map rather than on the individual Gramians, it should suffer less from a bad balancing of the original system. This is illustrated in the examples of the next section.
Here also Theorem 5.4 is still available and we obtain a much tighter bound than those obtained for the Modified Low-Rank Smith and the Recursive Low-Rank Gramian algorithms.

Notice that since we are defining projectors for finite time windows, these algorithms could be applied to linear time-invariant systems that are unstable. One can then not show any property of stability for the reduced order model, but the finite horizon Hankel map will at least be well approximated.

### 6.4 Numerical examples

In this section we compare the numerical results of the RLRH algorithm and the numerical results of the previous algorithms applied to benchmark examples.
For this case, the reduced-order model is also obtained via an approximated balanced truncation. But remark that because we work directly on the Hankel map we do not need to "balance" (using an SVD) the projection matrices to obtain a convenient reduced-order model.
For each example, the relative $\mathcal{H}_{\infty}$ norms of the full system and the error systems are tabulated, and the $\sigma_{\max }$-plot of the full order and the corresponding error system are shown. It can be seen from Figures 6.1, 6.3, 6.5 , and 6.7 that we obtain, with RLRH approximation, results which are close to those obtained via BT. These results are also close of those of RLRG approximation, but we have applied the RLRG algorithm to the controllability and observability matrices with a $\hat{n}$, where $\hat{n}>n$, and we have "balanced" the projection matrices using a SVD to keep only $n$ projection matrices. These operations make the RLRG more expensive, and so the RLRH algorithm is less expensive and the results are as good as those obtained using the RLRG approximation.
Figures 6.2, 6.4, 6.6, and 6.8 shows the noise levels. Notice that these noise levels shown must be interpreted also in a special way as it was done for the RLRG algorithm. The noise levels must be multiplied by the corresponding power of the spectral radius of $A$ to obtain the real values of the noise level at the end, i.e., the real noise level $\tilde{\mu}_{\bullet}$ is obtained as

$$
\tilde{\mu}_{\bullet}(i) \doteq \rho(A)^{\tau-i} \mu_{\bullet}(i), \quad \text { where } \tau \text { is the number of iteration. }
$$

And so the values of noise levels considered in Theorems $6.3,6.4$, and 6.5 will be taken in the last obtained values which will be very small.
We notice here also that for poorly balanced systems the resulting noise levels are not of the same order as for well balanced systems. This is still the case for the CDplayer model.
We remark also that for "close balanced" systems, like the CDplayer model $(\kappa(T)=40.7341$ where $T$ is the balancing transformation) RLRG yields better results. But, RLRH is as least better for "poorly balanced" systems. This is the case for the Building model $(\kappa(T)=347.0781)$ and more clearly for the International space station $\left(\kappa(T)=7.4018 .10^{5}\right)$. Of course, RLRH is always better in terms of cost.

| model | $\\|\mathcal{S}\\|_{\infty}$ | $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{B T}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{M L R S}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{R L R G}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{R L R H}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Building | 0.0053 | 0.1143 | 0.9994 | 0.4301 | 0.4320 |
| CDplayer | $2.3198 .10^{6}$ | $8.0704 .10^{-8}$ | 0.9875 | $6.8931 .10^{-6}$ | $1.7 .10^{-6}$ |
| ISS 1R | 0.1159 | 0.0013 | 1.0000 | 0.1023 | 0.0979 |
| ISS 12A | 0.0107 | 0.0071 | 0.9992 | 0.9697 | 0.9390 |

Table 6.1. $H_{\infty}$ norm of benchmark models, and the error systems.

| model | $\mu_{c}^{M L R S}$ | $\mu_{o}^{M L R S}$ | $\mu_{c}^{R L R G}$ | $\mu_{o}^{R L R G}$ | $\mu_{c}^{R L R H}$ | $\mu_{o}^{R L R H}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Building | $3.4411 .10^{-4}$ | 0.6655 | $6.5063 .10^{-15}$ | $4.3799 .10^{-12}$ | $7.7292 .10^{-15}$ | $3.2445 .10^{-11}$ |
| CDplayer | 6.3739 | 6.3234 | $4.0575 .10^{-20}$ | $6.0341 .10^{-20}$ | $1.6867 .10^{-14}$ | $2.8846 .10^{-13}$ |
| ISS 1R | 0.5494 | 0.0030 | $1.5063 .10^{-8}$ | $1.1641 .10^{-10}$ | $6.2550 .10^{-8}$ | $1.6270 .10^{-9}$ |
| ISS 12A | 0.8248 | 0.0029 | $7.1973 .10^{-25}$ | $1.1751 .10^{-27}$ | $7.5093 .10^{-22}$ | $4.7292 .10^{-25}$ |

Table 6.2. Noise levels $\mu_{\bullet}$ for benchmark models.

| model | BT | MLRS | RLRG | RLRH |
| :---: | :---: | :---: | :---: | :---: |
| Building | 0.3750 | 0.1720 | 0.3380 | 0.0810 |
| CDplayer | 0.7970 | 1.8750 | 0.7340 | 0.7030 |
| ISS 1R | 11.6720 | 9.4530 | 4.7350 | 2.5470 |
| ISS 12A | $1.1327 .10^{3}$ | $0.6794 .10^{3}$ | $0.1029 .10^{3}$ | $0.0282 .10^{3}$ |

Table 6.3. CPU time for different algorithms


Fig. 6.1. $\sigma_{\text {max }}$-plot of the frequency responses for Building model.

- full model, ... BT error system, -.- MLRS error system, -- RLRG error system, $* * *$ RLRH error system.


Fig. 6.2. Evolution of the values of $\mu_{\bullet}$ for Building model. - $\mu_{c}$ and $\cdots \mu_{o}$.


Fig. 6.3. $\sigma_{\max }$-plot of the frequency responses for CD player model.

- full model, ... BT error system, -.- MLRS error system,
-- RLRG error system, $* * *$ RLRH error system.


Fig. 6.4. Evolution of the values of $\mu_{\bullet}$ for CDplayer model.

$$
-\mu_{c} \text { and } \cdots \mu_{o}
$$



Fig. 6.5. $\sigma_{\text {max }}$-plot of the frequency responses for ISS 1R model.

- full model, ... BT error system, -.- MLRS error system, -- RLRG error system, $* * *$ RLRH error system.


Fig. 6.6. Evolution of the values of $\mu_{\bullet}$ for ISS 1R model.

- $\mu_{c}$ and $\cdots \mu_{o}$.


Fig. 6.7. $\sigma_{\text {max }}$-plot of the frequency responses for ISS 12A model.

- full model, ... BT error system, -.- MLRS error system, - - RLRG error system, $* * *$ RLRH error system.


Fig. 6.8. Evolution of the values of $\mu_{\bullet}$ for ISS 12A model.

- $\mu_{c}$ and $\cdots \mu_{o}$.


### 6.5 Concluding remarks

In this chapter we propose a new recursive model reduction method based on the Hankel operator. We first study the time-varying case. Subsequently the approach for computing approximate Hankel operators is derived. This approach provides closer results to those obtained by Balanced Truncation with lower computational cost. A bound on the quality of the approximation is given with some numerical examples. This algorithm is the best algorithm for approximating the balanced truncation in terms of accuracy and computational cost. Its cost is $O(N(n+m)(n+p))$, which is only linear in the large dimension N , unlike Balanced Truncation which has a cost which is cubic in the large dimension (i.e., $O\left(N^{3}\right)$ ). The numerical examples show that this algorithm has very good properties in term of stability, convergence rate and the quality of the approximation.

Despite the obviously desirable features of the Hankel operators approach proposed here, many open questions remain. There are a number of refinements with respect to performance, convergence, and accuracy which require more theoretical and algorithmic analysis. There are particularly two interesting features:

- As for the RLRG algorithm, one needs to have some ideas on the fixed points of the RLRH algorithm. We guess that the fixed point will have the same properties than the fixed point of the RLRG algorithm. Moreover, this fixed point will be close balanced. The fixed point corresponding to the controllability part will be directly related to the fixed point corresponding to the observability part.
- The second feature is about the comparison between the original Hankel map and the Hankel map of the reduced order model. For instance, we just compared the original Hankel map and his dominant block approximation. To compare the two Hankel maps we still need an advanced understanding of the algorithm and its features.


## Chapter 7

## Second order systems

An important class of physical processes are structural models. A structural model is represented in the form of second order differential or difference equations, also called second order models [59]. The system dynamics are then typically represented by the degrees of freedom of the system rather than by the system states for a state space description.
A second order system is derived either from physical laws, such as for example Newton's motion laws or Lagrange's equations of motion [89, 8] or from finite-element models [101, 78]. Such systems are well-studied and a significant amount is known about mathematical, physical and geometric structure properties of these systems. These properties play a fundamental role in the understanding of the behaviour of mechanical systems. It also leads to computational methods which take advantage of the structure of the data, for example in ensuring that numerical integration methods conserve energy or momentum.

A second order linear time invariant system is of the form

$$
\left\{\begin{array}{rl}
M \ddot{q}(t)+D \dot{q}(t)+K q(t) & =F^{i n} u(t)  \tag{7.1}\\
y(t) & =F^{\circ u t} q(t)
\end{array} .\right.
$$

where $u(t) \in \mathbb{R}^{m}, y(t) \in \mathbb{R}^{p}, q(t) \in \mathbb{R}^{N}, F^{\text {in }} \in \mathbb{R}^{N \times m}, F^{\text {out }} \in \mathbb{R}^{p \times N}$, and $M, D, K \in \mathbb{R}^{N \times N}$. Often the physical origin of these systems implies that the matrices $M, D$ and $K$ are symmetric and moreover $M$ is invertible. In most practical cases, $m$ and $p$ are much smaller than $N$.
For mechanical systems the matrices $M, D$ and $K$ represent, respectively, the inertia, damping and stiffness matrices, $u(t)$ corresponds to the vector of external forces, $F^{i n}$ is the input distribution matrix, $y(t)$ is the output measurement vector, $F^{\text {out }}$ is the output measurement matrix, and $q(t)$ to the vector of internal generalized coordinates (see [101] and [78] for more information on such models).

The first equation in 7.1 is a differential equation. One can approximate the first and second differentials in this equation using differences and we obtain an equivalent difference equation representing also a second order system

$$
\left\{\begin{array}{c}
\hat{M} q_{i+1}+\hat{D} q_{i}+\hat{K} q_{i-1}=F^{i n} u_{i}  \tag{7.2}\\
y_{i}=F^{o u t} q_{i}
\end{array}\right.
$$

Table 7.1 shows how to deduce 7.2 from 7.1 using difference schemes, where $h$ is the step size and $q(i h)=: q_{i}$. Remark that if the matrices $M, C$ and $K$ are symmetric, $\hat{M}, \hat{C}$ and $\hat{K}$ will also be symmetric. The transfer functions associated with the systems (7.1) and (7.2) are ${ }^{1}$

$$
\begin{equation*}
T_{f}(s) \doteq F^{o u t} P(s)^{-1} F^{i n}, \quad \text { and } \quad T_{f}(z) \doteq F^{o u t} P(z)^{-1} F^{i n} \tag{7.3}
\end{equation*}
$$

where

[^18]\[

$$
\begin{equation*}
P(s) \doteq\left(M s^{2}+D s+K\right), \quad \text { and } \quad P(z) \doteq\left(z \hat{M}+\hat{D}+z^{-1} \hat{K}\right) \tag{7.4}
\end{equation*}
$$

\]

are the characteristic polynomial matrices. The zeros of $\operatorname{det}(P(\cdot))$ are also known as the characteristic frequencies of the system and play an important role in model reduction. Stability of the system e.g. implies that these zeros must lie in the stability region which is the left half plane for the continuous-time case and the open unit disk of the complex plane (the open disk centered at 0 of radius 1 ) for the discrete-time case.

| $\ddot{q}(t)$ | $\dot{q}(t)$ |  |
| :---: | :---: | :---: |
| $\frac{q_{i+1}-2 q_{i}+q_{i-1}}{h^{2}}$ | $\frac{q_{i+1}-q_{i}}{h}$ | $\begin{aligned} & \hat{M}=\frac{1}{h^{2}}(M+h D) \\ & \hat{D}=\frac{1}{h^{2}}\left(h^{2} K-2 M-h D\right) \\ & \hat{K}=\frac{1}{h^{2}} M \end{aligned}$ |
|  | $\frac{q_{i}-q_{i-1}}{h}$ | $\begin{aligned} & \hat{M}=\frac{1}{h^{2}} M \\ & \hat{D}=\frac{1}{h^{2}}\left(h^{2} K-2 M+h D\right) \\ & \hat{K}=\frac{1}{h^{2}}(M-h D) \end{aligned}$ |
|  | $\frac{q_{i+1}-q_{i-1}}{2 h}$ | $\begin{aligned} & \hat{M}=\frac{1}{2 h^{2}}(2 M+h D) \\ & \hat{D}=\frac{1}{h^{2}}\left(h^{2} K-2 M\right) \\ & \hat{K}=\frac{1}{2 h^{2}}(2 M-h D) \end{aligned}$ |

Table 7.1. Relation between differential and difference second order systems.

In civil engineering or aeronautics, the size $N$ of such models is often so high that many analysis and design problems can not be solved anymore within a reasonable computing time. An example is given by the dynamic motion of an aircraft wing in flight, where the typical motions of the wing are large-scale and often relatively simple bending dynamics.
The computational advantages are multiplied when considering, for example, performance evaluation for an aircraft wing under dynamic loading. Here finite element methods are typically used, and performance is checked via Monte-Carlo sampling. Since a large number of repeated simulation trials must be performed, any reduction in the computational costs per simulation can allow a greater exploration of Monte-Carlo space. It is then advisable to construct a reduced order model that nevertheless keeps the "mechanical" structure of the system. Furthermore, the model reduction should preserve the essential features of the systems dynamics (see [82] for some ideas of model reduction techniques which preserve structure of mechanical systems).

We thus need to construct a reduced order model

$$
\left\{\begin{array}{rl}
M_{n} \ddot{\hat{q}}(t)+D_{n} \dot{\hat{q}}(t)+K_{n} \hat{q}(t) & =F_{n}^{i n u} u(t)  \tag{7.5}\\
\hat{y}(t) & =F_{n}^{\text {out }} \hat{q}(t)
\end{array},\right.
$$

or equivalently

$$
\left\{\begin{align*}
\hat{M}_{n} \hat{q}_{i+1}+\hat{D}_{n} \hat{q}_{i}+\hat{K}_{n} \hat{q}_{i-1} & =\hat{F}_{n}^{i n} u_{i}  \tag{7.6}\\
\hat{y}_{i} & =\hat{F}_{n}^{o u t} \hat{q}_{i}
\end{align*}\right.
$$

where $\hat{y}_{i} \in \mathbb{R}^{p}, \hat{q}_{i} \in \mathbb{R}^{n}, \hat{F}_{n}^{i n} \in \mathbb{R}^{n \times m}, \hat{F}_{n}^{\text {out }} \in \mathbb{R}^{p \times n}$, and $\hat{M}_{n}, \hat{D}_{n}, \hat{K}_{n} \in \mathbb{R}^{n \times n}$, such that its transfer function is "close" to the original transfer function. We focus on methods based on a projection of dynamics (§.2.1).

Since Equations 7.2 can be considered as a particular case of linear time-invariant systems, we may consider its corresponding (linearized) state-space model (see §.7.1.1) and apply the techniques of model reduction to state-space models. In doing so, the reduced-order system is generally not of the same type
anymore and the symmetry and structure of the data are lost. Since from a physical point of view it makes sense to impose the reduced-order system to be of the same type, one has to add some constraints on the projection matrices to keep the original structure of the data, if we want to use state-space approaches. But we can handle directly the second order system using modal approximation. The main idea is based on a selection of some characteristic frequencies $\lambda_{i}$ lying for example in a particular frequency range or as close as possible to the unit circle. This selection involves a selection of left and right eigenvectors $x_{i}$ and $y_{i}$ of $P(\cdot)$ solution of the generalized eigenvalue problem

$$
\left[\begin{array}{cc}
-\lambda_{i} \hat{K} & \hat{K} \\
\hat{K} & \lambda_{i} \hat{M}+\hat{D}
\end{array}\right]\left[\begin{array}{c}
x_{i} \\
\lambda_{i} x_{i}
\end{array}\right]=0, \quad\left[\begin{array}{cc}
y_{i}^{T} & \lambda_{i} y_{i}^{T}
\end{array}\right]\left[\begin{array}{cc}
-\lambda_{i} \hat{K} & \hat{K} \\
\hat{K} & \lambda_{i} \hat{M}+\hat{D}
\end{array}\right]=0
$$

which are equivalent to $P\left(\lambda_{i}\right) x_{i}=0$ and $y_{i}^{T} P\left(\lambda_{i}\right)=0$. A selection of $n$ of these left and right eigenvectors are then put in the $N \times n$ matrices $X$ and $Y$. Then the matrices of the reduced order model (7.5) are obtained as follows

$$
\hat{M}_{n}=Y^{T} \hat{M} X, \hat{D}_{n}=Y^{T} \hat{D} X, \hat{K}_{n}=Y^{T} \hat{K} X, \hat{F}_{n}^{i n}=Y^{T} \hat{F}^{i n}, \text { and } \hat{F}_{n}^{o u t}=\hat{F}^{o u t} X
$$

A critical drawback of this method is that we choose $n$ frequencies $\lambda_{i}$ but we automatically obtain $n$ other frequencies $\bar{\lambda}_{i}$ (complex conjugate of $\lambda_{i}$ ) which we do not control. These frequencies can make our reduced model unstable [31, 120].

As we have seen before, model reduction methods are often based on Gramians, and the question now is : can we do the same thing with second order systems? The answer is not easy, as the Gramians correspond to some energy functions for state-space systems, so we have to correctly define Gramians for second order systems. Meyer and Srinivasan have shown in [90] that one can define an equivalent notion of Gramians for second order systems called second order Gramians. And they have presented an adaptation of Balanced Truncation for second order linear systems. The main idea is to use second order Gramians and adapt the related optimization problems (see Page.34) to obtain the desired form (§.7.3).
There is also an adaptation of Krylov-subspace techniques for second order systems, which was presented by Su and Craig. Jr [118]. The idea is based on an adaptation of the notion of Krylov-subspace to second order systems (§.7.4).

In the sequel we present a new method which uses a variant of Balanced Truncation applied to second order Gramians. The key idea is to approximate the Gramians related to the corresponding linearized state space model by a block diagonal approximation. It was shown in [31] that this is sufficient to obtain a reduced-order model with the same structure.
We will see also how to adapt the RLRG and RLRH algorithms to this kind of system.
But, let us first see how to linearize a second order system to obtain a state space system.

### 7.1 Modelling and dynamic projection of second order system

### 7.1.1 Modelling of second order system

We consider the following second order system of differential equations (7.1)

$$
\left\{\begin{align*}
M \ddot{q}(t)+D \dot{q}(t)+K q(t) & =F^{i n} u(t)  \tag{7.7}\\
y(t) & =F^{o u t} q(t)
\end{align*}\right.
$$

This system can be rewritten in state space form using $x(t)=\left[q(t)^{T} \dot{q}(t)^{T}\right]^{T}$, and we obtain the generalized state-space system

$$
\left\{\begin{align*}
{\left[\begin{array}{cc}
I & 0 \\
0 & M
\end{array}\right] \dot{x}(t) } & =\left[\begin{array}{cc}
0 & I \\
-K & -D
\end{array}\right] x(t)+\left[\begin{array}{c}
0 \\
F^{i n}
\end{array}\right] u(t)  \tag{7.8}\\
y(t) & =\left[F^{o u t} 0\right.
\end{align*}\right] x(t) .
$$

Since $M$ is invertible, we can transform it to standard state-space form

$$
\left\{\begin{align*}
\dot{x}(t) & =\left[\begin{array}{cc}
0 & I \\
-M^{-1} K-M^{-1} D
\end{array}\right] x(t)+\left[\begin{array}{c}
0 \\
M^{-1} F^{i n}
\end{array}\right] u(t)  \tag{7.9}\\
y(t) & =\left[F^{o u t} 0\right] x(t)
\end{align*}\right.
$$

For a discrete-time system (7.2) we can also use $x_{i}=\left[q_{i-1}^{T} q_{i}^{T}\right]^{T}$, and we obtain

$$
\left\{\begin{align*}
{\left[\begin{array}{cc}
I & 0 \\
0 & \hat{M}
\end{array}\right] x_{i+1} } & =\left[\begin{array}{cc}
0 & I \\
-\hat{K} & -\hat{D}
\end{array}\right] x_{i}+\left[\begin{array}{c}
0 \\
\hat{F}^{i n}
\end{array}\right] u_{i}  \tag{7.10}\\
y_{i} & =\left[\begin{array}{l}
0 \\
\hat{F}^{\text {out }}
\end{array}\right] x_{i}
\end{align*}\right.
$$

If $\hat{M}$ is invertible ${ }^{2}$, we can transform it to standard state-space form

$$
\left\{\begin{align*}
x_{i+1} & =\left[\begin{array}{cc}
0 & I \\
-\hat{M}^{-1} \hat{K} & -\hat{M}^{-1} \hat{D}
\end{array}\right] x_{i}+\left[\begin{array}{c}
0 \\
\hat{M}^{-1} \hat{F}^{i n}
\end{array}\right] u_{i},  \tag{7.11}\\
y_{i} & =\left[\begin{array}{ll}
0 & \left.\hat{F}^{\text {out }}\right] x_{i}
\end{array}\right.
\end{align*}\right.
$$

One easily checks that the transfer functions of the systems (7.8) and (7.10) are given respectively by (7.4).

If there is some symmetry in the system and we want to have a symmetric state-space system we can use the following linearization.

$$
\left\{\begin{align*}
E \dot{x}(t) & =A x(t)+B u(t)  \tag{7.12}\\
y(t) & =C x(t)
\end{align*}\right.
$$

where

$$
E=\left[\begin{array}{cc}
D & M  \tag{7.13}\\
M & 0
\end{array}\right], A=\left[\begin{array}{cc}
-K & 0 \\
0 & M
\end{array}\right], B=\left[\begin{array}{c}
F^{i n} \\
0
\end{array}\right], \quad \text { and } \quad C=\left[\begin{array}{ll}
F^{o u t} & 0
\end{array}\right]
$$

This is very useful if all matrices $M, K$ and $D$ are symmetric. In this case, we obtain two matrices $A$ and $E$ which are also symmetric.

### 7.1.2 Dynamic projection of second order system

As we are interested in the projection dynamics based model reduction, we want to construct two projection matrices $X, Y \in \mathbb{R}^{2 N \times 2 n}$. We consider the following partition, where each block is $N \times n$ :

$$
X=\left[\begin{array}{ll}
X_{11} & X_{12}  \tag{7.14}\\
X_{21} & X_{22}
\end{array}\right], \quad Y=\left[\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right]
$$

Starting from any general linearization of a second order system (§.7.1.1), to preserve the special structure of data we have to choose $X$ and $Y$ so that

$$
\begin{gather*}
Y^{T}\left[\begin{array}{cc}
I & 0 \\
0 & M
\end{array}\right] X=\left[\begin{array}{cc}
T_{1} & 0 \\
0 & M_{n}
\end{array}\right], \quad Y^{T}\left[\begin{array}{cc}
0 & I \\
-K & -D
\end{array}\right] X=\left[\begin{array}{cc}
0 & T_{2} \\
-K_{n} & -D_{n}
\end{array}\right]  \tag{7.15}\\
Y^{T}\left[\begin{array}{c}
0 \\
F^{i n}
\end{array}\right]=\left[\begin{array}{c}
0 \\
F_{n}^{i n}
\end{array}\right], \quad \text { and } \quad\left[F^{\text {out }} 0\right] X=\left[F_{n}^{\text {out }} 0\right]
\end{gather*}
$$

[^19]where $T_{i}, i=1,2$ are invertible matrices. Sufficient conditions to obtain this for all $M, D, K, F^{i n}$ and $F^{o u t}$, are to choose $X$ and $Y$ block-diagonal, i.e.,
\[

$$
\begin{equation*}
X_{12}=0, \quad X_{21}=0, \quad Y_{12}=0, \quad Y_{21}=0 \tag{7.16}
\end{equation*}
$$

\]

provided $T_{1} \doteq Y_{11}^{T} X_{11}$ and $T_{2} \doteq Y_{11}^{T} X_{22}$ are invertible [31]. In such a case,

$$
\begin{gathered}
M_{n}=Y_{22}^{T} M X_{22}, D_{n}=Y_{22}^{T} D X_{22}, K_{n}=Y_{22}^{T} K X_{11} \\
F_{n}^{\text {in }}=Y_{22}^{T} F^{\text {in }}, F_{n}^{\text {out }}=F^{\text {out }} X_{11}
\end{gathered}
$$

In order to obtain a reduced order model in standardized form, it suffices to choose $\tilde{X} \doteq X . T^{-1}$ where $T=\operatorname{diag}\left\{T_{1}, T_{2}\right\}$. The reduced order model equations then have $T_{1}=T_{2}=I_{N}$ and

$$
\begin{gathered}
M_{n}=Y_{22}^{T} M \tilde{X}_{22}, D_{n}=Y_{22}^{T} D \tilde{X}_{22}, K_{n}=Y_{22}^{T} K \tilde{X}_{11} \\
F_{n}^{\text {in }}=Y_{22}^{T} F^{\text {in }}, F_{n}^{\text {out }}=F^{\text {out }} \tilde{X}_{11}
\end{gathered}
$$

In the sequel we show how to compute such projection matrices from Gramians. In the sequel we consider the continuous-time case in order to compare our new method to the literature.

### 7.2 Second-Order Balanced Truncation

The main idea of Second-Order Balanced Truncation (SOBT) is to dissociate the blocks of Gramians corresponding to the positions from those corresponding to the velocities as follows. First, we need to define two pairs of $N \times N$ second order Gramians that have the same features as traditional Gramians, i.e., they have to change according to similarity transformations, and they must have some energetic interpretation. (Only then a balance and truncate process makes sense). The first pair ( $\mathcal{G}_{c}^{\text {pos }}, \mathcal{G}_{o}^{\text {pos }}$ ) will correspond to an energy optimization problem depending only on the positions $q(t)$ and not on the velocities $\dot{q}(t)$. Reciprocally, the second pair $\left(\mathcal{G}_{c}^{v e l}, \mathcal{G}_{o}^{v e l}\right)$ will be associated to an optimization problem depending only on the velocities $\dot{q}(t)$ and not on the positions $q(t)$. By analogy to the first order case, the Gramians $\mathcal{G}_{o}^{\text {pos }}$ and $\mathcal{G}_{o}^{\text {vel }}$ will be defined from the adjoint systems ${ }^{3}$.
After these definitions we then come to the balancing part of the method. For this we transform to a balanced coordinate system in which the second order Gramians are equal and diagonal :

$$
\overline{\mathcal{G}}_{c}{ }^{p o s}=\overline{\mathcal{G}}_{o}{ }^{p o s}=\Sigma^{p o s}, \quad \overline{\mathcal{G}}_{c}{ }^{\text {vel }}=\overline{\mathcal{G}}_{o}{ }^{\text {vel }}=\Sigma^{\text {vel }} .
$$

Their diagonal values will enable us to point out what the important positions and the important velocities are, i.e., those with (hopefully) large effect on the I/O map. Hence to get a reduced second order model we keep only the part of the system that depends on these variables. This is the truncation part of the method.

Let us first define a pair of second order Gramians measuring the contribution of the position coordinates (independently of the velocities) with respect to the I/O map. A natural optimization problem (see [90]) associated with the second order form is the following

$$
\begin{equation*}
\min _{\dot{q}_{0} \in \mathbb{R}^{\mathrm{n}}} \min _{u(t)} J(u(t),-\infty, 0) \tag{7.17}
\end{equation*}
$$

$\overline{3}$

- Here we consider the system given by (7.9);
- The adjoint system of $\{A, B, C\}$ is given by [28]

$$
\left\{\begin{array}{l}
\dot{\tilde{x}}(t)=-A^{T} \tilde{x}(t)-C^{T} \tilde{y}(t) \\
\tilde{u}(t)=B^{T} \tilde{x}(t)
\end{array}\right.
$$

subject to

$$
M \ddot{q}(t)+D \dot{q}(t)+K q(t)=F^{i n} u(t), \quad q(0)=q_{0},
$$

where the objective function $J$ is given by

$$
J(v(t), a, b) \doteq \int_{a}^{b} v(t)^{*} v(t) d t
$$

One easily sees (a proof is given in [90]) that the optimum is $q_{0}^{T} \mathcal{G}_{c 11}{ }^{-1} q_{0}$, where $\mathcal{G}_{c 11}$ is the $N \times N$ left upper block of $\mathcal{G}_{c}$ the solution of

$$
\begin{equation*}
A \mathcal{G}_{c}+\mathcal{G}_{c} A^{*}+B B^{*}=0 \tag{7.18}
\end{equation*}
$$

The solution of the dual problem will correspond to $q_{0}^{T} \mathcal{G}_{o 11}{ }^{-1} q_{0}$, where $\mathcal{G}_{o 11}$ is the $N \times N$ left upper block of $\mathcal{G}_{o}$ the solution of

$$
\begin{equation*}
A^{*} \mathcal{G}_{o}+\mathcal{G}_{o} A+C^{*} C=0 \tag{7.19}
\end{equation*}
$$

Under the change of coordinates $q(t)=\Phi \bar{q}(t)$, it is immediate to verify that this pair of Gramians undergoes a congruence transformation :

$$
\left(\overline{\mathcal{G}}_{c 11}, \overline{\mathcal{G}}_{o 11}\right)=\left(\Phi^{-1} \mathcal{G}_{c 11} \Phi^{-T}, \Phi^{T} \mathcal{G}_{o 11} \Phi\right) .
$$

This implies that there exists a new coordinate system such that both $\mathcal{G}_{c 11}$ and $\mathcal{G}_{o 11}$ are equal and diagonal. Their energetic interpretation is given by looking at the underlying optimization problem. In (7.17), one looks for the minimal necessary energy to reach the given position $q_{0}$ in a such a way that this energy would concentrate on the positions $q(t)$ and not spread in the velocities $\dot{q}(t)$. Hence these Gramians really describe how the I/O energy is distributed among the positions.

Analogously, let us define a pair of second order Gramians that would give the contribution of the velocities with respect to the I/O map. The optimization problem associated is the following

$$
\begin{equation*}
\min _{q_{0} \in \mathbb{R}^{N}} \min _{u(t)} J(u(t),-\infty, 0) \tag{7.20}
\end{equation*}
$$

subject to

$$
M \ddot{q}(t)+D \dot{q}(t)+K q(t)=F^{i n} u(t), \quad \dot{q}(0)=\dot{q}_{0} .
$$

By exactly following the same reasoning as in [90] for the optimization problem (7.17), one can show that the solution of (7.20) is $\dot{q}_{0}^{T} \mathcal{G}_{c 22}{ }^{-1} \dot{q}_{0}$, where $\mathcal{G}_{c 22}$ is the $N \times N$ right lower block of $\mathcal{G}_{c}$. The solution of the dual problem will correspond to $\dot{q}_{0}^{T} \mathcal{G}_{o 22}{ }^{-1} \dot{q}_{0}$, where $\mathcal{G}_{o 22}$ is the $N \times N$ right lower block of $\mathcal{G}_{o}$. Again under the change of coordinates $q(t)=\Phi \bar{q}(t)$ one can check that this pair of Gramians undergoes a congruence transformation. Here too the energetic interpretation is given by looking at the underlying optimization problem. In (7.20), one looks for the minimal necessary energy to reach the given velocity $\dot{q}_{0}$ in a such a way that this energy would concentrate on the velocities and not spread in the positions. Hence these Gramians really describe how the I/O energy is distributed among the velocities.

The conclusion is that these second order Gramians are good candidates for our problem. We make thus the choice :

$$
\begin{equation*}
\left(\mathcal{G}_{c}^{\text {pos }}, \mathcal{G}_{o}^{\text {pos }}\right)=\left(\mathcal{G}_{c 11}, \mathcal{G}_{o 11}\right) \quad \text { and } \quad\left(\mathcal{G}_{c}^{\text {vel }}, \mathcal{G}_{o}^{\text {vel }}\right)=\left(\mathcal{G}_{c 22}, \mathcal{G}_{o 22}\right) \tag{7.21}
\end{equation*}
$$

In the new model reduction technique that we propose here, we want to be able to balance both pairs of second order Gramians at the same time, and this is not possible with a change of coordinates of the type $q(t)=\Phi \bar{q}(t)$. For these reasons we work in a state-space context, starting with the system (7.9). The method SOBT proceeds then as follows :

1. Gramians computation :

Compute both pairs of second order Gramians $\left(\mathcal{G}_{c}^{\text {pos }}, \mathcal{G}_{o}^{\text {pos }}\right)$ and $\left(\mathcal{G}_{c}^{v e l}, \mathcal{G}_{o}^{v e l}\right)$ and put them into blockdiagonal matrices :

$$
\mathcal{X}=\left[\begin{array}{cc}
\mathcal{G}_{c}^{\text {pos }} & 0 \\
0 & \mathcal{G}_{c}^{\text {vel }}
\end{array}\right], \quad \mathcal{Y}=\left[\begin{array}{cc}
\mathcal{G}_{o}^{\text {pos }} & 0 \\
0 & \mathcal{G}_{o}^{\text {vel }}
\end{array}\right] .
$$

(Notice that these are the block diagonal parts of $\mathcal{G}_{c}$ and $\mathcal{G}_{o}$, respectively.)
2. Balancing :

Compute the similarity transformation

$$
S=\left[\begin{array}{cc}
\Phi_{1} & 0 \\
0 & \Phi_{2}
\end{array}\right]
$$

making $\mathcal{X}$ and $\mathcal{Y}$ equal and diagonal. The transformed system is then

$$
\left\{\begin{array}{l}
\dot{\bar{x}}(t)=\left[\begin{array}{cc}
\Phi_{1}^{-1} & 0 \\
0 & \Phi_{2}^{-1}
\end{array}\right]\left[\begin{array}{cc}
0 & I \\
-M^{-1} K & -M^{-1} D
\end{array}\right]\left[\begin{array}{cc}
\Phi_{1} & 0 \\
0 & \Phi_{2}
\end{array}\right] \bar{x}(t)+\left[\begin{array}{c}
0 \\
\Phi_{2}^{-1} M^{-1} F^{i n}
\end{array}\right] u(t)  \tag{7.22}\\
y(t)=\left[\begin{array}{ll}
F^{\text {out }} \Phi_{1} 0
\end{array}\right] \bar{x}(t) .
\end{array}\right.
$$

3. Truncation:

Partition $\bar{x}$ as $\left[\bar{q}_{+}^{T} \bar{q}_{-}^{T} \dot{\bar{q}}_{+}^{T} \dot{\bar{q}}_{-}^{T}\right]^{T}$ where $\bar{q}_{+}$(resp. $\dot{\bar{q}}_{+}$) of dimension $n$ corresponds to the $n$ largest eigenvalues $\mathcal{G}_{c}^{\text {pos }} \mathcal{G}_{o}^{\text {pos }}$ (resp. $\mathcal{G}_{c}^{v e l} \mathcal{G}_{o}^{\text {vel }}$ ), i.e., to the most controllable and observable positions (resp. velocities) with respect to (7.21), and keep the part of the system (7.22) that only depends on the variables $\bar{q}_{+}(t), \dot{\bar{q}}_{+}(t)$. This yields the $n$-dimensional reduced second order system given by the matrices :

$$
\begin{aligned}
M_{n} & =I_{n}, \\
D_{n} & =W^{-1}\left[\Phi_{2}^{-1} M^{-1} D \Phi_{2}\right]_{11} W, \\
K_{n} & =W^{-1}\left[\Phi_{2}^{-1} M^{-1} K \Phi_{1}\right]_{11}, \\
F_{n}^{\text {in }} & =W^{-1}\left[\Phi_{2}^{-1} M^{-1} F^{i n}\right]_{1:}, \\
F_{n}^{\text {out }} & \left.=\left[M^{-1} F^{\text {out }} \Phi_{1}\right]_{: 1}\right\}
\end{aligned}
$$

where $W^{-1}=\left[\Phi_{1}^{-1} \Phi_{2}\right]_{11}$.
Remark 7.1. In practice we do not compute explicitly the state-space realization (7.22). Rather we compute the following dominant left and right invariant subspaces $X_{1}, X_{2}, Y_{1}, Y_{2} \in \mathbb{R}^{N \times n}$ such that $Y_{1}^{T} X_{1}=I_{n}$, $Y_{2}^{T} X_{2}=I_{n}$ and

$$
\begin{gather*}
\mathcal{G}_{o}^{\text {pos }} \mathcal{G}_{c}^{\text {pos }} Y_{1}=Y_{1} \Lambda^{\text {pos }+}, \mathcal{G}_{c}^{\text {pos }} \mathcal{G}_{o}^{\text {pos }} \Lambda^{\text {pos }+},  \tag{7.23}\\
\mathcal{G}_{o}^{\text {vel }} \mathcal{G}_{c}^{\text {vel }} Y_{2}=Y_{2} \Lambda^{\text {vel }}+, \mathcal{G}_{c}^{\text {vel }} \mathcal{G}_{o}^{\text {vel }} X_{2}=X_{2} \Lambda^{\text {vel }}, \tag{7.24}
\end{gather*}
$$

where $\Lambda^{\text {pos }+}$ is a $n \times n$ matrix containing the $n$ largest eigenvalues of $\mathcal{G}_{c}^{\text {pos }} \mathcal{G}_{o}^{\text {pos }}$ and $\Lambda^{\text {vel }}{ }^{+}$is a $n \times n$ matrix containing the $n$ largest eigenvalues of $\mathcal{G}_{c}^{\text {vel }} \mathcal{G}_{o}^{v e l}$.
Defining $\tilde{X}_{2} \doteq X_{2} W$ and $\tilde{Y}_{2} \doteq Y_{2} W^{-T}$ where $W^{-1}=\left(Y_{1}^{T} X_{2}\right)$, the reduced second order model is given by the matrices :

$$
\begin{aligned}
M_{n} & =I_{n}, \\
D_{n} & =\tilde{Y}_{2}^{T} M^{-1} D \tilde{X}_{2}, \\
K_{n} & =\tilde{Y}_{2}^{T} M^{-1} K X_{1}, \\
F_{n}^{\text {in }} & =\tilde{Y}_{2}^{T} M^{-1} F^{\text {in }}, \\
F_{n}^{\text {out }} & =F^{\text {out }} X_{1} .
\end{aligned}
$$

Remark 7.2. This method can easily be extended to $k$-th order linear time-invariant systems. Indeed one can define $k$ pairs of $N \times N$ Gramians exactly in the same way we did for 2 -nd order systems, i.e., from optimization problems. The $i$-th pair contains information about the distribution of the I/O energy among the $i$-th derivative variables $q^{(i)}(t)$.
One sees easily that this pair is given by $\left(\mathcal{G}_{c i i}, \mathcal{G}_{o i i}\right)$, where $\mathcal{G}_{c i i}$ and $\mathcal{G}_{o i i}$ are the $i$-th $N \times N$ diagonal block of the $k N \times k N$ Gramians $\mathcal{G}_{c}$ and $\mathcal{G}_{o}((7.18)$ and (7.19)).
Then considering a state-space realization of the system, one balances these $k$ pairs simultaneously using a $k$-blocks diagonal transformation, in order to be able to determine the important part of each "component" $q^{(i-1)}(t)$ of the state $x(t)$. One obtains then a reduced model by keeping the subsystem that only depends on these variables.

Remark 7.3. It is shown in [31] that one can avoid to first transform $M$ to the identity matrix, by working directly on a generalized state-space model for second order systems. All the formulas derived here essentially extend to that case and also allow to exploit the symmetry of the matrices $M, D, K$, if present. If moreover we have $F^{\text {in }}=\left(F^{o u t}\right)^{T}$. One can then obtain reduced second order systems that still preserve that symmetry (we refer to [31] for more details). In this case the transfer function is symmetric, and the second order system is said to be symmetric.

### 7.3 Comparison with the Mayer and Srinivasan approach

In this section, we compare our method (SOBT) with the method presented in [90]. This method produces a second order system and is also inspired from a balanced truncation technique. The main ideas of [90] are the following. First one has to define second order Gramians. To do so the following optimization problems analogous to (7.17) and (7.20) are proposed. The first problem is

$$
\min _{\dot{q}_{0} \in \mathbb{R}^{N}} \min _{u(t)} J(u(t),-\infty, 0),
$$

subject to

$$
M \ddot{q}(t)+D \dot{q}(t)+K q(t)=F^{i n} u(t), \quad q(0)=q_{0}
$$

for which the optimum is proved to be $q_{0}^{T} \mathcal{G}_{c 11}{ }^{-1} q_{0}$, where $\mathcal{G}_{c 11}$ is the $N \times N$ left upper block of $\mathcal{G}_{c}$. The second problem is

$$
\min _{u(t)} J(u(t),-\infty, 0)
$$

subject to

$$
M \ddot{q}(t)+D \dot{q}(t)+K q(t)=F^{i n} u(t), \quad q(0)=q_{0} \quad \dot{q}(0)=0
$$

for which the optimum is proved to be $q_{0}^{T}\left(S_{n}\left(\mathcal{G}_{c 22}\right)\right)^{-1} q_{0}$ where $S_{n}\left(\mathcal{G}_{c 22}\right)$ is the Schur complement of the $N \times N$ right bottom block of $\mathcal{G}_{c}$. Then based on this, two pairs of second order Gramians are defined. The second order "free velocity" Gramians are

$$
\mathcal{G}_{c}{ }^{f v} \doteq \mathcal{G}_{c 11}, \quad \text { and } \quad \mathcal{G}_{o}{ }^{f v} \doteq \mathcal{G}_{o 11}
$$

and the second order "zero velocity" Gramians are

$$
\mathcal{G}_{c}{ }^{z v} \doteq \mathcal{G}_{c 22}, \quad \text { and } \quad \mathcal{G}_{o}{ }^{z v} \doteq \mathcal{G}_{o 22}
$$

The reduction process is then given below. We give here only the free velocity reduction method since the zero velocity version follows by analogy.

1. By a change of coordinates (preserving the symmetry of the data if any), put the matrix $M$ equal to the identity. The second order model is then $\left\{I, M^{-1} D, M^{-1} K, M^{-1} F_{M}^{i n}, F^{o u t}\right\}$.
2. Compute the similarity transformation $q(t)=\Phi \bar{q}(t)$ such that

$$
\Phi^{-1} \mathcal{G}_{c}{ }^{f v} \Phi^{-T}=\Sigma^{f v}=\Phi^{T} \mathcal{G}_{o}{ }^{f v} \Phi
$$

where $\Sigma^{f v}$ is a positive diagonal matrix with diagonal values sorted in decreasing order. Define $V \in \mathbb{R}^{N \times n}$ to be the first $n$ columns of $\Phi$.
3. The reduced system is then given by

$$
\begin{gathered}
M_{n}=V^{T} V, D_{n}=V^{T} M^{-1} D V, K_{n}=V^{T} M^{-1} K V \\
F_{n}^{i n}=V^{T} M^{-1} F^{i n}, F_{n}^{o u t}=F^{o u t} V
\end{gathered}
$$

We point out some drawbacks of this method.
From $\left\{I, M^{-1} D, M^{-1} K, M^{-1} F^{\text {in }}, F^{o u t}\right\}$ a balanced realization

$$
\left\{\Phi, M^{-1} D \Phi, M^{-1} K \Phi, M^{-1} F^{i n}, F^{o u t} \Phi\right\}
$$

is first computed with respect to free velocity Gramians. Truncation (i.e., selection of $n \ll N$ coordinates) is performed on the system matrices after multiplication by $\Phi^{T}$ ! So the reduced model is given by

$$
\begin{equation*}
\left\{\left[\Phi^{T} \Phi\right]_{11},\left[\Phi^{T} M^{-1} D \Phi\right]_{11},\left[\Phi^{T} M^{-1} K \Phi\right]_{11},\left[\Phi^{T} M^{-1} F^{i n}\right]_{1:},\left[F^{o u t} \Phi\right]_{: 1}\right\} \tag{7.25}
\end{equation*}
$$

It is not clear that the above truncation indeed selects the dominant state vectors transferring input energy to output energy. One would rather have expected a left multiplication by $\Phi^{-1}$ to normalize the mass matrix to the identity, followed by a truncation :

$$
\begin{equation*}
\left\{I,\left[\Phi^{-1} M^{-1} D \Phi\right]_{11},\left[\Phi^{-1} M^{-1} K \Phi\right]_{11},\left[\Phi^{-1} M^{-1} F^{i n}\right]_{1:},\left[M^{-1} F^{o u t} \Phi\right]_{: 1}\right\} \tag{7.26}
\end{equation*}
$$

This modified method would be equivalent to our method when imposing $\Phi_{2}=\Phi_{1}$ (and hence "freezes" one degree of freedom). Obviously the motivation for multiplying the equations by $\Phi^{T}$ before truncating is to obtain a reduced model that preserves the symmetry properties of the original system. But a clear motivation from the point of view of the projection error is lacking.
A second drawback is that, with the method proposed in [90], one implicitly assumes that influential velocities are also influential positions, and again there is no reason why this should give good results since one does not use all degrees of freedom at hand. The last drawback lies in the definition of the "zero velocity" Gramians $\mathcal{G}_{c}^{z v}, \mathcal{G}_{o}^{z v}$. Contrarily to the "free velocity" Gramians, the definition of $\mathcal{G}_{c}^{z v}, \mathcal{G}_{o}^{z v}$ has not been well justified from an energetic point of view. As illustrated in the test examples of the next section, we believe that these drawbacks have a negative effect on the approximation error of that approach.

### 7.4 Krylov-subspace technique for second order systems

In this section, we discuss a Krylov-subspace technique that produces a reduced-order model of second order form $[118,117,119]$. The key idea is the following. In view of (7.13), the desired Krylov subspace (see §.1.1.3 and $\S .2 .3$ ) for the construction of the projection matrices is

$$
\operatorname{span}\left\{\tilde{B},\left(A^{-1} E\right) \tilde{B},\left(A^{-1} E\right)^{2} \tilde{B}, \ldots,\left(A^{-1} E\right)^{n-1} \tilde{B}\right\}
$$

where $\tilde{B} \doteq-A^{-1}\left[B C^{T}\right]$ (of course we have assumed that $A$ is nonsingular). Here, the linearization considered is (7.12).

Let us set

$$
R_{j}=\left[\begin{array}{l}
R_{j}^{d} \\
R_{j}^{v}
\end{array}\right] \doteq\left(-A^{-1} E\right)^{j} \tilde{B}
$$

where $R_{j}^{d}$ is the vector of length $N$ corresponding to the displacement portion of the vector $R_{j}$, and $R_{j}^{v}$ is the vector of length $N$ corresponding to the velocity portion of the vector $R_{j}$ (see [118]). Then, in view of the structure of the matrices $A$ and $E$, we have

$$
\left[\begin{array}{c}
R_{j}^{d} \\
R_{j}^{v}
\end{array}\right]=\left(-A^{-1} E\right)^{j}\left[\begin{array}{l}
R_{j-1}^{d} \\
R_{j-1}^{v}
\end{array}\right]=\left[\begin{array}{c}
K^{-1} D R_{j-1}^{d}+K^{-1} M R_{j-1}^{v} \\
-R_{j-1}^{d}
\end{array}\right] .
$$

Note that the $j^{t h}$ velocity-portion vector $R_{j}^{v}$ is the same (up to its sign) as the $(j-1)^{s t}$ displacement-portion vector $R_{j-1}^{d}$. In other words, the second portion $R_{j}^{v}$ of $R_{j}$ is the "one-step" delay of the first portion $R_{j-1}^{d}$ of $R_{j}$. This suggest that one may simply choose

$$
\begin{equation*}
\operatorname{span}\left\{R_{0}^{d}, R_{1}^{d}, R_{2}^{d}, \ldots, R_{n-1}^{d}\right\} \tag{7.27}
\end{equation*}
$$

as the projection subspace used to construct the projection matrices.
The resulting procedure can be summarized as follows ${ }^{4}$.

```
Algorithm 8 The Su and Craig algorithm.
    - Initialization
    Set \(R_{0}^{d}=K^{-1}\left[F^{\text {in }}\left(F^{o u t}\right)^{T}\right], \quad R_{0}^{v}=0\),
    Compute the SSVD \(U_{0} \Sigma_{0} V_{0}^{T}=\left(R_{0}^{d}\right)^{T} K R_{0}^{d}\),
    \(Q_{0}^{d}=R_{0}^{d} U_{0} \Sigma_{0}^{-1 / 2}\), and \(Q_{0}^{v}=0\).
    - Arnoldi loop
    for \(j=1: n-1\) do
        \(R_{j}^{d}=K^{-1}\left(D Q_{j-1}^{d}+M Q_{j-1}^{v}\right)\),
        \(R_{j}^{v}=-Q_{j-1}^{d}\),
        - Orthogonalization
        for \(i=1: j\) do
            \(T_{i}=\left(Q_{i}^{d}\right)^{T} K R_{j}^{d}\),
        \(R_{j}^{d}=R_{j}^{d}-Q_{i}^{d} T_{i}\),
        \(R_{j}^{v}=R_{j}^{v}-Q_{i}^{v} T_{i}\),
        end for
        - Normalization
        Compute the SVD \(U_{0} \Sigma_{0} V_{0}^{T}=\left(R_{0}^{d}\right)^{T} K R_{0}^{d}\),
        \(Q_{j+1}^{d}=R_{j}^{d} U_{0} \Sigma_{0}^{-1 / 2}\), and
        \(Q_{j+1}^{v}=R_{j}^{v} U_{0} \Sigma_{0}^{-1 / 2}\).
    end for
```

This algorithm produces a projection matrix $Q_{n}$ which is an orthonormal basis of (7.27). The reduced order model is given by

$$
\begin{gathered}
M_{n}=Q_{n}^{T} M Q_{n}, D_{n}=Q_{n}^{T} D Q_{n}, K_{n}=Q_{n}^{T} K Q_{n} \\
F_{n}^{i n}=Q_{n}^{T} F^{\text {in }}, F_{n}^{\text {out }}=F^{\text {out }} Q_{n}
\end{gathered}
$$

In [118, 117, 119], a number of advantages of this approach are described, see also [12] for a further discussion of this algorithm and other techniques.

[^20]
### 7.5 RLRG and RLRH for second order systems

The RLRG and RLRH algorithms presented in Chapter 5 and in Chapter 6 can be adapted easily for second order systems (at least for discretized systems). The idea is to use the special structure of the matrices $A, B$ and $C$ of these systems to obtain a recurrence involving directly the matrices of the second order system $M$, $D, K, F^{i n}$, and $F^{o u t}$. In this section we show how to do it. Since we have a second order system, one may expect that the procedure will involve a recurrence on two time steps on a matrix representing the dominant subspace. From this matrix, we will construct the projection matrices directly for the second order system.

It is pointed out that the updated version of the dominant subspace for both algorithms (RLRG and RLRH) is obtained via the recursion :

$$
\begin{equation*}
S_{n}(i+1)=\underbrace{\left[A S_{n}(i) \mid B\right]}_{M_{1}}\left[\frac{V_{c_{1}}}{V_{c_{2}}}\right] \tag{7.28}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{n}(i+1)=\underbrace{\left[A^{T} R_{n}(i) \mid C^{T}\right]}_{M_{2}}\left[\frac{V_{o_{1}}}{V_{o_{2}}}\right] \tag{7.29}
\end{equation*}
$$

where $V_{c_{1}}, V_{o_{1}} \in \mathbb{R}^{n \times n}$ come from the SVD of $M_{1}$ and $M_{2}$, respectively for the RLRG algorithm or from the SVD of $M_{2}^{T} M_{1}$ for the RLRH algorithm (see Algorithms 6 and 7).

For a second order system, one may consider that $S_{\bullet}(\cdot)$ corresponds in fact to a collection of two consecutive versions of the dominant subspace of the second order system, i.e., for example for $S_{n}(\cdot)$

$$
S_{n}(i+1)=\left[\begin{array}{c}
S_{n}^{s}(i) \\
S_{n}^{s}(i+1)
\end{array}\right]
$$

(subscript $s$ referring to "second order system"). It follows from this and from (7.28) that we have

$$
\left[\begin{array}{c}
S_{n}^{s}(i)  \tag{7.30}\\
S_{n}^{s}(i+1)
\end{array}\right]=\left[\left.\left[\begin{array}{cc}
0 & I \\
-\hat{M}^{-1} \hat{K} & -\hat{M}^{-1} \hat{D}
\end{array}\right]\left[\begin{array}{c}
S_{n}^{s}(i-1) \\
S_{n}^{s}(i)
\end{array}\right] \right\rvert\,\left[\begin{array}{c}
0 \\
M^{-1} \hat{F}^{i n}
\end{array}\right]\right]\left[\begin{array}{c}
\frac{V_{1}}{V_{2}}
\end{array}\right] .
$$

Note first that $S_{n}^{s}(i)$ on the left hand side is not the same as on the right hand side, but this is an intermediary updating version which may allow us to update the whole subspace for state-space description. If we denote it $S_{c_{+}}^{s}(i),(7.30)$ can be rewritten as

$$
\left\{\begin{align*}
S_{++}^{s}(i) & =S_{n}^{s}(i) V_{1}  \tag{7.31}\\
S_{n}^{s}(i+1) & =-\hat{M}^{-1} \hat{K} S_{n}^{s}(i-1) V_{1}-\hat{M}^{-1} \hat{D} S_{n}^{s}(i) V_{1}+\hat{M}^{-1} \hat{F}^{i n} V_{2}
\end{align*}\right.
$$

Here, the first equation is redundant and one may consider just the second one. But, actually this is not correct as it is an update of $S_{n}(i)$ which will affect not $S_{n}(i+1)$ but $S_{n}(i+2)$ in the next step.

For $R_{n}(\cdot)$, the adaptation is more complicated. We have

$$
\left[\begin{array}{c}
R_{n}^{s}(i)  \tag{7.32}\\
R_{n}^{s}(i+1)
\end{array}\right]=\left[\left.\left[\begin{array}{c}
0-\hat{K}^{T} \hat{M}^{-T} \\
I-\hat{D}^{T} \hat{M}^{-T}
\end{array}\right]\left[\begin{array}{c}
R_{n}^{s}(i-1) \\
R_{n}^{s}(i)
\end{array}\right] \right\rvert\,\left[\begin{array}{c}
0 \\
\left(\hat{F}^{o u t}\right)^{T}
\end{array}\right]\right]\left[\begin{array}{c}
\frac{U_{1}}{U_{2}}
\end{array}\right] .
$$

which yields

$$
\left\{\begin{align*}
S_{o_{+}}^{s}(i) & =-\hat{K}^{T} \hat{M}^{-T} R_{n}^{s}(i) U_{1}  \tag{7.33}\\
R_{n}^{s}(i+1) & =R_{n}^{s}(i-1) U_{1}-\hat{D}^{T} \hat{M}^{-T} R_{n}^{s}(i) U_{1}+\left(\hat{F}^{o u t}\right)^{T} U_{2}
\end{align*}\right.
$$

Here, the first equation is not redundant and we have to take it into consideration. One can remark also that the first equation will affect the dominant subspace only after two steps.

Using Recurrences 7.31 and 7.33 , we obtain after a certain number of iterations, two $N \times n$ matrices $R_{n}$ and $S_{n}$. These matrices are used to construct the projection matrices $X$ and $Y$ (§.7.1.2) as in the approximated Balanced Truncation.

In the sequel we present the two algorithms adapted for second order systems, namely $S R L R G$ for $S e c o n d-$ order Recursive Low-Rank Gramian and SRLRH for Second-order Recursive Low-Rank Hankel. To simplify the algorithms let us define the following matrices :

$$
\begin{gathered}
M_{1}(i)=\left[\left.\left[\begin{array}{cc}
0 & I \\
-\hat{M}^{-1} \hat{K}-\hat{M}^{-1} \hat{D}
\end{array}\right]\left[\begin{array}{c}
S_{n}(i-1) \\
S_{n}(i)
\end{array}\right] \right\rvert\,\left[\begin{array}{c}
0 \\
M^{-1} \hat{F}^{i n}
\end{array}\right]\right], \\
M_{2}(i)=\left[\left.\left[\begin{array}{c}
0-\hat{K}^{T} \hat{M}^{-T} \\
I-\hat{D}^{T} \hat{M}^{-T}
\end{array}\right]\left[\begin{array}{c}
R_{n}(i-1) \\
R_{n}(i)
\end{array}\right] \right\rvert\,\left[\begin{array}{c}
0 \\
\left(\hat{F}^{o u t}\right)^{T}
\end{array}\right]\right] .
\end{gathered}
$$

```
Algorithm 9 The Second order Recursive Low-Rank Gramians algorithm (SRLRG).
    - We initialize the \(N \times n\) matrices
\[
S_{n}(0)=0, \quad S_{n}(1)=0, \quad R_{n}(0)=0, \quad \text { and } \quad R_{n}(1)=0,
\]
for \(i=1: \tau\) do
- We compute the SSVDs
```

$$
M_{1}(i)=U_{c} \Sigma_{c} V_{c}^{T}, \quad \text { and } \quad M_{2}(i)=U_{o} \Sigma_{o} V_{o}^{T} .
$$

- We use the following decomposition, where $V_{c_{1}}, V_{o_{1}} \in \mathbb{R}^{n \times n}$ :

$$
V_{c}(:, 1: n)=\left[\begin{array}{c}
V_{c_{1}} \\
V_{c_{2}}
\end{array}\right], \quad \text { and } \quad V_{o}(:, 1: n)=\left[\begin{array}{c}
V_{o_{1}} \\
V_{o_{2}}
\end{array}\right] .
$$

- Then we compute the new $S_{n}(\cdot)$ and $R_{n}(\cdot)$ using :

$$
\begin{aligned}
S_{c_{+}}(i) & =S_{c_{+}}(i) V_{c_{1}}, \\
S_{n}(i+1) & =-\hat{M}^{-1} \hat{K} S_{n}(i-1) V_{c_{1}}-\hat{M}^{-1} \hat{D} S_{n}(i) V_{c_{1}}+\hat{M}^{-1} \hat{F}^{i n} V_{c_{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
S_{o_{+}}(i) & =-\hat{K}^{T} \hat{M}^{-T} R_{n}(i) V_{o_{1}} \\
R_{n}(i+1) & =R_{n}(i-1) V_{o_{1}}-\hat{D}^{T} \hat{M}^{-T} R_{n}(i) V_{o_{1}}+\left(\hat{F}^{o u t}\right)^{T} V_{o_{2}} .
\end{aligned}
$$

end for

- To construct the reduced model, we compute the SSVD

$$
S_{n}(\tau)^{T} R_{n}(\tau)=U \Sigma V^{T},
$$

- And we obtain the projection matrices

$$
X=S_{n}(\tau) U \Sigma^{-1 / 2}, \quad \text { and } \quad Y=R_{n}(\tau) V \Sigma^{-1 / 2}
$$

- The order $n$ approximated second order system is given by :

$$
M_{n}=Y^{T} M X, D_{n}=Y^{T} D X, K_{n}=Y^{T} K X, F_{n}^{i n}=Y^{T} F^{i n}, F_{n}^{o u t}=F^{o u t} X
$$

```
Algorithm 10 The Second order Recursive Low-Rank Hankel algorithm (SRLRH).
    - We initialize the \(N \times n\) matrices
\[
S_{n}(0)=0, \quad S_{n}(1)=0, \quad R_{n}(0)=0, \quad \text { and } \quad R_{n}(1)=0,
\]
for \(i=1: \tau\) do
- We compute the SSVD
\[
M_{2}^{T} M_{1}=U \Sigma V^{T}
\]
```

- We use the following decomposition, where $V_{1}, U_{1} \in \mathbb{R}^{n \times n}$ :

$$
V(:, 1: n)=\left[\begin{array}{l}
V_{1} \\
V_{2}
\end{array}\right], \quad \text { and } \quad U(:, 1: n)=\left[\begin{array}{c}
U_{1} \\
U_{2}
\end{array}\right] .
$$

- Then we compute the new $S_{n}(\cdot)$ and $R_{n}(\cdot)$ using :

$$
\begin{aligned}
S_{c_{+}}(i) & =S_{c_{+}}(i) V_{1}, \\
S_{n}(i+1) & =-\hat{M}^{-1} \hat{K} S_{n}(i-1) V_{1}-\hat{M}^{-1} \hat{D} S_{n}(i) V_{1}+\hat{M}^{-1} \hat{F}^{i n} V_{2}
\end{aligned}
$$

and

$$
\begin{aligned}
S_{o_{+}}(i) & =-\hat{K}^{T} \hat{M}^{-T} R_{n}(i) U_{1} \\
R_{n}(i+1) & =R_{n}(i-1) U_{1}-\hat{D}^{T} \hat{M}^{-T} R_{n}(i) U_{1}+\left(\hat{F}^{o u t}\right)^{T} U_{2}
\end{aligned}
$$

end for

- To construct the reduced model, we compute the SSVD

$$
S_{n}(\tau)^{T} R_{n}(\tau)=\hat{U} \hat{\Sigma} \hat{V}^{T}
$$

- And we obtain the projection matrices

$$
X=S_{n}(\tau) \hat{U} \hat{\Sigma}^{-1 / 2}, \quad \text { and } \quad Y=R_{n}(\tau) \hat{V} \hat{\Sigma}^{-1 / 2}
$$

- The order $n$ approximated second order system is given by :

$$
M_{n}=Y^{T} M X, D_{n}=Y^{T} D X, K_{n}=Y^{T} K X, F_{n}^{i n}=Y^{T} F^{i n}, F_{n}^{o u t}=F^{o u t} X
$$

### 7.6 Numerical results

This section makes a numerical comparison of several procedures presented in this chapter for second order systems. These algorithms are applied to our benchmark models.

In Table 7.2, we compare eight model reduction methods : the classic Balanced Truncation ('BT'), the methods of Mayer (Free Velocity ('FV'), Zero Velocity ('ZV'), and 'M' for the case where we applied free and zero velocity in the same time), and our methods : the Second-Order Balanced Truncation ('SOBT'), the Second-order Recursive Low Rank Gramian ('SRLRG'), and the Second-order Recursive Low Rank Hankel ('SRLRH'). The comparison is made on the basis of the relative reduction error measured according to the $\mathcal{H}_{\infty}$ norm, i.e., the ratio of the $\mathcal{H}_{\infty}$ norms of the "error" system $\mathcal{S}-\mathcal{S}_{n}$ and the full system $\mathcal{S}$, i.e.,

$$
\frac{\left\|\mathcal{S}-\mathcal{S}_{n}\right\|_{\infty}}{\|\mathcal{S}\|_{\infty}}
$$

In Figures $7.1,7.2,7.3$, and 7.4 we show the $\sigma_{\max }$-plot of the frequencies of the full system and the error system for each benchmark model.

The method of Su and Craig produces for the CDplayer model an unstable reduced-order model, but in general we have remarked that even if the original system is strictly stable, the reduced-order model obtained via this method moves to a region close to instability. The methods of Meyer seems to work quite well, but in general the method 'SOBT' behaves better. The adaptation of RLRG and RLRH, namely SRLRG and SRLRH yields the best results. Note that we still use a stopping criterion based on the tolerance values given in (§ 4.8.2).

|  | Building model | CDplayer model | ISS 1R model | ISS 12A model |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{B T}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | 0.1143 | $8.0704 .10^{-8}$ | 0.0013 | 0.0071 |
| $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{M}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | 1.0181 | 1.0000 | 1.6324 | 1.0028 |
| $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{S}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | 1.0182 | unstable | 1.6324 | 1.0063 |
| $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{S O B T}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | 0.0424 | 1.0000 | 0.1054 | 0.9966 |
| $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{F V}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | 0.4509 | 1.0000 | 0.0548 | 0.5659 |
| $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{Z V}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | 0.0379 | 1.0000 | 0.0513 | 0.3537 |
| $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{R L R G}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | 0.4301 | $6.8931 .10^{-6}$ | 0.1023 | 0.9697 |
| $\frac{\left\\|\mathcal{S}-\mathcal{S}_{n}^{R L R H}\right\\|_{\infty}}{\\|\mathcal{S}\\|_{\infty}}$ | 0.4320 | $1.7 .10^{-6}$ | 0.0979 | 0.9390 |

Table 7.2. $\mathcal{H}_{\infty}$ norm of benchmark models, and the error systems.


Fig. 7.1. $\sigma_{\text {max }}$-plot of the frequency responses for Building model.


Fig. 7.2. $\sigma_{\max }$-plot of the frequency responses for CDplayer model.
Legend : - full model, … BT error system, $\square$ SOBT error system, o Mayer error system, $\times$ Su error system, $\star$ FV error system, - ZV error system, -- SRLRG error system, $* * *$ SRLRH error system.


Fig. 7.3. $\sigma_{\text {max }}$-plot of the frequency responses for ISS 1R model.


Fig. 7.4. $\sigma_{\max }$-plot of the frequency responses for ISS 12A model.
Legend : - full model, $\cdots$ BT error system, $\square$ SOBT error system,
o Mayer error system, $\times$ Su error system, $\star$ FV error system, -ZV error system,
-- SRLRG error system, $* * *$ SRLRH error system.

### 7.7 Concluding remarks

In this chapter we have introduced a structure preserving model reduction method for second order systems. It is a balance and truncate method based on the definition of two pairs of $N \times N$ Gramians $\left(\mathcal{G}_{c}^{\text {pos }}, \mathcal{G}_{o}^{\text {pos }}\right)$, and $\left(\mathcal{G}_{c}^{v e l}, \mathcal{G}_{o}^{v e l}\right)$. Following the idea of [90], these Gramians are derived from optimization problems, and are shown to contain information about the capacity of positions $q_{0}$ and velocities $\dot{q}_{0}$ to transferring energy between inputs and outputs. Working in a state-space model enables us to balance both pairs of Gramians simultaneously, which allows to determine the $n$ most controllable and observable position components and the $n$ most controllable and observable velocity components, where $n \ll N$. The reduced model is then
obtained by keeping that part of the balanced system that only depends on these variables, which then automatically gives a reduced model of second order type.

We have shown that the method in [90] is not a real balance and truncate method, and that it has a few drawbacks. Numerically speaking our method yields results close to those obtained by the method of Mayer [90, 32], but our method is a veritable balance and truncate method. Finally, the SRLRG and SRLRH seem to be again the best methods.

From a theoretical point of view, there are many open questions. For instance, does SOBT, SRLRG and SRLRH techniques preserve stability?

For the SOBT method, if this turns out to be true, then does there exist a global error bound between the original and the reduced order model depending on the eigenvalues of the product of the Gramians that we neglect, as in the case of the standard balanced truncation? If this turns out to be false, does there exist other pairs of Gramians that provide a global error bound?

## Chapter 8

## Conclusions and perspectives

Model reduction of dynamical systems has its roots in many different fields of applied mathematics, even though the methods forming the foundation for model reduction are relatively old. The history of the Singular Value Decomposition, for example, spans more than one century. The earlier algorithms for Krylov-based methods, are fifty years old. It is obvious from the many recent references of this thesis, that the understanding and application of low-rank approximation methods in model reduction is certainly not a closed topic.
In this thesis we tried to propose new ideas of low-rank approximation and we established connections with projection techniques used in model reduction. These ideas were mainly aimed at a time-varying case. The algorithms proposed are based on low-rank approximation of Gramians and Hankel operators. The Hankel operator is defined as the input-output mapping. It is well known that Gramians reflect the energy of inputstate and state-output maps, and hence play an important role in the approximation of the Hankel map.

The key idea was the combination of two basic projection based model reduction methods, namely Balanced Truncation and Krylov subspace ideas, to obtain a new method called Approximated Balanced Truncation.
This method has very nice properties. It benefits of the iterative computations inherited from Krylov subspace ideas in the computation of the approximated Gramians. This iterative computations reduce significatively the cost and make benefice of any sparsity in the data. The use of the Balanced Truncation procedure to provide the reduced order model yields bounds on the quality of the approximations.
Actually, the quality of the approximations is depending on how one computes the low-rank approximations of the Gramians. We have presented three algorithms to do this job.

The first algorithm presented, namely the Modified Low-Rank Smith (MLRS) algorithm, was studied in detail. The idea is to exploit the rapid decay of the Gramian eigenvalues to approximate well the square root of the Gramian by a low-rank approximation. This square root can be constructed recursively, and so we have proposed a recursive procedure to compute its low rank approximation. This is done using a window which collects the dominant low-rank part using a local singular value decomposition. This method has a drawback since it depends crucially on the gap between what we keep and what we neglect. To obtain the best results with this approach one has to mix two stopping criteria, namely a tolerance value criterion and a gap criterion. Unfortunately for our benchmark models there is no clear gap, which explains the bad quality of the approximations.

The two other algorithms were mainly meant for time-varying case. The key idea is to compute only a finite window of the Gramians of the provided time-varying system. Then, one can easily come up with a square root version (or Cholesky factor) of the Gramians. The existence of these Cholesky factors is guaranteed by the fact that the Gramians are symmetric and at least positive semi-definite. Rather than computing the exact factors, one keeps a low-rank approximation of the Gramians. These low-rank approximations are computed recursively and updated in such a way that at each step only the $n$ "dominant" vectors are kept. The basic idea for this is to keep at each step the leading $n$ column vectors of the Singular Value Decomposition (SVD). Two ways to do this were described in the presentation of the two Recursive LowRank algorithms. The last algorithm namely Recursive Low-Rank Hankel (RLRH) approximation method is
the one we recommend. It provides results closer to those of Balanced Truncation at low cost, and it yields directly a balanced approximation of the full Gramians. And so it is a powerful method which will suffer less from a bad balancing of the original system. The Recursive Low-Rank Gramian (RLRG) algorithm is also a very interesting method. It also yields results close to those of the Balanced Truncation and of the RLRH method. But RLRG is more expensive than RLRH as we have to "balance" the projector to obtain good results.

The final contributions of this thesis is the work on second order systems. These systems have a special structure which has a physical meaning. In order to keep this structure in the reduced-order model, we presented some new ideas which we compared with previous work in this area. We also showed how to adapt our best algorithms RLRG and RLRH to this kind of systems.

There are still many open questions that one can consider for future research. Despite the obviously desirable features of the Gramians and Hankel approaches proposed here, there are a number of refinements with respect to performance, convergence, and accuracy which can be studied in the future. For instance there is no result on the stability of the reduced-order model obtained via low-rank approximation. And unlike Balanced Truncation there is no global error on the difference between the two transfer functions.

We believe that both time-varying algorithms (RLRG an RLRH) can be generalized to linear infinite dimensional systems. For these systems one will have to iterate on operators $\mathcal{A}$ and $\mathcal{B}$ instead of matrices $A$ and $B$. An interesting class of linear infinite dimensional systems is the class of Riesz systems. This class has the property that the operator $\mathcal{A}$ has a spectral decomposition. This decomposition can be truncated at a certain order to obtain a low-rank approximation of the operator. Of course, we still need to approximate the effect of the operator on an infinite dimensional vector, but we nevertheless think this may improve the quality of the approximation. This raises a very interesting question which is still open as far as we know : "is it better to reduce and then discretize, or to discretize and then reduce?".

Another perspective is the generalization of our algorithms to Riccati equations. It is well known that Lyapunov equations are special cases of Riccati equations. The question here is how to use our ideas to find efficiently a low-rank solution of the Riccati equation. These solutions can also be used in a Balanced Truncation procedure.

Recently, many authors try to define Gramians for nonlinear dynamical systems. One can guess that we can establish connections between different ideas presented in this thesis and some popular ideas for nonlinear dynamical systems. Some relevant ideas have been suggested in a survey paper of Van Dooren [128].

## Appendix

## A- Construction of the Givens rotations $G_{u}$ and $G_{v}$

We show in this appendix the explicit construction of the Givens transformations $G_{u}$ and $G_{v}$ (Page.53). Here $G_{u}$ and $G_{v}$ are a product of Givens transformations:

$$
\begin{aligned}
& G_{u}=G_{u_{1}} G_{u_{2}} \ldots G_{u_{k}}, \quad \text { where } \quad G_{u_{j}}=G_{u_{j, 1}} \ldots G_{u_{j, n+j-2}} G_{u_{j, n+j-1}}, j=1: k, \\
& G_{v}=G_{v_{1}} G_{v_{2}} \ldots G_{v_{m}}, \quad \text { where } \quad G_{v_{j}}=G_{v_{j, 1}} \ldots G_{v_{j, n+j-2}} G_{v_{j, n+j-1}}, j=1: k .
\end{aligned}
$$

Each $G_{u_{j, i}}^{*}$ is a Givens rotation operating on rows $i$ and $i+1$ only of the column $\hat{U}_{2}(:, j)$ and each $G_{v_{j, i}}$ is a Givens rotation operating on columns $i$ and $i+1$ only. The rotations $G_{u_{j, i}}^{*}$ annihilate the consecutive elements of $\hat{U}_{2}(:, j), j=1, \ldots, m$. We begin by the last column $\hat{U}_{2}(:, m)$ :

$$
G_{u_{m, 1}}^{*} \hat{U}_{2}(:, m)=\left[\begin{array}{c}
\mathbf{0} \\
\times \\
\vdots \\
\times
\end{array}\right], \quad \ldots \quad, \quad \underbrace{G_{u_{m, n+m-1}}^{*} \ldots G_{u_{m, 2}}^{*} G_{u_{m, 1}}^{*}}_{G_{u_{m}}^{*}} \hat{U}_{2}(:, m)=\left[\begin{array}{c}
0 \\
\vdots \\
\mathbf{0} \\
\times
\end{array}\right]
$$

because $\hat{U}_{2}$ is orthogonal, when we apply $G_{u_{1}}$ to the whole matrix $\hat{U}_{2}$ we obtain automatically that the last row is $e_{m}^{*}$, i.e.,

$$
G_{u_{1}}^{*} \hat{U}_{2}=\left[\begin{array}{cccc}
\times & \ldots & \times & 0  \tag{A-1}\\
\vdots & \ddots & \vdots & \vdots \\
\times & \ldots & \times & 0 \\
0 & \ldots & 0 & 1
\end{array}\right]
$$

These rotations are then also applied to the columns of $\hat{R}$ which will destroy its upper triangular form. Therefore the rotations $G_{v_{j, i}}$ are chosen to annulate again the elements $(i, i+1)$ introduced by $G_{u_{i}}^{*}$. i.e., in the first step we have :

$$
G_{u_{m, 1}}^{*} \hat{R}=\left[\begin{array}{ccc}
\times & \ldots & \times \\
\times & \times & \\
0 & 0 & \ddots
\end{array} \quad \vdots . \quad G_{u_{m, 1}}^{*} \hat{R} G_{v_{m, 1}}=\left[\begin{array}{cccc}
\times \ldots & \times & 0 \\
\vdots & \ddots & \\
0 & \ddots & & \times \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & \times
\end{array}\right]\right.
$$

The same holds (recursively) for the successive pairs :

$$
\begin{aligned}
& G_{u_{m, i+1}}^{*} G_{u_{m,(i)}}^{*} \hat{R} G_{v_{m,(i)}}=\left[\begin{array}{cccccc}
\times & & \cdots & & \times & 0 \\
0 & \ddots & & & \vdots \\
& 0 & \times & & \vdots & 0 \\
\vdots & & \times & \times & & \times \\
& & & 0 & \ddots & \vdots \\
0 & & \cdots & & 0 & \times
\end{array}\right], \\
& G_{u_{m, i+1}}^{*} G_{u_{m,(i)}}^{*} R G_{v_{m,(i)}} G_{v_{m, i+1}}=\left[\begin{array}{ccccc}
\times & \cdots & & \times & 0 \\
0 & \ddots & & & \vdots \\
& 0 & \times & & \vdots \\
\vdots & & 0 & \times & \\
& & & 0 & \ddots \\
0 & & \ldots & 0 & \\
& & & &
\end{array}\right],
\end{aligned}
$$

where

$$
G_{u_{m,(i)}}=G_{u_{m, 1}} G_{u_{m, 2}} \ldots G_{u_{m, i}}
$$

and

$$
G_{v_{m,(i)}}=G_{v_{m, 1}} G_{v_{m, 2}} \ldots G_{v_{m, i}}
$$

are the transformations accumulated up to the previous step. At the end of this first step we obtain :

$$
G_{u_{m}}^{*} \hat{U}_{2}=\left[\begin{array}{cccc}
\times & \ldots & \times & 0 \\
\vdots & \ddots & \vdots & \vdots \\
\times & \ldots & \times & 0 \\
0 & \ldots & 0 & 1
\end{array}\right]
$$

and

$$
G_{u_{m}}^{*} \hat{R} G_{v_{m}}=\left[\begin{array}{cccccc}
\times & & \cdots & & \times & 0 \\
0 & \ddots & & & & \vdots \\
& 0 & \times & & \vdots & 0 \\
\vdots & & \mathbf{0} & \times & & \times \\
& & & 0 & \ddots & \vdots \\
0 & & \ldots & & 0 & \times
\end{array}\right]
$$

where

$$
G_{u_{m}}=G_{u_{m,(n+m-1)}}, \quad \text { and } \quad G_{v_{m}}=G_{v_{m,(n+m-1)}}
$$

We do the same thing for the other columns of $\bar{U}_{2}=G_{u_{j+1}}^{*} \ldots G_{u_{m}}^{*} \hat{U}_{2}$ i.e., $\bar{U}_{2}(:, j), j=m-1: 1$. At the end we obtain :

$$
G_{u_{1}}^{*} \ldots G_{u_{m}}^{*} \hat{U}_{2}=\left[\begin{array}{ccc}
0 & \ldots & 0 \\
\vdots & & \vdots \\
\vdots & & \vdots \\
0 & & \vdots \\
1 & \ddots & \vdots \\
0 & \ddots & 0 \\
0 & 0 & 1
\end{array}\right],
$$

and

$$
G_{u_{1}}^{*} \ldots G_{u_{m}}^{*} \hat{R} G_{v_{m}} \ldots G_{v_{1}}=\left[\begin{array}{cccccc}
\times & \ldots & \times & 0 & \ldots & 0 \\
0 & \ddots & \vdots & \vdots & & \vdots \\
& \ddots & \times & 0 & \ldots & 0 \\
\vdots & & 0 & \times & \ldots & \times \\
& & & \ddots & \ddots & \vdots \\
0 & & \ldots & & 0 & \times
\end{array}\right] .
$$

Note that from the remark (A-1), for each iteration $j$ we apply only $n+j-1$ Givens rotations $G_{u_{j, i}}$. As we do $k$ iterations, the total number of Givens rotations is

$$
\sum_{j=1}^{k} n+j-1=\frac{k(2 n+k-1)}{2}
$$

This cost can be reduced to $n k$ if one make a pretreatment which accelerate the procedure as it is suggested by Baker in [13]. The idea is to construct a basis $\hat{U}_{2}$ in the form

$$
\left[\right]
$$

before the construction of the Givens rotations $G_{u}$ and $G_{v}$, we refer to [13] for more details. The construction of $\hat{U}_{2}$ can be obtained via a RQ decomposition.

## B- Proof of Theorem 4.5

In this section we give the proof of Theorem 4.5. This result is obtained by analyzing one step $i$ of the recursive algorithm. We first analyze the local errors in that step and hence assume all quantities at the beginning of step $i$ to be exact. For the computations of step $i$ we use $\bar{x}$ to denote the "computed version" of $x$ that is actually stored in computer.

The first part of step $i$ is the Gram-Schmidt update, which corresponds to

$$
\left.\begin{array}{rl}
a_{i} & =N_{i} \\
\bar{r}_{i} & =f l\left(\bar{Q}_{(i-1)}^{*} a_{i}\right), \\
\overline{\tilde{q}}_{i} & =f l\left(a_{i}-\bar{Q}_{(i-1)}^{*} \bar{r}_{i}\right), \\
\bar{\rho}_{i} & =f l\left(\sqrt{\overline{\tilde{q}}_{i}^{*}} \overline{\tilde{q}}_{i}\right.
\end{array}\right), \quad \begin{array}{ll}
\bar{q}_{i} & =f l\left(\overline{\tilde{q}}_{i} / \bar{\rho}_{i}\right)
\end{array}
$$

From (B-3), (B-5) and standard error analysis results it follows that

$$
\begin{equation*}
\overline{\tilde{q}}_{i}=a_{i}+d_{i}-\left[\bar{Q}_{(i-1)}+\delta Q_{(i-1)}\right] \bar{r}_{i}=\bar{\rho}_{i}\left[\bar{q}_{i}+f_{i}\right] \tag{B-6}
\end{equation*}
$$

where (up to order $\epsilon_{m}^{2}$ ) we have the element-wise inequalities

$$
\left|\left[f_{i}\right]_{j}\right| \leq \epsilon_{m}\left|\left[\bar{q}_{i}\right]_{j}\right|, \quad\left|\left[d_{i}\right]_{j}\right| \leq n \epsilon_{m}\left|\left[a_{i}\right]_{j}\right|, \quad\left|\left[\delta Q_{(i-1)}\right]_{j l}\right| \leq(n-l+2) \epsilon_{m}\left|\left[\bar{Q}_{(i-1)}\right]_{j l}\right|
$$

To obtain this result we assumed that the loop on the columns of the Gram-Schmidt orthogonalization (B-3) progresses from left to right. We can then equate this as follows :

$$
a_{i}+e_{i}=\left[\bar{Q}_{(i-1)} \mid \bar{q}_{i}\right]\left[\begin{array}{c}
\bar{r}_{i}  \tag{B-7}\\
\rho_{i}
\end{array}\right], \quad e_{i}=d_{i}-\delta Q_{(i-1)} \bar{r}_{i}+f_{i} \bar{\rho}_{i}
$$

We also assume that

$$
\begin{equation*}
\left\|\left[\bar{Q}_{(i-1)} \mid \bar{q}_{i}\right]-\left[Q_{(i-1)} \mid q_{i}\right]\right\|_{2}=K . \epsilon_{m} \ll 1 \tag{B-8}
\end{equation*}
$$

i.e., there is no complete loss of orthogonality, which allows us to approximate the 2-norm of $\left[\bar{Q}_{(i-1)} \mid \bar{q}_{i}\right]$ or any of its columns by $1+O\left(\epsilon_{m}\right)$. We then obtain the inequalities :

$$
\begin{align*}
\left\|e_{i}\right\|_{2} & \leq\left\|d_{i}\right\|_{2}+\left\|f_{i} \bar{\rho}_{i}\right\|_{2}+\sum_{l}\left\|\left|\delta Q_{(i-1)}\right|:, l\right\|_{2} \cdot\left|\bar{r}_{i}\right|_{l}+O\left(\epsilon_{m}^{2}\right) \\
& \leq \epsilon_{m}\left[n\left\|a_{i}\right\|_{2}+\left\|\bar{q}_{i}\right\| \bar{\rho}_{i}+\sum_{l}\left\|\left|Q_{(i-1)}\right|:, l\right\|_{2} \cdot(n-l+2)\left|r_{i}\right|_{l}\right]+O\left(\epsilon_{m}^{2}\right) \\
& \leq \epsilon_{m}\left[n\left\|a_{i}\right\|_{2}+\left(\left|\bar{\rho}_{i}\right|+\sum_{l}(n-l+2)\left|\bar{r}_{i}\right|_{l}\right)\right]+O\left(\epsilon_{m}^{2}\right) \\
& \leq \epsilon_{m}\left(n\left\|a_{i}\right\|_{2}+\|[1,2, \ldots, n+1]\|_{2}\left\|a_{i}\right\|_{2}\right)+O\left(\epsilon_{m}^{2}\right) \\
& \leq \epsilon_{m}\left(n+\sqrt{\frac{(n+2)^{3}}{3}}\right)\left\|a_{i}\right\|_{2}+O\left(\epsilon_{m}^{2}\right) \tag{B-9}
\end{align*}
$$

where the next-to-last line was obtained by Cauchy Schwarz. Notice that all errors due to this part are superposed on column $a_{i}$. Therefore the error matrix $E_{1}$ of this first part satisfies $\left\|E_{1}\right\|_{F}=\left\|e_{i}\right\|_{2}$.

The second part of step $i$ consists of the transformations $G_{v}$ and $G_{u}$ in (4.8), which we assume are each implemented with a sequence of $n$ Givens rotations. For this we will use Lemma 18.8 of [69], which we recall in a slightly modified form. We refer to $\S .1 .1 .2$, Appendix 8 and [69] for the details of the implementation and construction of each Givens rotation.

## Lemma 8.1.

Consider the sequence of Givens transformations

$$
L_{n}=G_{n} \ldots G_{1} L=G \cdot L
$$

Then there exists a perturbation $\Delta L$ of $L$ so that the computed matrix $\bar{L}_{n}$ satisfies

$$
\bar{L}_{n}=G(L+\Delta L), \quad\|\Delta L\|_{F} \leq 6 n \sqrt{2} \epsilon_{m}\|L\|_{F}+O\left(\epsilon_{m}^{2}\right)
$$

Applying this to the products $Q_{u p} \cdot R_{u p}=\left(Q G_{u}^{*}\right) \cdot\left(G_{u} R G_{v}^{*}\right)$ and $V_{u p}=\left(V G_{v}^{*}\right)$ we obtain

$$
\begin{aligned}
\bar{Q}_{u p} \bar{R}_{u p} & =(Q+\Delta Q) G_{u}^{*} \cdot G_{u}(R+\Delta R) G_{v}^{*} \doteq Q R G_{v}^{*}+E_{2} \\
\bar{V}_{u p} & =(V+\Delta V) G_{v}^{*} \doteq V G_{v}^{*}+F
\end{aligned}
$$

where

$$
\begin{aligned}
E_{2} & \doteq(\Delta Q R+Q \Delta R+\Delta Q \Delta R) G_{v}^{*} \\
\|\Delta Q\|_{F} & \leq 6 \sqrt{2} n \epsilon_{m}\|Q\|_{F}+O\left(\epsilon_{m}^{2}\right)=6 n \sqrt{2(n+1)} \epsilon_{m}+O\left(\epsilon_{m}^{2}\right) \\
\|\Delta R\|_{F} & \leq 12 \sqrt{2} n \epsilon_{m}\|R\|_{F}+O\left(\epsilon_{m}^{2}\right)=12 n \sqrt{2(n+1)} \epsilon_{m}\|M\|_{2}+O\left(\epsilon_{m}^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
F & \doteq(\Delta V) G_{v}^{*} \\
\|\Delta V\|_{F} & \leq 6 \sqrt{2} n \epsilon_{m}\|V\|_{F}+O\left(\epsilon_{m}^{2}\right)=6 n \sqrt{2(n+1)} \epsilon_{m}+O\left(\epsilon_{m}^{2}\right)
\end{aligned}
$$

The norms of $E_{2}$ and $F$ can then be bounded by :

$$
\begin{aligned}
\left\|E_{2}\right\|_{F} & \leq\|Q\|_{2}\|\Delta R\|_{F}+\|R\|_{2}\|\Delta Q\|_{F}+O\left(\epsilon_{m}^{2}\right) \\
& \leq 18 n \sqrt{2(n+1)} \epsilon_{m}\|M\|_{2}+O\left(\epsilon_{m}^{2}\right) \\
\|F\|_{F} & \leq 6 n \sqrt{2(n+1)} \epsilon_{m}+O\left(\epsilon_{m}^{2}\right) .
\end{aligned}
$$

Combining the bounds for $E_{1}$ and $E_{2}$ yields the bound

$$
\|E\|_{F} \leq 26 \epsilon_{m} n^{\frac{3}{2}}\|M\|_{2}+O\left(\epsilon_{m}^{2}\right)
$$

for the local error $E$ in step $i$. Similarly, the error matrix $F$ on $V_{(i)}$ corresponding to the local errors of step $i$ can be bounded by

$$
\|F\|_{F} \leq 9 \epsilon_{m} n^{\frac{3}{2}}+O\left(\epsilon_{m}^{2}\right)
$$

In order to sum up these errors over the $\tau$ steps of the algorithm, we can neglect the second order effects and then only need to multiply these bounds by $(m-n)$. This then yields the bounds of Theorem 4.5.
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The basic idea of model reduction is to represent a complex linear dynamical system by a much simpler one. This may refer to mary differenttechniques, but in this dissertation we focus on projection-based model reduction of linear systems. The projection is based on the dominant eigen-spaces of energy functions for ingoing and outgoing signals of the system.
These energy functions are called Gramians of the system and can be obtained as the solutions of Stein equations. When the system matrices are large and sparse, it is not obvious how to compute efficiently these solutions or their dominant eigen-spaces. In fact, direct methods ignore sparsity in the Stein equations and are not very attractive for paralletization. Their use is then limited if the state dimension $N$ of the system is large. The complexity of these methods is roughly $O\left(N^{3}\right)$ floating point operations and they require about $O\left(N^{2}\right)$ words of memory.
This thesis provides some new ideas of recursive projection-based model reduction for time-varying systems as well as time-irvariant systems. We present three algorithms for the recursive computation of the projection. These algorithms combine ideas of two classical methods - namely Balanced Truncation and Krylov subspaces - to produce a low-rank approximation of the Gramians or the input/output map of the system. We show the practical relevance of our results with real world benchmark examples. We also present some new ideas for second order systems. Such systems have a special structure which one wants to preserve in the reduced order model. We show how to adapt our projection based method to such systems.
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[^0]:    ${ }^{1}$ Some idea of the rate of progress of this technology can be gained from such quotes as "Such a machine in the hands of a competent operator can produce 400 full-length products or 1000 sums during an 8-hour working day"[27], referring to an electromechanical desk calculator typical for scientific use in the 1950s. The diagonalization of an 8 -by- 8 matrix was a weekend-long task[83].

[^1]:    ${ }^{2}$ Thanks to the friendly collaboration of Prof. Paul Van Dooren for this example.

[^2]:    ${ }^{3}$ following the widely used convention introduced by Householder, 1964.

[^3]:    ${ }^{1}$ In this section we follow the convention to take a rectangular matrix to have dimensions $m \times n$ and $n \times n$ for a square matrix.

[^4]:    ${ }^{2}$ i.e., $\forall v \in \mathcal{K}_{\infty}(A, V)$ we have $A v \in \mathcal{K}_{\infty}(A, V)$.

[^5]:    ${ }^{3}$ Here we use the notation $m_{\bullet}$ to denote the whole sequence $\left\{m_{i}\right\}_{i}$, i.e.

[^6]:    $\overline{{ }^{4}}$ The term $z$ correspond to the "advanced" version of $x_{\bullet}$, i.e., $z x_{k}=x_{k+1}$.
    ${ }^{5}$ A sequence of matrices $\left\{M_{k}\right\}$ is said to be bounded if there exists a constant $M \in \mathbb{R}$ so that $\left\|M_{k}\right\| \leq M, \forall k \in \mathbb{Z}$

[^7]:    ${ }^{6}$ Here also, we use the notation $M \bullet$ which denote the whole sequence of matrices $\left\{M_{i}\right\}_{i}$, i.e.

[^8]:    ${ }^{7}$ Cholesky factorization : Expressing a Hermitian matrix $M$ as a product of a lower or upper triangular matrix $L$ and its conjugate transpose $L^{*}$, that is, $M=L L^{*}$.

[^9]:    ${ }^{8}$ In this case we have $\mathcal{G}_{c}=G_{c}$ and $\mathcal{G}_{o}=E^{*} G_{o} E$, where $G_{c}$ and $G_{o}$ are respectively the solutions of

    $$
    A G_{c} A^{*}-E G_{c} E^{*}+B B^{*}=0, \quad \text { and } \quad A^{*} G_{o} A-E^{*} G_{o} E+C^{*} C=0
    $$

[^10]:    ${ }^{1}$ This means mainly that we have $\operatorname{rank}\left(\mathcal{G}_{c}\right)=\operatorname{rank}\left(\mathcal{G}_{o}\right)=N$.

[^11]:    ${ }^{2}$ Note that $G_{c}$ and $G_{o}$ are related to the Gramians by $\mathcal{G}_{c}=G_{c}$, and $\mathcal{G}_{o}=E^{*} G_{o} E$. Furthermore they are solutions of (1.38) and (1.39).

[^12]:    ${ }^{3}$ This result was obtained with collaboration of Danny Sorensen who showed an equivalent bound for continuous case.
    ${ }^{4}$ Which means that we have a simple state-space model.

[^13]:    ${ }^{5}$ We have the same kind of equation for the observability.

[^14]:    ${ }^{1}$ Recall that $\quad m=n+\tau k$.

[^15]:    ${ }^{2}$ Relative tolerance value corresponding to a $n^{\text {th }}$ order reduced system is given by the ratio $\frac{\sigma_{n}}{\sigma_{1}}$ where $\sigma_{1}$ and $\sigma_{n}$ are the largest and $n^{t h}$ singular value of the system respectively.

[^16]:    ${ }^{1}$ subscript + to emphasize the updated version of $S$.

[^17]:    ${ }^{1} \alpha$ the number of non-zero elements per row or column of $A_{i}$.

[^18]:    ${ }^{1}$ For the discrete-time case we use the $z$-transform (Page.13)

[^19]:    ${ }^{2}$ We assume $M$ to be invertible so $\hat{M}$ will be invertible if $h\left|\frac{\lambda_{\max }(D)}{\lambda_{\min }(M)}\right|<1$.

[^20]:    ${ }^{4}$ Here, for numerical stability, one may choose to use the Arnoldi process to generate the basis of (7.27), but a Lanczos algorithm can also be employed here (see [118, 117, 119] for more details).

