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Lyapunov Exponents for Linear
Delay Equations in Arbitrary Phase Spaces

Markus Riedle

Abstract. A linear integral equation with infinite delay is considered where the
admissible function space B of initial conditions is as usually only described
axiomatically. Merely using this axiomatic description, the long time behavior
of the solutions is determined by calculating the Lyapunov exponents. The
calculation is based on a representation of the solution in the second dual space
of B and on a connection between the asymptotic behavior of the solutions
of the integral equation under consideration and its adjoint equation subject
to the spectral decomposition of the space of initial functions. We apply the
result to an example of a stochastic differential equation with infinite delay.
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1. Introduction

For a function z : R — C? with d € N we define the history of & for ¢ > 0 by
the function z; : (—00,0] — € with z;(u) := x(t + u) for u < 0. We consider the
following initial value problem

z(t) = p(0) + /Ot L(zs)ds + h(t), t>=0,

z(u) = p(u), u <0,

(1.1)

where the initial condition ¢ is an element of the so-called phase space B. The
space B is a linear subspace of the set of C%valued functions on the negative real
line equipped with a semi-norm ||-|| 5. We assume on B the topology induced by the
semi-norm. The operator L : B — C? is linear and continuous on B. The function
h:[0,00) — €% is continuous with 2(0) = 0. A solution of (1.1) is a function
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z : R — € which is continuous on [0, 00) and satisfies the first relation in (1.1)
with xg = .

The history z; at time ¢ > 0 of a solution x of (1.1) always contains the
initial data. Consequently, the choice of the space B is crucial and for every new
space under consideration a new development of the theory would be required. To
avoid this problem, an axiomatic description of the phase space has turned out to
be an appropriate approach for differential equations with infinite delay, see [3] or
[5].

Only assuming the axiomatic description of the phase space B, we calculate
for a solution z of equation (1.1) the Lyapunov exponents

1
Jim = log [l (1.2)

or in case the limit (1.2) does not exist a bound for the upper limit point.

If there is a constant p > 0 such that the operator L depends only on the
function ¢ restricted to the interval [—p, 0] for every function ¢ € B we say that
(1.1) is of finite delay of length p.

If the delay is of finite length p and the perturbation function h is differen-
tiable and if moreover the space of initial functions consists of continuous functions
on the interval [—p, 0] then a direct application of the spectral decomposition of
the space of initial functions to the usual variation of constants formula for the
solution yields the Lyapunov exponents. The most important estimates for that
are summarized in Theorem 7.9.1 in [4]. But if the function h is only assumed
to be continuous and if the initial functions are measurable and bounded on the
interval [—p, 0] the calculation of the Lyapunov exponents requires already more
efforts. The result in this case of an equation with finite delay is achieved in [9] and
[10]. Their approach is still based on the spectral decomposition of the space of
initial functions and the variation of constants formula in the same space but also
depends strongly on properties of equations with finite delay and on the specific
choice of the space of initial functions.

In the more general case in this paper of infinite delay and of axiomatically
described phase spaces such a direct calculation of the Lyapunov exponents fails.
But we are able to calculate the Lyapunov exponents by a new method which we
describe by the following steps:

1. representation of the history z; by z;* in the second dual space B**

2. spectral decomposition of B by B=P & Q,
where P is a finite dimensional subspace

3. determine the asymptotic of 75 z;* where mp denotes the projection onto P
and 75" denotes the second adjoint operator

4. determine the asymptotic of mg ¢y where mg denotes the projection onto Q
and 7¢," denotes the second adjoint operator

kok kK

5. summarizing the estimates of 7} x;* and mg ¢;" to obtain the Lyapunov
exponents
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For the representation in the bidual space under 1 we introduce a modified weak*-
integral whereas the decomposition of B is a well-known result for linear differential
equations. The asymptotic under 3 can be determined due to the finite dimension-
ality of P. We succeed in estimating the asymptotic in 4 by means of the long time
behavior of the solution of the so-called adjoint equation of (1.1). The main idea
for this estimate is to consider the adjoint equation but with respect to the de-
composition under 2 in some sense. By this method we demonstrate the usefulness
of the adjoint equation not only for obtaining a variation of constants formula in
the bidual space.

We begin in section 2 with recalling some basics on differential equations with
infinite delay. For details as well for motivation of the axiomatic description of the
phase space B we refer the reader to the monograph [5]. In section 3 we represent
the history of the solution in the second dual space of the phase space B. In section
4 we determine the long time behavior of the two projections mentioned above
under 3 and 4 (Theorem 4.2 and 4.4). By summarizing these results we obtain in
Theorem 4.5 the Lyapunov exponents. In section 5 we introduce an example of a
stochastic differential equation with infinite delay and we apply the result on the
Lyapunov exponents to this equation. Due to the usual assumptions in the frame
work of stochastic differential equations the set of Lyapunov exponents turns out
to contain only one element.

2. Linear Autonomous Systems

We consider linear autonomous differential equations with infinite delay:
z(t) = L(xy) forae. t >0, zy=¢€DB. (2.1)

We say, that a solution of (2.1) is a function = z(,¢) on R which is locally
absolutely continuous on [0, 00) and satisfies the first equation in (2.1) with xg = .

The space B = B((—00,0],C%) is always assumed to be a linear subspace
of {¢ : (—00,0] — C*} with semi-norm |-||z. A norm on €% is denoted by |-|.
We denote by C(J,C?%) the space of bounded continuous functions mapping an
interval J into €% with the norm [flle(sy = sup{|f(u)| : uw € J}. We denote by
R_ the interval (—oo, 0] and by R4 the interval [0, c0).

In the sequel we summarize the conditions on B as they are proposed in [5].

Condition (A). For every function z : R — C% which is continuous on [0, c0) and
satisfies xy € B the following conditions hold for every ¢ > 0:

1) x € B;
2) there exists H > 0, independent of  and ¢, such that |x(t)| < H ||a||z;
3) there exists N : [0,00) — [0, 00), continuous, independent of = and ¢,
there exists M : [0,00) — [0, 00), locally bounded, independent of  and ¢, such
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that:
[zells < N(t) sup [z(u)] + M(¢)[|zolls -

<u<t

4) t — x; is a B-valued continuous function.

A space B satisfying Condition (A) always contains the space C.(R._, (Dd),
the set of continuous functions on R_ with compact support. For, every function
¢ which is continuous on R4 and vanishes on R._. is a function considered in
Condition (A.1).

In [5] it is shown that the homogeneous equation (2.1) has a unique solution
under Condition (A), if the operator L is linear and bounded.

For ¢ € B the symbol ¢ denotes the equivalence class {¢p € B : ||[¢ — ¢||z =
0}. The quotient space B := B/ |-l5 is a linear space with norm [|@[|z = |l¢| -
For a bounded linear operator T on B let T be the induced operator T p=Typ
for some ¢ € ¢.

Condition (B). The quotient space B is complete.

Condition (C). For every Cauchy sequence {p,} C B with respect to the semi-
norm ||-|| 3, which converges uniformly on every compact subset of R_ to a function
¢, the function ¢ is in B and ||, — ¢||;5 tends to zero for n — oc.

We present two examples of function spaces satisfying the Conditions (A),
(B) and (C). For details we refer to [5].

Ezxample. For v € R define
C,(R.,CY :={pc C(R,C% : lim |p(u)le ™ exists in [0,00)},

U——00

16l = sup [(w)e"]
u<0

The space C,, (R, C%) satisfies the Conditions (A), (B) and (C), where the func-
tions N and M in (A) can be chosen as

N(t) = max{1,e""} and M(t)=¢e"* fort>0.

Ezample. For a nonnegative locally integrable function g : R_ — [0,00) and p > 1
define

0
(EXLER-C) = iR = € [ o)l glu)du < o0}

el xrp = l0(O)] + ( | OOO e(w)l” g(u) du)w.

If there exists a locally bounded function G : R. — [0,00) such that g(u + s) <
G(u)g(s) for every u < 0 and every s € R_\N, for a set N,, C R. with Lebesgue
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measure 0 then the space (C* xLB) (R, C?) satisfies the Conditions (A), (B) and
(C). The functions N and M in Condition (A) can be chosen as

N(it)=1+ (/_ig(u) du)l/p, M (t) = max { (/_ig(u) du)l/p, G(_t)l/p}

fort > 0.

This example of a space of initial functions for differential equations with
infinite delay often occurs in studies of mechanics of materials with memory, see
[7] and the references therein.

In the sequel suppose that the phase space B satisfies Condition (A) and that
L is a linear bounded operator from B into C?. For an arbitrary linear bounded
operator T' : X — Y and semi-normed linear spaces X and Y, we denote the
operator norm of T' by [|T||_,. We call a function f on (—occ,0] of bounded
variation normalized if it is left continuous on (—o0,0) and f(0) = 0.

Based on the Riesz representation theorem one obtains the following theorem
which is proved in Theorem 3.4.2 in [5].

Theorem 2.1. For every linear bounded operator L : B — C? there exists a unique
function p : (—o0,0] — C™? locally of bounded variation and normalized with

Ly = /du(u) o(u)  for all ¢ € Co(R.,CY), (2.2)
Var (p, (a1, a2]) < ¢|| L g_,ga N(ag —a1)M(—az) foray < az <0, (2.3)
where Var(f,J) denotes the total variation of a function f on the interval J and

¢ is a constant depending on the norm of C°.

The function p according to Theorem 2.1 determines the fundamental equa-
tion of equation (2.1):

7(t) = / dp(u)r(t+u) for almost every t >0, 7(0) =1, (2.4)
[—t,O]

where T denotes the identity matrix in €4*¢. Theorem 4.1.3 in [5] guarantees the
existence of a unique locally absolutely continuous function r : [0,00) — (DRal
satisfying equation (2.4).

Let €% be the space of d-dimensional row-vectors. The function g in Theo-
rem 2.1 defines also the so-called adjoint equation of (2.1):

0
y(s) —|—/ y(w)p(s —u)du =b(s), s<0, (2.5)

with the forcing function b : R. — C% being locally of bounded variation. Ac-
cording to Theorem 4.1.4 in [5] equation (2.5) has a unique solution y = y(-,b),
which is locally of bounded variation for s < 0:

Var (3 [5,0]) < Var (b, [s,0]) + (e=IHleee ¥lew - 1) sup bia)|  (26)

s<u<k0
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with a constant ¢ > 0 depending on the norm of C?. If the forcing function b is
normalized, then so is the solution y(-,b). Furthermore, by Corollary 4.1.7 in [5]
the solution of (2.5) is given by

y(s) = b(0)r(—s) — /[ . db(u)r(u—s), s<0, (2.7)

where r is the solution of (2.4).

Let B* and B be the dual spaces of B and B, respectively, which are Banach
spaces with the usual operator norms, see [2]. We denote by (¢, ¢) the duality
pairing of ¢» € B* and ¢ € B. B* is isometrically isomorphic to B by the mapping
©* s ¢* for ©* € B*, where ¢* € B is defined by (™, 8) = (p*, ) for every
@ € B. In the same way one can identify the adjoint operator T° of T with the
adjoint operator T of T for a bounded linear operator T" on B.

Theorem 2.1 implies that for every 1 € B* a unique ¢ : R. — C%* exists
which is locally of bounded variation and normalized such that

(U, ) = /d{/;(u) p(u) for every p € C.(R_, (Dd), (2.8)

and Var (9, [t,0]) < ¢ N(#) v

g fort >0, (2.9)

with a constant ¢’ depending on the norm on C?. For P € B* we will always use
the notation {1; or ¢ for the transformation introduced above.

The solution of the homogeneous equation (2.1) and the solution of the ad-
joint equation (2.5) are related in the following way. Define the solution operators
of the initial value problem (2.1) for ¢ > 0 by

T@t): B— B, T(t)p =,

where x = z(-, ) is the solution of equation (2.1). Condition (A) implies that the
operators T'(t) are continuous for every t > 0, for details see [5].

Then the adjoint operators {T*(t)};>0 of the solution operators {T'(t)}:>0
and the solution y of the adjoint equation (2.5) obey the equality

[T*(t)y] (0—=) = y(—t,7)) foreveryt>0 and 1€ B*. (2.10)

A proof is given in Theorem 4.2.2 in [5].

3. Representation in the second dual space

Denote by BV ([a, ], (DICXl)7 k,l € N, the space of functions of bounded varia-
tion mapping the interval [a, ] into C**!. Equipped with the norm Hf||BV[a’b] =
|f(a)] + Var (f,[a,b]), it is a Banach space.
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Recall that for functions f € BV ([a,b], C**!) and h € C([a,b], C') the inte-
gral on the left hand side of

wn f(s)dh(s) = —/[ ; df (s) h(s) + f(b)h(b) — f(a)h(a) (3.1)
is well defined by the right hand side, where the integral is understood as a
Riemann-Stieltjes integral.

Let p be the function corresponding to the operator L of equation (1.1)
according to Theorem 2.1 and let r denote the solution of equation (2.4) with the
function p. We define for ¢t > 0 the operator

K(t):C([0,t],C% — B,

Ut — s+ u)dh(s), ue[-t,0],

3.2
0, u < —t. (3:2)

(K (t)h)(u) := {
Since K (t)h is a continuous function with compact support, it is an element of the
phase space B. By use of Gronwall’s inequality and the Condition (A) one estab-
lishes that for all ¢ > 0 the operator K (t) is linear and bounded on C([0, ], C%).
By means of the representation (2.2) of L on C.(R_, C%) one can derive (see
[11]) that for every ¢ € B and h € C(R4,C?) with 2(0) = 0 a unique solution
x = x(-, ¢, h) of equation (1.1) exists which is given in the phase space B by

2y =T(t)p+ K(t)h fort>0. (3.3)

Evaluating z; in zero yields the solution in the state space C¢ at time ¢.

In order to determine the Lyapunov exponents (1.2) there seems not to be
a direct way by use of (3.3) since estimating ||K(t)h||z for t — oo results in
estimating the matrix valued integrand r in the definition (3.2) which is not related
in any way to the phase space B. We avoid this problem by embedding the B—
valued representation (3.3) of the solution into the larger bidual space B**. For
that we introduce a weak*-integral in the dual space of a Banach space, which
corresponds to the integral (3.1) in a similar way as the usual weak*-integral to
the Lebesgue integral. Let X be an arbitrary Banach space with the norm |||y
and denote by (x*,z) the dual pairing of 2* € X* and z € X.

Definition 3.1. A function f : [a,b] — X* is called (Riemann-Stieltjes) weak*-
integrable on [a, b] with respect to continuous functions if

1. the function ¢ — (f(t),z) is of bounded variation on [a, b] for each z € X;
2. the linear operator

F:X — BV([a,b],C), F(x)(s):=(f(s),z), s€]la,b],
is continuous.

Lemma 3.2. Let f : [a,b] — X* be a weak*-integrable function with respect to
continuous functions and h € C([a,b],C). Then there exists a unique element
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x* € X* such that
b
(x*,x) = / (f(s),z)dh(s) forallzeX.

Proof. Define the operator F : X — BV([a,b], C) as in Definition 3.1. Since the
operator F' is assumed to be continuous, one obtains

b
/ F(),2) dh(s)| < 20l ooy IF @ gy o

<2 HhHC[a,b] IF Ny gy ]l x -

Hence, the linear functional x — f:( f(s),x)dh(s) is bounded and is thus an ele-
ment of B*. O

Lemma 3.2 allows to define a weak*-integral with respect to a continuous
function.

Definition 3.3. Let f : [a,b] — X* be a weak*-integrable function with respect to
continuous functions and h € C([a,b], C). We define the weak*-integral of f with
respect to i by the functional

/f )dh(s) € X* : /f ) dh(s /(f(s),x)dh(s)

forallz € X.

For f = (f1,..., fa) with f; : [a,b] — X* weak*-integrable with respect to
continuous functions and h € C([a,b], C?) the weak*-integral % fdh is defined
component-wise.

The weak*-integral commutes in the following sense. Let f : [a,b] — X*
be a weak*-integrable function according to Definition 3.1 and U : X — X be a
bounded linear operator. Then U* f is weak*-integrable with respect to continuous
functions and

/f dh(s /Uf() h(s) for every h € C([a,b],C). (3.4)

This can be shown analogously to the same property of the usual weak*-integral,
see Lemma 3.14 in the Appendix II of [1].

We begin the introduction of the representation for the solution in the sec-
ond dual space with a relation of the operators K (t) and the adjoint operators
{T*(t)}+>0 of the solution operators {T'(t)}+>0 in the following lemma.

Lemma 3.4. For v € B* and h € C([0,], C%) we have

(W, K(t)h) = —/0 [T*(t — s)¢] (0=)dh(s) for every t > 0.
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Proof. The integral is well defined because [T*(t — s)1] (0—) = y(s — t, 1) holds

by (2.10) and the solution y(-, %) of equation (2.5) is locally of bounded variation.
First, we assume that h is a continuously differentiable function on [0, ¢]. Recall

that K (t)h is an element of C.(R_, C%) and ¢(0) = 0. By (2.8),(2.7) and (2.10)
one obtains for every ¢ € B*

(0, K (t)h) = / 0 (u) [K (6)h] ()

[—t,O]

_ /[—t,m di () </0t+ur(t s+ w) dh(s))

_ /[—t,m di () < /0 Tt = s+ wh(s) ds)

_ [ d(u)r(t — s +u) | h(s)ds
[/ )

= —/0 y(s — t,0)h(s)ds
- / (Tt — 5)] (0—) dh(s).

As both sides of the equation depend continuously on A with respect to the supre-
mum norm and the continuously differentiable functions are dense in C/([0, ], C%)
the assertion follows. O

Define for ¢ = 1,...,d the functionals
7B = € A () =~ (0-) (3.5)
where Jl denotes the i-th component of J for ¢ € B*. We infer from the estimate
(2.9) and ¥(0) =0
()] = [(0-)| < Var (3, [-1,0]) <N [l -

Therefore we have o' € B*™ for i = 1,...,d. We define v : B* — c? by

Y(@) = (YL(¥), ..., ¥4 (@), thus v(v)) = —¢(0—). Furthermore, we set U~y :=
(U~Y,...,U~?) for an operator U on B**.

In the sequel we identify the space B with the subspace of the second dual
space B** in the usual manner. The dual pairing of ¥ € B* and ¢** € B*™ is
denoted by (1, p**).

Now we replace the Banach space X in Definition 3.3 of the weak*-integral
by the dual space B* to define a weak*-integral. By use of this weak*-integral we
represent the history of the solution of equation (1.1) in the second dual space
B**. A major part of calculating the Lyapunov exponents will be based on this
representation.
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Theorem 3.5. Let x = x(-, p, h) be the solution of (1.1). Then T**(t—-)y* : [0,t] —
B** is weak* -integrable with respect to continuous functions for alli =1,...,d and

~»

Ty =

t
(t)¢ —|—>¥ T**(t — s)ydh(s) fort>=0. (3.6)
0
Proof. For ¢ € B" we denote by y' = y(-,1) the i-th component of the solution
y(-, ) of the adjoint equation (2.5). We obtain by (3.5) and (2.10) for s € [0, ]
(W, T*(t = s)7') = (T*(t = 8),7") = —y'(s — £, D). 3.7)

Consequently, the function s — (¢, T**(t — s)7') is of bounded variation on [0, ]
since y(+, 1) is of bounded variation. By use of relation (3.7) the equations (2.6)
and (2.9) yield

167 = o = |

y'(-— tﬂZ)H

BV[0,t]

HBV[—t,O]

= |p(=.9)| + Vax (y(-,{z?), [~,0])
2 (Var (J [—t,O]) + k(t) sup ’1/) D

—t<u<0

< Hy(w@)

< 2(1 + 2k(t)) Var (1/) [~ ])
< 2(1+ 2k(1) ¢ N(t) |||

with k(t) := (eCtHLHBHCdHN”CW] - 1) and constants ¢,¢’ > 0 depending on the

B*>

norm of C%. Hence, the function s — T**(t — s)7" is weak*-integrable with respect
to continuous functions for ¢ = 1,...,d. Moreover, Lemma 3.4 implies

w% T*(t — syydh(s)) = / (6, T (t — s)y) dh(s)
- / (T*(t — syb ) dh(s)

_ /0 [T*(t — )] (0-) dh(s)

By means of (3.3) the assertion follows. O

In contrast to the representation (3.3) of the solution of (1.1) the representa-
tion (3.6) allows an estimate of ||#;||z in the next section due to the larger space
B**. In particular, a part of this estimation will be based on the relation (2.10) of
the adjoint operators T*(t) and the solution y(¢, ) of the adjoint equation (2.5).
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4. Estimates on the subspaces and the Lyapunov exponents

First, we report on a result concerning a decomposition of B as it is stated in
Chapter 5 of [5]. Assume in the sequel that the phase space B satisfies the Condi-
tions (A), (B) and (C) and that the operator L is bounded on B. From Condition
(A), the solution operators { T'(t)}¢>0 of equation (2.1) form a strongly continuous
semi-group of bounded operators on B. Denote the generator of {T( )0 by A.
The solution operators for equation (2.1) with the trivial operator L = 0 are given
by

(,0(0), u € [_tv 0]7
p(t+u), u<—t,

St): B—B, (St)e)(u)= {

for ¢ > 0. Define a parameter 3, depending only on the phase space B, by the
following relation
log a (S (¢
o= lim 2825®)

t—o00 t ’

where « is the Kuratowski measure of non-compactness of bounded operators,
see e.g. Definition 4.20 in the Appendix IT of [1]. For a fixed A € C define the
function (e(A\)b)(u) := e b for u < 0 and an arbitrary b € C% If ReA >  then
the functions e(\)b are elements of B for every b € C?. The point spectrum of the
generator A is given by

op(A)={AeC:3beC\{0}: e(\)be B and Ab— L(e(\)b) = 0}.
Let A = {A1,...,\,} be a finite set of eigenvalues of A such that Re); > f
for j = 1,...,p. For every \; there exists a basis ®; = (®1,...,®y,,) of the
generalized eigenspace M()\;) = ker((\;Id— A)%), k; € N. For such a basis
there are matrices B; € C"7*™ with the single eigenvalue \; and A P, = ®; B;.
Define ®5 = (®4,...,®,), Ba = diag(Bi,...,Bp) and m = mq + --- + m,. For
every vector a € C™, the function T'(t) ® 4 a with initial value @, a at t = 0 may
be defined on R by the relation
Tt)®ra=®yePra, ®p(u) = ®(0)eP2%, 1 <0. (4.1)
Furthermore, there exists a 7T'(t)-invariant subspace Q4 of B such that
BZPAEBQm (4.2)

where Py = {¢ € B: ¢ = ®,a for some a € C™}. In the special case of A =
A(s) == {X € op(4) : ReX > s} for some s > (3 the set A(s) is finite and one
obtains for every € > 0 the estimate

78], <@+ gllp fort>0, pe Qu, (4.3)

where s’ := max{sup{Re A : A € op(4 1)\ A(s)}, 3} and k(e) is a constant depend-
ing on €. Let mp:B— B be the pI'OJeCthIl onto P4 along the direct sum (4.2):
mp(@) = ¢¥ if ¢ = oF +¢9, ¢F € Py, 9 € Q4 and gy = Id —7p. Since the
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spaces P4 and Q, are invariant under the operator 7'(), the projections 7p and
mq and their adjoints commute:

T () = T* ()1 and 75T (t) = T™ ()1} for every t >0,  (4.4)

and analogously for the projection mg onto Q.

Furthermore, 7% B* = (Q4)", where (Q4)" denotes the annihilator of Qy,
and there exists a basis Wy = (Vy,..., V)T for 7 B* C B* such that (¥;, ;) =
0i; for 4,5 =1,...,m. One obtains

PP = Z<‘I’u $)B;i = Ba(Wy, @) forall ¢ € B, (4.5)
=1
T =S (Ui, o )8 = Bp(Ta, ™) forall o € B, (4.6)
=1

using the notations (¥, @) := ((U1, @), ..., (¥, ¢))T and similarly for (¥, p**).

For such a decomposition of the phase space B into two subspaces with respect
to a given subset of eigenvalues of the generator A we project the representation
(3.6) of the solution onto these subspaces. We denote by Cg the set {z € C :
Rez > (}.

Theorem 4.1. Let B = Py ® Q4 be a decomposition with respect to A C O'P(A)ﬁ@ﬁ.
Then the solution x = x(-, o, h) of (1.1) can be represented as

t
rpiy = T(t)(np @) —|—>% Tt — s)(mp'y)dh(s) forallt>0 n B*™, (4.7)
0

t
moE, = T(t)(ng @) —i—# T*(t — s)(m5y) dh(s)  for allt >0 in B™. (4.8)
0

Proof. The proof follows easily from Theorem 3.5 and (3.4). O

In the sequel we determine the asymptotic of the projections (4.7) and (4.8)
to obtain the Lyapunov exponents. For the estimate of the projection (4.7) onto

the finite dimensional subspace Py we simplify this representation. The equations
(4.5), (4.6), (4.1) and the definition (3.5) of v yield

T(t)(rp ) = T()(@A(Pr, @) = Ba (T, ),
Tt — 5)(w57) = Tt — 5)(®a(Er,7)) = — By PAEITy (0-).  (49)
Therefore we obtain by (4.7) the representation
Tpiy =®) Up(t) (4.10)

with U (t) := (eBAt<‘I’A7¢7> - /Ot eBA(t_S){IV'A(O—)dh(s)> .

The function Uy : [0,00) — C™ is called the coordinate process as it represents
the coordinate of the projection m,#; with respect to the basis ®, for a fixed
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t > 0. Note that the coordinate process U, is the solution of an ordinary integral
equation in C™:

WV

t
u(t) = (P, Q) +/ Bpu(s)ds — WA (0—)h(t), t=>0. (4.11)
0
Due to the representation (4.10) and the finite dimensionality of P, one
obtains

1 1
limsup — log ||7p:| 5z = limsup —log |Ua(t)] .
t—o0 t t—o00 t

Therefore the asymptotic of ||mpi;||z can be determined by the one of the solu-
tion of the ordinary integral equation (4.11). This calculation has been already
accomplished in [9] to which we refer in the following result.

Let B = P4@® Q4 be a decomposition with respect to A C {A € op(A4) :
Re\ > v} with v > 3. Assume h(t) = O(e"") as t — oo for a constant x < v where
O denotes the Landau symbol. Then for ¢t > 0 define

T
Ya(t) := lim [ ePA0=90®, (0-)dh(s), (4.12)

T—o00 t

where the integral is defined according to (3.1). Since o(Ba) = A and k < v the
limit exists.

Theorem 4.2. Let B = Py, & Qy, be the decompositions with respect to A; := {\ €
ap(fl) :Red = v} withvy > - > v, > fori=1,...,p and let ¥; be the
basis of (Qa, ) as chosen above. Assume h(t) = O(e") ast — oo for a constant
K< Up.
1) If (¥, 0y = Ya,(0) fori=1,...;0—1,1€ {1,...,p} and (¥, ) # Ya,(0)
then the solution x = x(-,p, h) of (1.1) for ¢ € B obeys

.1 .
Jim ~log |[wpdtllg = v

2) If (®;,9) = Ya,(0) fori=1,...,p then the solution x = z(-,p,h) of (1.1)
for ¢ € B obeys

1
limsup — log [|7pZ¢| 5 < &.
t—o0 t

Here mp denotes the projection onto Py if the phase space is decomposed according
to B= Px@® Qa with respect to A := A1 U---UA,.

Proof. Similar to Theorem 8 in [9]. O

To establish an upper bound for the projection mg#; of the solution z =
z(+, ¢, h) onto the complementary subspace QA we use the representation (4.8).
Determining the asymptotic behavior of the weak*-integral in the representation
(4.8) will result in estimating the total variation of the solution of the adjoint
equation (2.5), but only with forcing functions in the subspace (ﬂ'Z)(B*))i
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Lemma4.3. Let B= P, @ QA be a decomposition with respect to A = {\ € O’p(x‘i) :
Re A > s} for some s > 8 and let mg be the according projection onto QA. Then
for every e > 0 there exist some constants ko = ko(e) and k1 = k1(¢€), such that the
solution y(-, [1*]) of equation (2.5) for 1 € B* satisfies the following estimate
fort > 0:

Var (y(. gl (001) < (N0 + ks [ = e+ ) o

where s' := max{sup{Re X : X\ € op(A) \ A}, 3}.

B*

Proof. We denote by ¢ a generic constant only depending on €. The equations

(2.10), (2.9) and the inequality (4.3) imply for the solution y(-, [r5Y] ) of the
adjoint equation (2.5) for ¢» € B*; ¢t >0 and § >0

y(—t, [roul)| = [T ) (=5)] (0-)|
< Var ([T (O)(z5w)] (), [-6,0)

|7 () (7 ¥) | 5.
| T (t)mg

B* B*—B*

T H
B (t)mg BB
1961 €+
Since § > 0 is arbitrary this yields
y(=t, [mu)| < eN(O) ] 5. €+, (4.13)

For y = y(-, [r51] ) define

0
F(s):= / y(u)u(s — u)du, s<0.

If we set u(u) = 0 for u > 0 we obtain for ¢t > 0

0
F(s) = / y(u)p(s —u)du  for s € [—t,0].

—t

We infer from (2.3) and (4.13)
0
Var (. [~4,0) < [ Jy(a)| Var (s [t ~ 0] du
—t
0 ’
< [ NO) bllge e Ll g Nt +0)M(0) du
—t

<cllyl

t
B*/o N(t —u)el ) du, (4.14)
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From (2.9) we obtain for every ¢ € B* and ¢t > 0

Var ([mou] L [-4,0]) < eN () [0l 5. < eN () Imqlls g ¥

Since y obeys the adjoint equation (2.5) we have

g (4.15)

Var (y(-, [u] ), [-4,0]) < Var (F, [-4,0]) + Var ([r5], [-4,0]) .
Therefore the application of inequalities (4.14) and (4.15) finishes the proof. O

Lemma 4.3 provides an upper bound of the total variation of the solution of
the adjoint equation (2.5) for some forcing functions subject to the decomposition
B="Pyo QA of the phase space with respect to a spectral set A. This connection of
the solution of the adjoint equation and the decomposition enables us to estimate
the asymptotic of the projection mg#; of the solution = of equation (1.1).

Theorem 4.4. Let B = P, @ QA be a decomposition with respect to A = {\ €
ap(fl) :Re X = s} for some s > 8 and let g be the according projection onto QA.
Then for every € > 0 there exists a constant k = k(e), such that the history of the
solution x = (-, ¢, h) of equation (1.1) for ¢ € B satisfies

t
Imodells < k (wnge“ 4 oo (N(t) + [ N +€>udu))

for every t > 0 with ' ;== max{sup{Re X : A € op(4) \ A}, 3}.
Proof. Theorem 4.1 implies

Imqinlls < | ()(med)

_|_

(4.16)

o 17— )G
0 B

By use of the definition (3.5) of v, relation (2.10) and Lemma 4.3 the second term
in (4.16) can be estimated by

o 7= ) vt

B

R S
= [ o ama

= g | e m ane

- |- / [t~ ) ()] (0-) dh(s)

= s |- [yt dnte

1l g« <1
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<2Aley s {Var (y( el [-,0]) }
1]l <1

t
<2ellllgoq (NO+ [ Ne— e a)

with a constant ¢ = ¢(e) > 0. Applying (4.3) for estimating the first term in (4.16)
finishes the proof. O

The estimates of the two projections in this section enable us in the next
theorem to determine the asymptotic of the solution z(-, ¢, h) of equation (1.1)
with respect to the initial condition ¢ € B. For that we decompose the phase space
B with respect to A(s) = {A € g(A): Re\ > s} for s > 3 where we assume

A(s)=A1U---UA,, peN, (4.17)

A

A={reop(A):Rer=v;} forsomewvs > - >uv,>s.
Recall that A(s) is finite and therefore the decomposition in (4.17) is not a restric-
tion. As before we assume that the space B satisfies the Conditions (A), (B) and

(C). As in Theorem 4.2, the vector ¥; denotes the basis for (Q4,)* with respect
to the decomposition B = Py, ® Qa,;-

Theorem 4.5. Let A = A(s) be given as in (4.17) for a constant s > max{3,0}.
Assume that there exist constants k,0 € [0,s), such that for every € > 0 the
conditions

1h(W)]l 0. = OFY)  for t — o, (4.18)
t

N(t) + / N(t— u)e(sl%)“ du = (’)(6(9_”‘+5)t) fort — oo (4.19)
0

are satisfied with s' := max{sup{Re X : A € op(A) \ A}, 5}.

1) I (90, 6) = Ya(0) for i=1,....1—1, 1€ {1,...,p}, and (¥1,3) # Y2, (0)
then the solution x = x(-, ¢, h) of (1.1) for v € B obeys

o logldy
t—o0 t
2) If (®;,9) = Ya,(0) fori=1,...,p then the solution x = z(-,p,h) of (1.1)
for ¢ € B obeys

log [|24 ]|
t

lim sup < max{k, s, 0}.

t—o0
Proof. Theorem 4.4 implies
1
lim sup 7 log ||| 5 < max{s’, 0}. (4.20)
t—o0

If ¢ satisfies the assumptions under 1), then Theorem 4.2 yields

.1 .
tlggo i log ||mpi:| 5 = v
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Therefore, one obtains
lim + log ]| = lim  log e + moi
ti)r&t og || &4 B_ti»rgot og |TpZt + Tt 5

1 .
= lim Elog(llﬂpxtH[g [T+ o(1)])
= .

If the assumptions under 2) hold we have

. 1 T
lim sup 7 log ||77th”i3 S K

t—o0o

according to Theorem 4.2 which finishes the proof in combination with (4.20). O

5. The example of a stochastic equation

In this section we apply Theorem 4.5 to a stochastic differential equation with
infinite delay. For example, such equations are encountered in the linear theory of
viscoelasticity if the equation of motion is perturbed by an additive noise. For a
description of such models see [7]. For literature on stochastic functional differential
equations we refer to [6] and [8].

Although we replace the complex space €% by R? in the following example
the theory and results of the previous sections can be applied due to an appropriate
complexification of the underlying spaces, see II1.7 in [1]. In particular we consider
phase spaces B(R_,R%) C {¢ : (—o0,0] — R?} satisfying the Condition (A) with
an obvious modification.

Let (€2, P, F) be a probability space with filtration {F; };>0 and {W (t,w) : t >
0, w € Q} be an R%-valued Wiener process on this space. We assume on the phase
space B = B(RR._, R%) the Borel o-field generated by the semi-norm |- || 5- The initial
condition is a B-valued Fy-measurable random variable ®(-) = {®(u,-) : v < 0}
on (£, P, F). We consider the stochastic differential equation

X(t,w)=9(0,w) +/O L(Xs(,w))ds+W(t,w) fort >0, (5.1)

X(u,w) = P(u,w) foru<0

where L : B — R? is a linear continuous operator.

A solution of equation (5.1) is a stochastic process {X(¢,) : t € R} satis-
fying both relations in (5.1) P-a.s. and where every X (¢,-) is Fy-measurable. It is
immediate that one can consider the initial value problem (5.1) for fixed w € Q as
the deterministic equation (1.1). Hence, there exists a solution {X(¢,-) : t € R}
of equation (5.1) on the set Q' C Q with P(Q') = 1 where W (-,w) is continuous
on [0,00) for every w € . The required measurability of the solution follows by
its representation (3.3), see [11].
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Corollary 5.1. Let B satisfy the Conditions (A), (B) and (C) with a bounded
function N and assume 8 < 0. If v := max{ReA: XA € op(A)} > 0 then for every
initial process ®(-) the solution {X(t,-) : t € R} of equation (5.1) obeys

1 .
tlim i log | X¢(-,w)||g =v for P-almost all w € Q.

Proof. We apply Theorem 4.5 to the finite spectral set A = {\ € o(A) : ReA > 0}.

By the law of iterated logarithm we have P-a.s. W (t,-) = O(e!) as t — oo for every

e > 0. Since s’ < 0 the conditions (4.18) and (4.19) are fulfilled with x = 6 = 0.

Therefore it remains to show that condition 1) in Theorem 4.5 is satisfied P-a.s.

for I =1 that is (¥, ®(+)) # Ya, (0,-) P-a.s., where

T
Y, (0,) = lim e BAasW (0-) dW (s, -) (5.2)
—oo /o
and the integral in (5.2) is defined for every w € ' as in (4.12).

For every T' > 0 the integral in (5.2) is a Gaussian random variable in-
dependent of the o-field Fy by the definition of a Wiener process. Therefore,
YA, (0,9) = (Ya,.1(0,4),. .., Ya, m(0,-))T is also a Gaussian random variable in-
dependent of the o-field Fy.

Firstly, assume that there exists a component Yy, ;,(0,:) which is a non-
degenerate Gaussian random variable with Lebesgue density. This results in

P ((21,8()) = Y2, (0,)) < P (1,10, D)) = Ya,, (0,)) =0,

where ‘I’l = (\Ifl’l, ceey \Ifl’m)T.

Secondly, assume for a contradiction, that every component of Y3, (0,-) is a
degenerate Gaussian random variable. Then, we have Yy, (0,-) = 0 P-a.s. which
yields @1(0—) = 0 by Ito’s isometry. Denoting by mp, the projection onto Py, we
derive for every ¢ € 75, B by (4.9), (4.4) and (2.10):

0= (b, T*()(x 7)) = (T" (), %) = —y(—t,9) for every t >0,

where y(-,1) denotes the solution of the adjoint equation (2.5). But zero is a
solution of the adjoint equation if and only if the forcing function is zero. Hence,
we obtain J = 0 for every ¢ € 7p B".

Now, we show that the representation (2.8) remains true for every ¢ € Py, :

(C,p) = /dg(u) o(u) for every ¢ € B*. (5.3)

Then, we have (¥, p) = 0 for every ¢ € Py, and ) € 7p B, since ¢ = 0. But this
contradicts the projection (4.5) onto Py, .

To establish (5.3), we approximate ¢ € Py, by functions ™ € C.(R_,C?)
which equal ¢ on [—-m+1, 0], are zero on (—oco, —m/| and are linear on [—m, —m—+1].
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Since Re A = v > 0 for A € A; we have |p(u)| — 0 for u — —oo. Therefore, by use
of the estimate

107 — 075 < (sup|Ams>|) (sup|em<u>—-e"<uﬂ),
520 u<0

which is a consequence of (A.3), Condition (C) implies [|§™ — ¢|| 3 — 0 for m — oco.
On the other hand, the functions 6™ € C.(R., C?) obey by (2.8):

o= [ dwew s [ e,

Since Var(¢, (—o0,0]) is finite by (2.9), the first integral converges to the integral
in (5.3) and the second one to zero for m — co. O

Remark 5.2. For the example C,,(R._, RY) of a phase space in section 1 the function
N in Condition (A) is bounded and @ is negative if v < 0. The next example
(R? xLB)(R.-, RY) in section 1 satisfies the conditions on the space B in Corollary
5.1 if ess sup {g(u—t)/g(u) : u < 0} — 0 as t — oo where we assume for simplicity
g(u) > 0 for Lebesgue almost all 4 < 0. These results are due to the fact that in
these cases the spaces are so-called uniform fading memory spaces. For details see
[5] or [11].
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