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Abstract

Snaking curves of homoclinic orbits have been found numerically in a number of
ODE models from water wave theory and structural mechanics. Along such a curve
infinitely many fold bifurcation of homoclinic orbits occur. Thereby the correspond-
ing solutions spread out and develop more and more bumps (oscillations) about their
own centre. A common feature of the examples is that the systems under consider-
ation are reversible.

In this paper it is shown that such a homoclinic snaking can be caused by a
heteroclinic cycle between two equilibria, one of which is a bi-focus. Using Lin’s
method a snaking of 1-homoclinic orbits is proved to occur in an unfolding of such
a cycle. Further dynamical consequences are discussed.

As an application a system of Boussinesq equations is considered, where numer-
ically a homoclinic snaking curve is detected and it is shown that the homoclinic
orbits accumulate along a heteroclinic cycle between a real saddle and a bi-focus
equilibrium.
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1 Introduction

Shilnikov’s model of a homoclinic orbit to a saddle-focus equilibrium [22] is
one of the most famous examples in dynamical systems theory, in which a
relatively simple configuration generates a highly complicated behaviour in
its neighbourhood. One of the classical results for this problem concerns the
bifurcation of one-periodic orbits in a neighbourhood of the homoclinic loop.
Their bifurcation can be described by the curve shown in Figure 1, see also
in the textbook [14]. In this context the w in Figure 1 denotes the minimal
period of the periodic orbits and A is the system’s parameter that unfolds
the homoclinic connection. The figure shows a ‘snaking’ of the periodic orbits,
such that for A = 0, where the homoclinic orbit exists, infinitely many periodic
orbits exist. These orbits vanish in saddle-node bifurcations of periodic orbits
that occur at the minima and maxima along the snaking curve. Only finitely
many of these orbits survive the break-up of the homoclinic connection for

£ 0.

A similar snaking of homoclinic orbits has been observed more recently in a
number of examples ranging from structural mechanics [10,26] to water-wave
theory [4] and nonlinear optics [23]. A common property of these examples is
that the underlying ODE model is a reversible system. In [26] a formal discus-
sion based on geometric arguments shows how the unfolding of a heteroclinic
cycle can lead to homoclinic snaking.

In this article we will prove analytically that homoclinic snaking in reversible
systems indeed occurs in perturbations of a symmetric heteroclinic cycle. The
cycle thus acts as an ‘organising centre’ for that dynamics and can be seen as
the equivalent to the Shilnikov homoclinic orbit, which ‘organises’ the bifur-
cation of periodic orbits in its neighbourhood.

In our analysis we focus on the unfolding of the heteroclinic cycle and prove,
by means of Lin’s method [11,17,18], that homoclinic snaking occurs. More
precisely we prove that in the unperturbed system the cycle is accompanied
by countably infinitely many 1-homoclinic orbits (1-homoclinic with respect
to the primary cycle) which accumulate at the cycle. Only finitely many of
these 1-homoclinic orbits survive the break-up of the heteroclinic cycle. The
bifurcation diagram for 1-homoclinic orbits is given in Figure 1; for the exact
statement we refer to Theorem 1.1 below.

The general analysis is illustrated with numerical computations for one of the
aforementioned examples where the snaking has been observed. The example
we are interested in concerns solitary waves in a horizontal water channel,
which are described by the Boussinesq equations. Numerical studies in [4]
have shown that snaking of homoclinic orbits (to a symmetric real saddle)



occurs in these equations, compare also with results in Section 3, in particular
Figure 3. In Section 3 we show that actually a second equilibrium exists, which
is of bi-focus type, and using the continuation software AUTO/HomCont [27]
we show that there exists a heteroclinic cycle between the equilibria. This
cycle is found as the limit of the snaking homoclinic orbits.

1.1 The main result

Let us describe the exact setting for our analysis and formulate our main
theorem. We consider a one-parameter family of vector fields

i = f(z,\), (1)

where f : R* x R — R* is smooth. We suppose that the family is reversible
with respect to a linear involution R, that is

Rf(x,A) = —f(Rx, \). (2)

We refer to [25] for a collection of fundamental results about reversible systems.
Observe, that as an immediate consequence of reversibility the R-image RX of
any orbit X = {z(t) : t € R} of (1) is also an orbit of the system. If RX = X
we call the orbit symmetric. It turns out that the orbit X is symmetric if and
only if its intersection with the fixed point space Fix R := {z € R*: Rz = 2}
of R is non-empty, X NFix R # (). Moreover, any non-periodic symmetric orbit
has exactly one intersection with Fix R. For the corresponding solution x(-)
of a symmetric orbit with z(0) € Fix R it holds

Ra(t) = a(—1). (3)

For system (1) there should exist two symmetric hyperbolic equilibria p; and ps
at A = 0. We may assume with no loss of generality that the p; are symmetric
hyperbolic equilibria for all sufficiently small |A|, i.e. we have f(p;,\) = 0,
1 = 1,2. Note further that the hyperbolicity of the equilibria implies that
Fix R is two-dimensional, see [25].

The eigenvalues of symmetric equilibria in reversible systems are symmetric
with respect to 0 in the complex plane. As a consequence the p;, being hy-
perbolic, are either real saddles (with four real eigenvalues) or bi-foci (with
complex eigenvalues). The equilibrium p, is assumed to be a bi-focus with
complex eigenvalues

0 (D1f(p2, A)) = {£p(X) £ 6(N)i},  p(A),d(A) > 0 for all A. (4)

We finally assume that a heteroclinic orbit T'y = {~;(¢) : t € R} between p;



and py exists at A = 0. By reversibility I'; is necessarily part of a heteroclinic
cycle T', consisting of the two equilibria p; and two heteroclinic orbits I'y,
[’y := RI';. In the following we impose certain non-degeneracy conditions on
I'1. Again, reversibility ensures that those conditions are also fulfilled by I's.

Throughout this paper we denote the stable manifold of p; with respect to
the vector field f(-,\) by W*(p;, \) and write just W#(p;) for W*(p;,0). In
the same manner we use W*(p;, A) and W"(p;) to denote the corresponding
unstable manifolds. By our assumptions the stable and unstable manifolds
W#(p;) and W*(p;), i = 1,2 are two-dimensional. We assume the intersection
of the stable and unstable manifolds along I'; to be as clean as possible,

dim (75, o) W" (p1) N Ty o)W (p2) ) = 1. (5)
(By T,M we denote the the tangent space of the manifold M at q.)

Finally, we assume a generic unfolding of the (structurally unstable) hetero-
clinic connection. Let

W= (W (p2, ) x {A}) C R,

We assume that W3 and W} intersect transversally at v(0) := (71(0),0):
WX M) Wi (6)
In particular, this implies that the cycle does not exist for A # 0.

With a view to the introductory remarks our goal is to determine the set of
1-homoclinic orbits to p;. A homoclinic orbit is called 1-homoclinic (with re-
spect to the cycle I') if it lies in a sufficiently small neighbourhood U of I' and
passes a cross-section Y1 of I'; exactly once. Our main result reads as follows:

Theorem 1.1 Consider a heteroclinic cycle I' as described above.

At X = 0 there exist countably infinitely many symmetric 1-homoclinic orbits
to p1. The single homoclinic orbits differ in their transition time 2w from ¥ to
Yo := RYy. The difference in transition time tends asymptotically to w/(2¢).

For X # 0, |\| small, there are only finitely many symmetric 1-homoclinic
orbits to p;.

With the addition of the parameter \ to the phase space these 1-homoclinic
orbits form a one-parameter family parameterised by w. The corresponding
bifurcation diagram (for sufficiently large w) is depicted in Figure 1.
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Figure 1. Bifurcation diagram for both a) one-periodic orbits bifurcating from a
Shilnikov homoclinic orbit and b) 1-homoclinic orbits bifurcating from the hetero-
clinic cycle I' in Theorem 1.1. In both cases the asymptotic behaviour for large w
is depicted.

The proof of Theorem 1.1, in particular the derivation of the bifurcation equa-
tion (11), reveals more properties of the set of 1-homoclinic orbits near the
cycle. First it can be shown that there are no non-symmetric 1-homoclinic
orbits, see Lemma 2.2. Further, we want to emphasise that the statement of
the theorem does not depend on the type (real saddle or bi-focus) of the equi-
librium p;. This can be seen from the leading term of the bifurcation equation
which is determined only by the type of ps.

Figure 1 shows that the homoclinic orbits can be continued with respect to the
parameter \. This indicates that the homoclinic orbits are robust under per-
turbations. Indeed, this agrees with the generic situation in reversible systems
where typically the unstable manifold of the corresponding equilibrium will
intersect Fix (R) transversally; in our notations this reads W*(p;) th Fix (R).
This robustness will be exploited in our numerical studies.

At the minima and maxima of the bifurcation curve in Figure 1 - viewed as
graph of a function w — A(w) - fold bifurcations of homoclinic orbits occur.
There, two homoclinic orbits coalesce and vanish. This homoclinic bifurcation
has been analysed in [6,11]. It has been shown that the bifurcation is caused
by a tangency of the unstable manifold of the equilibrium and Fix (R). In Sec-
tion 4 we explain in a non-rigorous manner why a very complicated dynamics
in a neighbourhood of the cycle may be expected. As already mentioned the
emphasis in this paper is put upon the explanation of the homoclinic snaking
phenomenon. But the discussion in Section 4, will give a flavour of the dy-
namical richness, and we will point out directions for future research.



1.2 Related studies

Apart from our particular motivation the investigation of the dynamics near
a heteroclinic cycle is of interest in its own right, since similar to homoclinic
orbits also heteroclinic cycles can be the source for a very rich dynamics in their
neighbourhood. In the example studied here this is indicated by the bifurcation
of 1-homoclinic orbits near the cycle, which themselves are accompanied by
complex dynamics. However, in contrast to the multitude of articles about
homoclinic orbits (see for instance the overview for reversible systems in [3]),
noticeably few studies of bifurcations from heteroclinic cycles in reversible or
conservative systems can be found in the literature.

The existence of periodic orbits near heteroclinic cycles in reversible systems
has been studied in [24]. In [13] variational methods have been used to investi-
gate heteroclinic cycles between bi-foci in fourth-order equations that are both
reversible and Hamiltonian. A bifurcation analysis of such cycles in Hamilto-
nian systems can be found in [16]. There, in particular, sequences of parameter
values have been detected for which homoclinic fold bifurcations occur. We
also refer to Section 5 in the present paper, where we give a reason for the
resemblance of the sets of nearby 1-homoclinic orbits in the reversible and
Hamiltonian case. But we want to note that the symbolic dynamics, which
has been proved to occur near the cycle in the Hamiltonian case, see [16],
cannot be expected in the reversible case; this is due the lack of level sets in
the latter case. We refer to [8] for a discussion of this fact. Recent work by one
of the authors concerns heteroclinic cycles near T-points in three-dimensional
reversible systems, [12]; see also [15].

Finally we want to mention that several studies of generic bifurcations from
heteroclinic loops in general systems, i.e. systems without any imposed struc-
ture like reversibility, have appeared in the literature, see for example [5,21].
Note that in general systems bifurcations of heteroclinic cycles are in con-
trast to our case at least of codimension two, since for the unfolding of each
heteroclinic connection one parameter is needed. In the papers [5,16,21] the
bifurcation equations are derived by means of an appropriate Poincaré map.

2 Proof of the main theorem

We will use Lin’s method to prove Theorem 1.1. Restricted to our purpose
the goal of this method is to find ‘piecewise continuous 1-homoclinic orbits’ to
p1, which we address as 1-homoclinic Lin orbits. Such orbits consist of pieces
X{, X12 and X of actual orbits; X; and X, are contained in the unstable
and stable manifold, respectively, of p;. The orbit X; follows I'; until it hits



the cross section ¥;, while X, starts in ¥y = RY; and follows I's up to the
equilibrium p;. The orbit X, starts in the cross-section X, follows I'; until
it reaches a neighbourhood of py and then follows I's until it hits >, after
a prescribed time 2w. (For our analysis we will assume that 3;, 1 = 1,2 are
hyperplanes intersecting I'; at +;(0).) Between two consecutive orbits X; and
X1 or X15 and X5 there may be a jump Z; or = in distinguished directions
Zy or Zy = RZy, respectively. The subspace Z; C T, (0)21 is complementary
to T, yW*(p1) + T3, 0)W*(p2). By our first transversality condition (5) we
have dim Z; = 1. Figure 2 depicts the described situation.

Figure 2. A 1-homoclinic Lin orbit near the heteroclinic cycle.

The first fundamental result reads.

Lemma 2.1 ([11,17,18]) There exist positive numbers N\, &, such that for
each A\, |\| < A and each w > @ there exists a unique 1-homoclinic Lin orbit
X(w, A) to p.

Throughout the following we assume |A| < A and w > @.

By our construction (35 = RY; and Zy = RZ;) we find that the R-image
of X(w,\) is a 1-homoclinic Lin orbit to p;, and what is more, RX (w, A) is
related to the same parameters w and A. Hence, because of the uniqueness
assertion in Lemma 2.1 we conclude:

Lemma 2.2 FEvery 1-homoclinic Lin orbit X (w, \) to p1 is symmetric, i. e.
X(w,A) = RX(w, A). In particular every 1-homoclinic orbit to p, is symmet-
TiC.



The Lin orbits have discontinuities only in ¥; and Y5, and therefore the de-
tection of 1-homoclinic orbits to p; amounts to solving Z;(w,\) =0, i = 1, 2.
As a consequence of Lemma 2.2 we find Z2(w, \) = RE;(w, \). Therefore the
bifurcation equation for 1-homoclinic orbits just reads

[1]

(W, A) == E1(w, \) = 0. (7)
Because Z; and A are one-dimensional = can be read as a mapping RxR — R.

In [11,18] expansions for the jump = have been derived. We apply the main
results here and refer to those papers for details. The jump =(w, \) can be
written in the form

E(w, A) = &2(A) +&(w, ). (8)

The first term in (8) measures the splitting of W*(py, ) and W¥(ps, \) in
Zy-direction. More precisely: For each A close to 0 there is a unique pair
(27 (A (), 27 (A)(+)) of solutions of (1) such that

0) € S W (s, N), a5 (A)(0) € BN W (1, \);
(t) — 71(t)| small V¢t € RT and |z (A\)(t) — 71(¢)] small Vt € R™;
z1 (A)(0) € 21

€2 () = 27 (A)(0) = 21 (A)(0).

Of course £*(0) = 0, which represents that W*"(p;) intersects W?*(py) along
x1. Due to our second transversality condition (6) we have DE>(0) # 0. So
we may assume

(N = A (9)

The term &(w, A) in (8) measures the deviation of X5 from W¥(po, \), again
in Z;-direction. Let z12(\)(-) be the solution of (1) corresponding to X2 such
that 212(A\)(0) € ¥y and x12(A\)(2w) € 3. Then z7 (A)(0)—z12(A)(0) € Z;, and
&(w, ) measures this difference. Therefore {(w, A) will only be influenced by
the behaviour of z12(\)(+) near py. In other words, the computation of &(w, \)
and therefore the results about one-homoclinic orbits to p; do not depend on
whether p; is a real saddle or a bi-focus.

The leading term of &(w, \) will be determined by the asymptotic behaviour
(as w — o0) of z5 (\)(w) = Raf (\)(—w) and by the asymptotic behaviour of
solutions of the adjoint of the variational equation along z7 (\)(-) starting in
Z;. It turns out that

E(w, A) = e PNe(N) sin(29(A)w + ) + oe M), (10)



with p(\), ¢(\) defined in (4). The function ¢(-) is smooth and ¢(0) # 0. For
a detailed analysis in similar cases (where equilibria with non-real eigenvalues
are involved) we refer to [11,12,19,20].

We summarise the results in the final lemma.

Lemma 2.3 All 1-homoclinic orbits to p; near the heteroclinic cycle I' can be
found by solving the bifurcation equation

[1]

(W, A) = A+ e 2N\ sin(20(N)w + @) + o(e 2?9y = 0. (11)

The solution of (11) gives the bifurcation diagram in Figure 1. To see that in a
more rigorous way one solves Z(w, \) = 0 for A\(w) near (w, \) = (00,0). Note
that (oo, A) is well defined and Z(oc0, \) = £>°(A) = . Moreover, a similar
estimate as given in (10) for £ holds for the derivative of £ with respect to A.
This allows an Implicit Function Theorem type of argument to gain A(w).

Remark. We emphasize that the result about 1-homoclinic orbits to p; does
not depend on whether this equilibrium is a real saddle or bi-focus. Indeed,
being contained in a neighbourhood of the primary heteroclinic cycle the ho-
moclinic orbits found in Theorem 1.1 are mainly affected by the local flow
near py and differ in their number of rotations around ps which appear as
oscillations in the solution plots in Figure 4. The 1-homoclinic orbits under
consideration correspond to certain intersections of the stable and unstable
manifold of p;, which we can study in >;: Note first that the shape of the
local stable and unstable manifold of p; does not depend on the eigenvalues
of py (only the dynamics within these manifolds does). We follow these mani-
folds along the heteroclinic cycle until they first intersect ¥; and denote these
traces of W*/%(py, \) in £, by T**(\). While T%()\) can always be seen as a
straight line, the shape of 7°(\) will be influenced by the local flow near ps.
In the situation studied in Theorem 1.1 the curve 7°(\) will have the form of
a spiral (due to the spin near p,). The analytical results now imply that for
A = 0 the curves T%/%(0) intersect in infinitely many points in X, with the tip
of 7°(0) located on 7%(0). For A # 0 the tip of 7°(0) moves off 7%(0), and

only finitely many intersections remain.

A similar geometric interpretation explains that the existence of 2-homoclinic
orbits to p; depends crucially on the type of this equilibrium, see Section 4
where the analysis, again based on Lin’s method, is carried out. a



3 A numerical example: homoclinic snaking in a system of Bous-
sinesq equations

To illustrate the theory we deal with solitary waves in a family of Boussinesq
systems of the form

Tt (un) Tzt (12)

Up + N + UUy + CNggz — dumrt - 07

which models waves in a horizontal water channel travelling in both directions.
System (12) has been derived in [2] as a first order approximation to the full
Euler equations. The function 7 describes the deviation of water surface from
its undisturbed position and w is the horizontal velocity at a certain height
above the bottom of the channel, see [2] for details.

The above family includes several well studied systems as the classical Bous-
sinesq system for a = b = ¢ = 0, d = 1/3, the Kaup system for a = 1/3,
b =c=d = 0, or the regularised Boussinesq system for a = ¢ = 0 and
b=d = 1/6. We will concentrate on the last case, which has been dealt with
in [1,4].

Solitary waves of (12) are sought in the form n(z,t) = n(€), u(z,t) = u(§),
where £ := x — kt, and k denotes the speed of the wave. The corresponding
system of ordinary differential equations can be integrated once, and - being
interested in the regularised Boussinesq system - we set a = c=0and b = 1/6
to obtain
kn" + 6u — 6kn + 6un = 0
" 1 2 (13)
dku —/{;u—|—77+§u = 0.

The prime here denotes differentiation with respect to &.

Solitary waves of (12) are described by homoclinic solutions to the 0-equi-
librium of (13). We study such orbits numerically using the homoclinic con-
tinuation software AUTO/HomCont, [27]. In particular, we make use of the
reversibility of (13). By that we mean that the corresponding first order system
is reversible (see (2)) with respect to the involution

R: (777 77,7 u, U,) = (777 _77/7 u, —U,),

and investigate symmetric solutions which are in Fix (R) at £ = 0; such solu-
tions are characterised by n(&) = n(=£), u(€) = u(—=¢£), see (3). Recall that we
can expect such solutions to exist robustly. Therefore bifurcations of symmet-
ric homoclinic orbits can be studied under variation of one parameter in (13).
Moreover, symmetric homoclinic orbits can be computed by finding intersec-
tions of the unstable manifold of 0 with the fixed space Fix (R), given by those

10



points in phase space for which ' = ' = 0. The corresponding algorithms are
included in the HomCont package and have been used in the computations.

For d =1/6 and k = 2.5 an explicit homoclinic solution

0= ot (3] e )

() = 125$ech2 (;’1_05)

of (13) has been computed in [4]. Following the analysis in that paper we
continue this solution under variation of k until the value £ = 3 is reached
and study its behaviour under variation of d afterwards. The starting solution
with k& = 3 is shown in panel (a) of Figure 4.

(14)

The bifurcation scenario we are interested in has been observed in [4] under
variation of the parameter d. Increasing d from the starting value d = 1/6,
see point (a) in Figure 3, we detect a bifurcation of the primary homoclinic
solution at d; = 0.2022, where it coalesces with a second homoclinic orbit in
a fold bifurcation. Continuing this second orbit with decreasing d the same
scenario occurs at ds = 0.075 and - after increasing d - again at d = 0.15.
These d-values correspond the first turning points after point (a) in Figure 3.

The computations can be continued, and we find that the parameter values,
at which homoclinic fold bifurcations can be observed, accumulate at some
value d,, ~ 0.1206. In particular, the computations suggest the existence of
infinitely many homoclinic solutions for d = d.,. An impression of this is given
in Figure 3. In this diagram the L?-norm of the homoclinic solutions is plotted
against the continuation parameter d. It can be seen that the homoclinic
solutions are distinguished by their L?-norm, which seems to grow without
bounds along the sequence of solutions. Furthermore, solutions with small
L?-norm are more robust under perturbations of d than those with bigger
L?-norm.

In Figure 4 impressions of certain homoclinic solutions for parameter values
along the bifurcation sequence, as indicated by (a)-(c) in Figure 3, are given.
In panel (a) the n- and u-component of the starting solution is shown, whereas
panels (b) and (c¢) contain plots of homoclinic solutions with bigger L?-norm.
Along the bifurcation curve in Figure 3 the primary solution develops addi-
tional ripples around the pulse. We note that this effect has also been observed
in [4] for slightly different values of b and d.

We finally demonstrate that there exists a heteroclinic cycle between 0 and
a second equilibrium of bi-focus type. By Theorem 1.1 this generically causes
the snaking of the homoclinic orbits. Indeed, we see in Figure 4 that the
homoclinic solution in panel (c) spends a rather long time near the values

11
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Figure 3. Bifurcation diagram for homoclinic orbits of (13) with k = 3, derived by
continuing the starting solution at point (a). Plots of the solutions at points (a)-(d)
are shown in Figure 4 below.

7 = —1.842 and 4 = 6.562. A straightforward computation shows that 7 and
@ describe a further (symmetric) equilibrium solution of (13) for all values of
d. Moreover, a linear analysis shows this equilibrium to be of bi-focus type,
that is, its linearisation has a quadruple of complex eigenvalues.

In perfect agreement with the Theorem 1.1 the computations suggest that the
homoclinic solutions along the bifurcation curve in Figure 3 accumulate at
a heteroclinic cycle between the bi-focus and the 0-equilibrium. This can be
verified by continuing the half part of the homoclinic solution in point (d) of
Figure 3 from the 0-equilibrium to Fix (R). The continuation is successful, and
a plot of the derived heteroclinic solution is given in Figure 5. We note that
because of the reversibility of (13) heteroclinic orbits between the equilibria
will come in pairs, forming a heteroclinic cycle.

4 More about the dynamics near the heteroclinic cycle T’

The homoclinic snaking causes a very complicated nearby dynamics which
we will discuss in the following in more detail. Let I', be the 1-homoclinic
orbit related to the transition time w whose existence has been stated in
Theorem 1.1, see also Figure 1, and let 7,(-) be the corresponding solution
with 7,(0) € Fix (R). If T, is robust, i.e.

Ty Wiy (1) M) To Wi (p1)

12
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Figure 4. Homoclinic solutions of (13) for parameter values at points (a)-(c) in
Figure 3. The left parts show the u-component and the right parts the n-components
of the solutions.

this homoclinic orbit will be accompanied by a family of symmetric 1-periodic
orbits which accumulate at I',,, see [25].

The set of orbits that intersect ¥; or 35 more than once, depends on the fixed

point type of p;. (Recall that the previous results are independent of this.)
First we assume that p; is a real saddle. This is the situation we encounter in

13
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Figure 5. The heteroclinic solution between the 0-equilibrium and the equilibrium
(1,0,4,0) (in four dimensional phase space), existing for d = dn.

the numerical example. In order to exclude degeneracies we will assume that
I'y approaches p; tangent along the leading eigendirection,

Iy & W*(p1), (15)

and we assume that the global stable manifold of p, intersects the local centre-
unstable manifold of p; transversally,

W#(p2) My -y Wige(p1), T > 0. (16)

By W**(p;) we denote the strong unstable manifold of p;, and by W(p;) we
denote the local centre-unstable manifold of p;, for A = 0 in each case. The lat-
ter manifold is a flow invariant manifold whose tangent space at p; is spanned
by the unstable and the weakest stable eigenvectors. By the reversibility simi-
lar conditions for 7, are enforced. From the homoclinic bifurcation theory (15)
and (16) are known as non-orbit flip and non-inclination flip conditions, see
[18,9]. We want to stress that our previous results do not rely on such kind of
conditions.

Under these assumptions each two 1-homoclinic orbits I'y, and I'y,,, w; # wo,
found in Theorem 1.1 form together with p; a reversible homoclinic bellows as
considered in [8]. A bellows configuration consists of two homoclinic orbits to
the same equilibrium that approach this equilibrium from the same direction
for positive and similarly for negative time. (Note that under assumption (15)
all detected 1-homoclinic orbits approach p; in the leading eigendirection,
because X; and X3 do so; this again is due to the smoothness of zi(-)(0)
and the non-orbit flip condition (15).) In [8] it has been proved that for each
N € N there are families of symmetric N-periodic orbit, but there are no N-
homoclinic orbits caused by the bellows — the N-periodic orbits accumulate at
the bellows configuration. Here we show that there are no 2-homoclinic orbits
to p; near the cycle; the same should be true for N-homoclinic orbits but the
analysis is more sophisticated.
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Lemma 4.1 Let py be a real saddle, and assume the non-flip conditions (15)
and (16). Then there are no symmetric 2-homoclinic orbits to p; near I

Sketch of the proof. We construct the bifurcation equation in a similar way
as in Section 2. For that we consider 2-homoclinic Lin orbits; those orbits
consist of pieces X;, X%, Xo1, X5, i = 1,2, of actual orbits. In accordance
with our previous notations Xi, connect ¥; and ¥y and X5, connects ¥y and
Y1 in forward time in each case. The upper index i counts the revolutions
along T'. The corresponding jumps =i are parallel to Zy, i,k = 1,2; Figure 6
depicts the described situation.

Figure 6. A 2-homoclinic Lin orbit near the heteroclinic cycle.

A 2-homoclinic Lin orbit is symmetric if
RX}, = X7,, RX; =Xj.
This implies
=1 _ =2 =2 =1

Tracing further the procedure of Section 2 we end up with the bifurcation
equation for symmetric 2-homoclinic orbits to p;:

A +e 2P12c5in(2¢wis + ) + o(e”2P12) =0

(17)
A de 2@ yem212esin(2¢wis + ) + o(e2P¥12) + o(eT2H2) = ()
Here w;; denotes the transition time from ; to £;; due to the required sym-
metry of the 2-homoclinic orbits X{, and X%, take the same time. Further u
denotes the principal unstable eigenvalue of p;. Note that the quantities ¢, d
p, i and ¢ depend on A, and for the smooth function d(-) it holds d(0) # 0.
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By means of a procedure taking its pattern from the proof of the implicit
function theorem this system can be uniquely solved for (A, we;)(wi2) near
(A, wig,wa1) = (0,00,00). Note that the transition time “co” corresponds to
a pair of partial orbits in the stable and unstable manifolds like (X5, X))
or (X;, X5 ), see Figure 2. Let (A(w),w) be the solution of the bifurcation
equation (11) for 1-homoclinic orbits to p;. Then (A(wi2), w12, 00) solves the
above bifurcation equation (17) for 2-homoclinic orbits; for ws; = oo both
equations in (17) coincide, and moreover they coincide with Equation (11).
So, due to the uniqueness, we find woy;(wi2) = o0o. O

If p; is a bi-focus then we face a much more involved dynamics. In this case
each 1-homoclinic orbit to p; is accompanied by infinitely many N-homoclinic
orbits for each N € N, see [7]. Again, all these orbits form homoclinic bellows
such that an abundance of complexity can be found near the cycle.

In the same way as we searched for 1-homoclinic orbits to p; we can do that
for 1-homoclinic orbits to ps. If p; is a bi-focus the bifurcation equation for
those orbits coincides with (11). If p; is a real saddle the bifurcation equation
reads

A+ d(A)e 2N 4 o2 Nw) = 0,

where w is the transition time from Y5 to ;. If non-flip conditions are fulfilled
then d(0) # 0. Therefore either for A > 0 or for A < 0 there exists a unique
1-homoclinic orbit to py. We remark that in either case the results in [7] imply
that a complicated set of N-homoclinic orbits exists whenever a 1-homoclinic
to the saddle-focus py exists.

5 Discussion

In this paper we have discussed the unfolding of a heteroclinic cycle between
two equilibria in a reversible system. It has been shown that generically ho-
moclinic snaking occurs if one of the two equilibria is of saddle-focus type.
The bifurcation results have been illustrated by numerical investigations for a
system of Boussinesq equations. We have also discussed possible consequences
for the recurrent dynamics near the cycle.

Our approach allows an immediate generalisation to higher dimensions. Inde-
pendently of the dimension of the phase space we get a single one-dimensional
bifurcation equation for 1-homoclinic orbits. Instead of (4) we simply assume
that the leading eigenvalues of p, are complex. Under conditions similar to
(15) and (16) the structure of the bifurcation equation (11) will be preserved,
and, finally, the reversibility of the system yields a reduction of the bifurcation
equation to a single equation, see the consequences of Lemma 2.2.
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In a similar way one can treat the bifurcation of the heteroclinic cycle in the
class of conservative systems, that is, systems possessing a first integral. To be
more precise, let us assume that (1) has a smooth first integral H, i.e. H : R* x
R — R is smooth and constant along orbits of (1). Moreover we will assume
that D;H is non-singular along I'y UT's. In this case, without reversibility, the
existence of a heteroclinic orbit I'; does not imply the existence of a second one,
I's. Hence, we have to assume the existence of a cycle. Although generically
the stable and unstable manifolds of the equilibria will intersect transversally
within a level set of H, one parameter is still needed for the unfolding of
the cycle. By changing that parameter the involved equilibria will move to
different level sets, and hence the cycle will break up.

In order to show that results similar to Theorem 1.1 are also valid in the
conservative case we have to investigate whether a similar reduction to a one-
dimensional bifurcation equation is possible. The next lemma asserts exactly
this.

Lemma 5.1 If=(w,\) =0 for some (w,\), then also E9(w, A) = 0.

As a consequence of this lemma it remains to consider only the single bifur-
cation equation Z(w, \) := Z;(w, A) = 0.

Sketch of the proof. By our assumptions both Z; and Z, are transversal to
the level sets of H(-, A\) which we may assume to be flat in a neighbourhood

of 71(0) and 7(0).

Let =; = 0. Then X; UXj, forms a partial orbit lying in the unstable manifold
of p;. Hence X; U X5 and X3 are in the same level set of H, and therefore
=9 = 0. O

Consequently, we can derive a bifurcation equation for 1-homoclinic orbits to
p1 in the same way as in Section 2. Based on our discussion in Section 4 we
can expect a very complex dynamical behaviour near the cycle I'. It is worth
mentioning that bellows to real saddles (p; real saddle) in conservative systems
(in difference to reversible systems) cause families (parameterised by the level
sets) of shift dynamics, see [8]. If p; is a bi-focus one can expect an even more
involved dynamics. In [16] a description of that dynamics is presented for the
case that f is a Hamiltonian vector field.

We finally remark that in [26] homoclinic snaking near a heteroclinic cycle be-
tween a bi-focus and a periodic orbit has been discussed. Such a cycle emerges
in a supercritical Hamiltonian-Hopf bifurcation or reversible 1:1 resonance. In
this case the amplitude of the ‘horizontal snaking’ does not decay to zero along
the curve, but the horizontal minima and maxima approach certain values A_
and Ay, see for instance Figure 14 in [26]. A formal argument in that paper
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shows that A\_ and A\, are related to the range of existence of the heteroclinic
cycle, which is structurally stable. We expect that similar snaking curves arise
near structurally stable cycles between equilibria, for instance in systems with
a reversibility that maps the equilibria onto each other. (Note that in this case
both equilibria are bi-foci.) A detailed analysis is left for future work.
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