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Abstract

The polynomial eigenvalue problem for Hermite interpolation matrix polynomials is
discussed. The standard approach to solve a polynomial eigenvalue problem is via
linearization. In this work we introduce a new linearization for Hermite interpolation
matrix polynomials expressed in the first barycentric form that is more sparse than
the ones known so far. In addition, we show that this linearization is a strong
linearization, and that eigenvectors of the polynomial and those of the linearization
are related in simple ways. Finally, the backward errors of computed eigenpairs of
the original and the linearized problem are compared as well as eigenvalue condition
numbers.
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1. Introduction

The simplest but still most important among nonlinear eigenvalue problems are
the polynomial eigenvalue problems (PEP). Given a regular m×m matrix polynomial
P (z), the associated PEP consists in finding a scalar λ and nonzero vectors x and y
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such that
P (λ)x = 0, and y∗P (λ) = 0,

where the vectors x and y are called, respectively, right and left eigenvectors of
P (z) associated with the eigenvalue λ. By regular we mean that the determinant of
P (z) is not identically equal to the zero polynomial. Polynomial eigenproblems arise
directly from applications, from finite element discretizations of continuous models in
mechanics, control theory, computer-aided graphic design and differential algebraic
equations [3] or as approximations of nonlinear eigenvalue problems [33]. We will
assume throughout the work the regularity of the matrix polynomial P (z).

The standard form to express a matrix polynomial P (z) of grade d is

P (z) = Pdz
d + · · ·+ P1z + P0, P0, P1, . . . , Pd ∈ Cm×m, (1)

that is, expanding P (z) in the monomial basis {1, z, . . . , zd}, where we allow any
of the coefficients matrices Pi with i = 0, . . . , d to be the zero matrix. It is worth
mentioning that the degree of the matrix polynomial (1) is referred to the maximum
integer k such that Pk is a nonzero matrix. In other words, a polynomial of degree k
can be considered as a polynomial of grade higher than or equal to k. Throughout
this paper, when the grade of a polynomial is not explicitly stated, we consider its
grade is the same as the degree of the polynomial.

One of the main objective for regular matrix polynomials P (z) is to determine
the eigenvalues, as well as their multiplicities (see [10, Definition 2.8] for the precise
definition of the multiplicity of an eigenvalue of a matrix polynomial), and the asso-
ciated eigenvectors of P (z). The finite eigenvalues of P (z) are the roots of the scalar
polynomial detP (z), while its infinite eigenvalues are the zero eigenvalues of the re-
versal polynomial of P (z) defined as revP (z) := zdP (z−1). Notice that the definition
of the reversal polynomial depends on the choice for the grade of P (z), which should
be clear from the context. For more about the finite and infinite eigenstructure of a
matrix polynomial we refer the reader to [10] and the references therein.

The standard computational approach for solving polynomial eigenvalue problems
is via linearizations. A linearization is a matrix pencil L(z) = zC1 − C0 such that
there exist unimodular (i.e. with nonzero constant determinant) matrix polynomials
E(z) and F (z) satisfying

E(z)L(z)F (z) =

[
I(d−1)m

P (z)

]
.

In addition, if revL(z) = C1 − zC0 is a linearization of revP (z), then L(z) is said
to be a strong linearization of P (z). The key property of any strong linearization of
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L(z) of a regular matrix polynomial P (z) is that it preserves the finite and infinite
eigenstructure (eigenvalues and their multiplicities) of P (z). Then, the eigenstructure
of P (z) may be computed using any of the well-known algorithms for solving the
linear eigenvalue problem.

In practice, when the polynomial P (z) is expressed in the monomial basis as in
(1), the most used linearization to solve a PEP is the Frobenius companion form

L(z) = z


Pd

Im
. . .

Im

+


Pd−1 Pd−2 · · · P0

−Im 0m
. . . . . .

−Im 0m

 ,
where 0m denotes the m×m zero matrix. It is well-known that the conditioning of
the Frobenius companion form linearization may be worse than the one of the original
problem. Moreover, it usually does not preserve any structure present in P (z) (e.g.,
for Pj = P T

j ∈ Rm×m we have P (z)T = P (z), but L(z)T 6= L(z)). Therefore it is
of interest to have many classes of strong linearizations from which one can select a
linearization with the most favorable properties in terms of, e.g., conditioning and
backward errors of eigenvalues, or sparsity patterns. This has motivated a flurry of
activity with the goal of finding new linearizations. The following list of references
is an incomplete sample of recent papers on this topic [9, 24, 25, 26, 35].

When the polynomial P (z) is expressed in the monomial basis many linearization
are available in the literature [9, 24]. However, it is becoming of interest to solve
PEPs for polynomials expressed in nonmonomial polynomial bases (see for example
[21, 11, 25, 26, 35]). In many such cases it is advisable to avoid reformulating P (z)
in monomial basis, since this change of basis can be poorly conditioned, and may
introduce numerical errors. Moreover, the instability increases with the degree [15].
Hence, constructing linearizations of matrix polynomials from the coefficients of P (z)
in the given basis has become an active topic of research. Several linearizations for
different polynomial bases have been proposed in [1], and particularly linearization
in the Chebyshev basis [13, 19, 26, 28], Bernstein basis [20, 25, 37], Newton basis
[14, 34], Lagrange basis [5, 6, 12, 35], and Hermite basis [35] has been investigated.

In this paper, we consider matrix polynomials obtained from Hermite interpo-
lation problems. Generally, an interpolating matrix polynomial of degree d can be
uniquely determined by d + 1 samples of the polynomial and its derivatives. More
precisely, for the sample nodes z0, . . . , zn, the Hermite interpolation polynomial P (z)
is a polynomial of degree d which matches the predetermined values P (zi) of the
polynomial and its first si − 1 predetermined derivatives at the point zi, where∑n

i=0 si = d + 1. In this work, we will construct a new strong linearization with
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a sparse structure for the Hermite interpolation polynomial. Besides, we will show
how eigenvectors of P (z) are related with those of the new linearization.

The rest of the paper is organized as follows. In Section 2, we review the Hermite
interpolation problem as well as the first barycentric form to express the Hermite
interpolation polynomial. A new strong linearization for the first barycentric form of
the Hermite interpolation matrix polynomial is introduced in Section 3. Moreover, a
similar linearization proposed in [30] (see also [7, 35]) is shown to be strong as well.
In Section 4 we show that eigenvectors of the Hermite interpolation polynomial are
related in a simply fashion to those of the proposed linearization. Furthermore, we
show in Section 5 how one may obtain an a posteriori upper bound of the forward
error of the solution of a PEP problem solved via the presented linearization. Finally,
in Section 6 we draw some conclusions.

2. The Hermite interpolation problem

This section gives a brief description of the Hermite interpolation problem. We
will follow [2, 27, 29], where the scalar and matrix polynomial cases are discussed.

Consider a sufficiently smooth matrix function F : C→ Cm×m. Assume that the
points z0, . . . , zn are some known interpolation nodes in C, and that at the node zi
the value of F and its derivatives up to order si− 1 are available. The jth derivative
of F (z) at the node zi, i = 0, . . . , n, is denoted by Fi,j, where j = 0, . . . , si − 1. The
total number of samples of F (z) is

d+ 1 =
n∑
i=0

si.

Then, the Hermite interpolation problem consists in constructing an m×m matrix
polynomial P (z) of degree less than or equal to d such that

djP (z)

dzj
|z=zi = Fi,j, i = 0, . . . , n, j = 0, . . . , si − 1. (2)

The polynomial P (z) solving this problem is called the Hermite interpolation
polynomial, and its existence and uniqueness are proved in [8]. Hermite interpolation
polynomials can be represented in several different basis, e.g., in Lagrange [2, 27] or
Hermite basis [8]. Here we will concentrate on the barycentric Hermite interpolation,
to be precise, on the first barycentric form of the Hermite interpolation polynomial.
This form allows for an easy update of the interpolation polynomial in case additional
information needs to be added, while many other interpolation polynomials require
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a complete new construction of the interpolation polynomial. Please note, that there
is also a second barycentric form of the Hermite interpolation polynomial [27, 29].

With the polynomial ω(z) of degree d+ 1

ω(z) =
n∏
i=0

(z − zi)si , (3)

the first barycentric form of the Hermite interpolation polynomial P (z) is given by

P (z) = ω(z)
n∑
i=0

si−1∑
j=0

Fi,j
j!

si−j−1∑
k=0

wi,k
(z − zi)si−j−k

, (4)

where wi,k are the so called generalized barycentric weights (see for example [27]).
To the authors knowledge, there does not exist an explicit closed formula for com-
puting generalized barycentric weights. However, algorithmic approaches to their
computation are presented in [2, 27, 29]. The algorithm in [29] uses confluent di-
vided differences and although it is fast, it is an unstable algorithm [30]. In [2],
the barycentric weights are determined using divided differences in O(n2) operations
using contour integration and the manipulation of infinite series. A more efficient
method for the computation of the barycentric weights is suggested in [27]. This ap-
proach has good numerical stability even when derivatives of high order are involved;
for a detailed discussion see [27]. Its main advantage is the possibility of updating
the barycentric coefficients using only O(n) operations. Thus we proceed with the
algorithm of computing generalized barycentric form which has been presented in
[27]. First, we define the sequence of {Ir}r≥1 as follows:

I0 := 1

kIk :=
k−1∑
j=0

IjPk−j, k > 1

where
Pr :=

∑
j 6=k

sj
(zj − zk)r

, r ≥ 1.

Then, the generalized barycentric weights are

wi,k = wiIk, (5)

where wi, for i = 0, . . . , n, is the ith barycentric weight given by

wi :=
n∏

k=0,
k 6=i

1

(zi − zk)sk
. (6)
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It is evident from inspection that P (z), as represented in (4), is a polynomial of grade
d. Moreover, choosing the generalized barycentric weights as in (5), the polynomial
P (z) satisfies the interpolation conditions (2). For the interested reader, we refer to
[27], where it is shown how to update the weights wi,k when a new node zn+1 or an
additional derivative Fi,si for some i is added to the interpolation problem.

3. A sparse linearization for the Hermite interpolation polynomial

In this section we introduce a new strong linearization of the Hermite interpola-
tion polynomial. One of the main drawbacks of solving a PEP via a linearization is
the increase of the size of the problem. For this reason, it is of fundamental impor-
tance to construct linearizations with a structure that may be exploited by eigenvalue
algorithms to reduce the cost of the computation. As we will see at the end of this
section, the proposed strong linearization has such structure.

We start by rewriting the barycentric form (4) of the Hermite interpolation poly-
nomial.

Proposition 3.1. Let P (z) be the m×m Hermite interpolation polynomial expressed
in the first barycentric form (4). Then, P (z) can be rewritten as

P (z) = ω(z)
n∑
i=0

si−1∑
j=0

Mi,jwi
(z − zi)si−j

, (7)

where ω(z) and wi are defined in (3) and (6), respectively, and

Mi,j :=

j∑
k=0

Fi,k
k!
Ij−k ∈ Cm×m. (8)

Proof. The polynomial presentation of the Hermite interpolant (4) can be written in
terms of different powers of (z − zi), i = 0, . . . , n as follows:

P (z) = ω(z)
n∑
i=0

si−1∑
j=0

j∑
k=0

Fi,k
k!
wi,j−k

1

(z − zi)si−j
.

Considering (5) and defining (8) complete the proof.

We refer to the interpolation polynomial of the Proposition 3.1 as the modified
barycentric form. It is the basis of our construction of a sparse linearization L(z) =
zC1 − C0 of the Hermite interpolation polynomial P (z). To this purpose, let P (z)

6



be the Hermite interpolation polynomial expressed in the modified barycentric form
(7). Then, let us define the matrices C1 and C0 of size m(d+ 2)×m(d+ 2) as

C1 = diag(Im, . . . , Im︸ ︷︷ ︸
(d+1) times

, 0m), (9)

and

C0 =


J0 M0

J1 M1

. . .
...

Jn Mn

−W0 −W1 . . . −Wn 0m

 , (10)

where

Ji =


zi 1

zi 1
. . . 1

zi

⊗ Im ∈ Cmsi×msi , i = 0, . . . , n,

Wi =
[
wi 0 · · · 0

]
⊗ Im ∈ Cm×msi i = 0, . . . , n,

with the weight wi as in (6), and

Mi =
[
Mi,si−1 · · · Mi,1 Mi,0

]T ∈ Cmsi×m i = 0, . . . , n,

where the matrices Mi,j are defined in (8). Here, ⊗ denotes the standard Kronecker
product of two matrices.

To prove that zC1−C0 ((9)-(10)) is indeed a strong linearization of the Hermite
interpolation polynomial P (z), we will make use of [22, Theorem 3.2], that we restate
here as a lemma.

Lemma 3.2. Let P (z) be an m×m matrix polynomial of grade d and let zC1−C0 be
a dm× dm matrix pencil. Assume that, for each distinct finite eigenvalue λj, there
exist unimodular matrices Ej(z) and Fj(z) that are analytic on a neighborhood of λj
such that

Ej(z)(zC1 − C0)Fj(z) =

[
I(d−1)m

P (z)

]
,

then zC1−C0 is a linearization of P (z). If, in addition, there are unimodular matrices
E0(z) and F0(z) which are analytic on a neighborhood of z = 0 such that

E0(z)(C1 − zC0)F0(z) =

[
I(d−1)m

revP (z)

]
,
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then zC1 − C0 is a strong linearization of P (z).

Now we are in a position to prove one of the main contribution of this work,
namely, that the pencil zC1−C0 is a strong linearization of the Hermite interpolation
polynomial P (z) in (4), that is, Theorem 3.3. To be able to apply Lemma 3.2 we
need to assume that the interpolation nodes do not coincide with the eigenvalues of
P (z).

Theorem 3.3. Let P (z) be the Hermite interpolation polynomial expressed in the
modified barycentric form (7), and let L(z) = zC1 −C0 be the linearization of P (z),
where C0 and C1 are the matrices in (10) and (9), respectively. Assume that none of
the interpolation nodes coincides with an eigenvalue of P (z). Then, the pencil L(z)
is a strong linearization of P (z) considered as a matrix polynomial of grade d+ 2.

Proof. The proof of this theorem follows closely the ideas in [1]. We will find uni-
modular matrices U(z) and V (z) such that E(z)(zC1 − C0)F (z) = Im(d+1) ⊕ P (z).
To this purpose, we start factorizing L(z) = zC1 − C0 via a block LU factorization

zC1 − C0 = L(z)U(z),

where L(z) and U(z) are lower and upper block triangular matrices, respectively.
The matrices L(z) and U(z) are given by

L(z) =


Is0

Is1
. . .

Isn
L0(z) L1(z) . . . Ln(z) 1

⊗ Im,

where
Li(z) =

[
wi

(z−zi) · · · wi

(z−zi)si

]
∈ C1×si i = 0, . . . , n, (11)

and

U(z) =


zIms0 − J0 −M0

zIms1 − J1 −M1

. . .
...

zImsn − Jn −Mn
1

ω(z)
P (z)

 .

Then, by direct matrix multiplication it may be checked that zC1 − C0 = L(z)U(z).
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Now, define Ũ(z) by replacing the bottom-right element of U(z) by Im/ω(z), with

ω(z) as in (3). Then, let E(z) := L(z)−1 and F (z) := Ũ(z)−1. The explicit forms of
E(z) and F (z) are as follows:

E(z) =


Is0

Is1
. . .

Isn
−L0(z) −L1(z) . . . −Ln(z) 1

⊗ Im,

and

F (z) =


F0(z) F̂0(z)

F1(z) F̂1(z)
. . .

...

Fn(z) F̂n(z)
ω(z)Im

 ,

where, for k = 0, . . . , n, the matrix Fk(z) = [F
(i,j)
k (z)] ∈ Cmsk×msk is an upper block

triangular matrix. Its (i, j)th block entry of size m×m is given by

F
(i,j)
k (z) =

1

(z − zk)j−i+1
Im, if 1 6 i 6 j 6 sk,

and F
(i,j)
k (z) = 0 otherwise. Moreover, for k = 0, . . . , n, the matrix

F̂k(z) = [F̂
(i)
k (z)] ∈ Cmsk×m

is a column block vector. Its ith block entry of size m×m is equal to

F̂
(i)
k (z) =

ω(z)

(z − zk)sk−i+1

sk−i∑
j=0

Mk,j(z − zk)j, 1 6 i 6 sk.

Then, it is immediate to check that[
Im(d+1) 0

0 P (z)

]
= E(z)L(z)F (z).

Notice that the matrices E(z) and F (z) are unimodular, since detE(z) = detF (z) =
1, and that they are analytic for any z /∈ {z0, z1, . . . , zn}. Therefore, by Lemma 3.2,
the pencil zC1 − C0 is a linearization of P (z).
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We now prove that revL(z) = −zC0 + C1 is a linearization of revP (z) = zd+2

P (z−1). We use again the block LU factorization approach. The LU factors of
zC0 − C1 can be computed from the LU factorization of zC1 − C0. Indeed, since

zC0 − C1 = −zL(z−1)U(z−1),

then L1(z) := −L(z−1) and U1(z) := zU(z−1) are the LU factors of zC0 − C1. From
here, the proof goes as the proof to show that L(z) is a linearization of P (z), so we
invite the reader to fill in the omitted details.

Notice that the linearization L(z) = zC1 − C0 is a strong linearization of the
Hermite interpolation polynomial P (z) considered as a matrix polynomial of grade
d+ 2, that is, it is a strong linearization of 0mz

d+2 + 0mz
d−1 +P (z). Since the degree

of P (z) is upper bounded by d, this implies that the linearization is introducing 2m
spurious infinite eigenvalues. This fact is a common drawback for linearizations of
matrix polynomials in the Lagrange or Hermite interpolation bases [23, 35].

The arrowhead form of the linearization zC1−C0 in the previous theorem is a com-
mon phenomenon in companion form type linearizations for polynomials in Lagrange
or Hermite interpolation basis. This structure of zC1−C0 can be exploited in Krylov-
type algorithms in order to compute approximate eigenvalues and eigenvectors since
for a given vector v the vector ṽ = (zC1 − C0)v may be computed cheaply. Indeed,
let us partition the vector v ∈ Cm(d+2) into n + 2 blocks as v = [vT0 vT1 . . . vTn vTn+1]
with vi ∈ Cmsi×1, i = 0, . . . , n, and vn+1 ∈ Cm×1, and let us partition ṽ in the
same way as v. Then, we have ṽi = (zImsi − Ji)vi − Mivn+1, i = 0, . . . , n, and
ṽn+1 = zvn+1 + W0v0 + . . . + Wnvn. Thus, one does not have to deal with the large
m(d+ 2)×m(d+ 2) matrix pencil, all computations can be done working with ma-
trices of smaller size. Taking the special structure of Ji and Wi into account, only n
matrix-vector multiplications Mivi are required for computing ṽ.

A similar companion form linearization has been proposed in [30] (see also [7, 35]):

zC1 − C̃0 (12)

with C1 introduced in (9), and

C̃0 =


JT0 M̃0

JT1 M̃1

. . .
...

JTn M̃n

−W̃0 −W̃1 . . . −W̃n 0m

 , (13)
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with Jj as above,

W̃i =
[
wi,si−1 . . . wi,1 wi,0

]
⊗ Im ∈ Cm×msi i = 0, . . . , n,

with the weight wi,j in (4), and

M̃i =
[
Fi,0

0!

Fi,1

1!
· · · Fi,si−1

(si−1)!

]T
∈ Cmsi×m i = 0, . . . , n.

A similar argument to the proof of Theorem 3.3 leads to the following proposition.

Proposition 3.4. Let P (z) be an m×m matrix polynomial of grade d in the form
(4), and assume that none of the interpolation nodes coincides with an eigenvalue of

P (z). The pencil (12), with the matrices C̃0 and C1 in (13) and (9), respectively, is
a strong linearization of P (z) considered as a matrix polynomial of grade d+ 2.

Similar as for the linearization zC1−C0, the structure of the linearization zC1−C̃0

can be exploited by algorithms that only use matrix-vector multiplications such as
Krylov-based methods (see [35, Section 5] for a discussion).

A comparison of the two linearizations of P (z) yields that the linearization (12)
makes use of the given data Fi,j and the generalized barycentric weights (5), while
the linearization proposed here makes use of the Mi,j (8) and the barycentric weights
(6). Notice that, but for large values of si, the linearization proposed here is much
sparser than (12) due to the form of the Wj. This allows for a faster matrix-vector
multiplication. Although sparsity is a favorable advantage, we want to emphasize
that in practice it may be of interest to have more than one linearization available
for the same problem; see, e.g., [38], where the authors propose a backward stable
method to solve quadratic eigenvalue problems that requires the use of two different
linearizations.

4. Eigenvector formulas and efficient eigenvector recovery procedures

In this section we show that the eigenvectors of P (z) and those of the linearization
L(z) = zC1 − C0 are related in a simple way. This, in turn, will allow us to recover
easily and efficiently the eigenvectors of P (z) from those of L(z). The existence of
an eigenvector recovery procedure is essential for a linearization to be relevant for
applications.

First, notice that the LU factorization of L(z) = zC1 − C0 = L(z)U(z) is easy
and cheap to compute, as we have seen in the proof of Theorem 3.3. This implies
that once an eigenvalue z = λ of L(z) has been computed, the associated right
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eigenvector may be easily computed solving the triangular linear systems L(λ)y = 0
and U(λ)z = y. In the following we show how to do it. Initially, let us partition
the vector y ∈ Cm(d+2) into blocks conformable to the blocks of L(z). Then it
follows from the special structure of L that yi = 0 for i = 0, . . . , n and therefore
yn+1 = −

∑n
j=0 Lj(z)Imsjvj = 0. Hence, y comes for free. Next, we need to solve the

linear system U(λ)z = y = 0. To this end, let z ∈ Cm(d+2) be blocked as the vector
y above. Then the m×m linear system

1

w(λ)
P (λ)zn+1 = 0 (14)

has to be solved, since the other zj can be essentially read off as (λImsj − Jj)zj =
Mjzn+1 (taking the special structure of Jj into account). Therefore, after solving one
m × m linear system, only n matrix-vector multiplications are needed to compute
an eigenvector of zC1−C0. A similar result holds for left eigenvectors. For a similar
observation concerning the linearization (12) see [35].

The next step is to show how to recover the eigenvectors of P (z) from those of
L(z) and vice versa. The recovery procedures are possible thanks to the existence
of matrix polynomials G(z) and H(z) of degree d + 1 and sizes m ×m(d + 2) and
m(d+ 2)×m, respectively, such that

(zC1 − C0)H(z) = ed+2 ⊗ P (z) and G(z)(zC1 − C0) = eTd+2 ⊗ P (z). (15)

The matrix polynomials H(z) and G(z) in the equation above are constructed as
follows. First, let us define the matrix polynomial Hi(z) as

Hi(z) =
[
hi,0(z) hi,1(z) · · · hi,si−1(z)

]T ∈ Cmsi×m, i = 0, . . . , n,

where

hi,j(z) = ω(z)

si−j−1∑
k=0

Mi,k

(z − zi)si−j−k
, i = 0, . . . , n, j = 0, . . . , si − 1.

Let us define also the matrix polynomial

Gi(z) :=
[
gi,0(z) gi,1(z) · · · gi,si−1(z)

]
∈ Cm×msi i = 0, . . . , n,

where

gi,j(z) :=
w(z)wi

(z − zi)j+1
Im, i = 0, . . . , n, j = 0, . . . , si − 1.
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Then, the matrix polynomials G(z) and H(z) in (15) are given by

G(z) =
[
G0(z) G1(z) · · · Gn(z) w(z)Im

]
, and H(z) =


H0(z)
H1(z)

...
Hn(z)
w(z)Im

 . (16)

Equations in (15) can be checked easily by direct matrix multiplication.
The following theorem shows how eigenvectors of P (z) and those of the lineariza-

tion L(z) are related.

Theorem 4.1. Let P (z) be the Hermite interpolation polynomial expressed in the
modified barycentric form (7). Let L(z) = zC1 − C0 be the linearization of P (z),
where C0 and C1 are the matrices in (10) and (9), respectively, and let G(z) and
H(z) be the matrix polynomials in (16).

(a1) Let x be a right eigenvector of P (z) with finite eigenvalue λ, that is, P (λ)x = 0.
Then, H(λ)x is a right eigenvector of L(z) with finite eigenvalue λ.

(a2) Let z be a right eigenvector of L(z), partitioned into blocks conformable to the
blocks of L(z), with finite eigenvalue λ, that is L(λ)z = 0. Then, the (d+ 2)th
block of z is a right eigenvector of P (z) with finite eigenvalue λ.

(b1) Let y be a left eigenvector of P (z) with finite eigenvalue λ, that is, y∗P (λ) = 0.
Then, y∗G(λ) is a left eigenvector of L(z) with finite eigenvalue λ.

(b2) Let w be a left eigenvector of L(z), partitioned into blocks conformable to the
blocks of L(z), with finite eigenvalue λ, that is w∗L(λ) = 0. Then, the (d+2)th
block of w is a left eigenvector of P (z) with finite eigenvalue λ.

Proof. The results follow immediately from the equations in (15) and from the fact
that the (d+2)th block entry of the matrix polynomialsH(z) andG(z) is proportional
to the identity matrix Im.

Besides their intrinsic matrix theoretical interest, formulas for the eigenvectors of
the linearization zC1 − C0, in parts (a2) and (b2) in Theorem 4.1, find applications
in numerical analysis, e.g. for conditioning and backward error analysis [17, 18, 32].
This is the subject of the following section.

5. Conditioning and backward errors

Throughout this section we consider the Hermite interpolation polynomial in (4)
as a matrix polynomial of grade d+ 2.
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To guide anyone in the choice of linearization is key to study the influence of the
linearization process on the accuracy and stability of the computed eigenvalues and
eigenvectors. This is done via the study of eigenvalue condition numbers and back-
ward errors. Both quantities are needed to bound the forward error (the difference
between the exact and the computed solution of a problem) of the computed eigen-
values. A basic inequality that relates the forward error with the condition number
and the backward error is

forward error . condition number × backward error

(see for example [16]). Thus when solving a PEP via a linearization, it is important
to compare the conditioning and the backward error of both problems.

The backward error of a computed eigenpair (λ, x) measure how far the problem
has to be perturbed so the eigenpair (λ, x) is an exact solution of the perturbed
problem. To be more precise, the backward error of a right eigenpair (λ, x) of a
matrix polynomial Q(z), denoted by ηP (λ, x), is defined as

ηQ(λ, x) := min{ε : (Q(λ) + ∆Q(λ))x = 0, where ‖∆Q‖2 ≤ ε‖Q‖2},

and the backward error of a left eigenpair (λ, y∗), denoted by ηQ(λ, y), is defined as

ηQ(λ, y∗) := min{ε : y∗(Q(λ) + ∆Q(λ)) = 0, where ‖∆Q‖2 ≤ ε‖Q‖2},

where ‖ · ‖2 is a matrix polynomial norm defined as

‖Q‖22 :=
d∑

k=0

‖Qi‖22,

where Qi are the coefficients of Q(λ) in the monomial basis.
From [32, Theorem 1] we have that the backward errors of computed eigenpairs

(λ, x) and (λ, y∗) of the Hermite interpolation polynomial P (z) in (4) are

ηP (λ, x) =
‖P (λ)x‖2

‖P‖2 · ‖x‖2 ·
∑d+2

k=0 |λ|k
, and ηP (λ, y∗) =

‖y∗P (λ)‖2
‖P‖2 · ‖y‖2 ·

∑d+2
k=0 |λ|k

,

while the backward errors of computed eigenpairs (λ, v) and (λ,w∗) of the lineariza-
tion L(z) = zC1 − C0 are

ηL(λ, v) =
‖L(λ)v‖2

‖L‖2 · ‖v‖2 · (1 + |λ|)
, and ηL(λ,w∗) =

‖w∗L(λ)‖2
‖L‖2 · ‖w‖2 · (1 + |λ|)

.
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Our aim now is to compare ηL(λ, v) with ηP (λ, x), and ηL(λ,w∗) with ηP (λ, y∗), when
the eigenvectors x and y∗ of P (λ) are recovered from the (d+ 2)th blocks of those of
L(λ) as it is explained in Theorem 4.1. From (15) we get

G(λ)L(λ)v = (eTd+2 ⊗ P (λ))v = P (λ)(eTd+2 ⊗ Im)v = P (λ)x,

and
w∗L(λ)H(λ) = w∗(ed+2 ⊗ P (λ)) = w∗(ed+2 ⊗ Im)P (λ) = y∗P (λ).

Using the equations above and the explicit formulas for ηP (λ, x) and ηP (λ, y∗) yields

ηP (λ, x) ≤ ‖G(λ)‖2 · ‖L(λ)v‖2
‖P‖2 · ‖x‖2 ·

∑d+2
k=0 |λk|

, and ηP (λ, y∗) ≤ ‖H(λ)‖2 · ‖w∗L(λ)‖2
‖P‖2 · ‖y‖2 ·

∑d+2
k=0 |λk|

.

Therefore
ηP (λ, x)

ηL(λ, z)
≤ ‖L‖2 · (1 + |λ|)
‖P‖2 ·

∑d+2
k=0 |λ|k

· ‖G(λ)‖2 · ‖v‖2
‖x‖2

,

and
ηP (λ, y)

ηL(λ,w)
≤ ‖L‖2 · (1 + |λ|)
‖P‖2 ·

∑d+2
k=0 |λ|k

· ‖H(λ)‖2 · ‖w‖2
‖y‖2

,

which give a posteriori upper bounds for the ratios ηP (λ, x)/ηL(λ, v) and ηP (λ, y∗)/
ηL(λ,w∗).

Eigenvalue condition numbers measure the sensitivity of an eigenvalue to small
perturbations. To be more precise, the condition number of a nonzero simple eigen-
value λ of a regular matrix polynomial Q(z), denoted by κQ(λ), is defined as

κQ(λ) := lim
ε→0

sup

{
|∆λ|
ε|λ|

: (Q(λ+ ∆λ) + ∆Q(λ+ ∆Q))(x+ ∆x) = 0,

where ‖∆Q‖2 ≤ ε‖Q‖2
}
,

where ‖ · ‖2 is the matrix polynomial norm defined before.
From [32, Theorem 5] we have that the condition number of a nonzero simple

eigenvalue λ of the regular Hermite interpolation polynomial P (z) in (4) is

κP (λ) =
‖P‖2 · ‖x‖2‖y‖2

∑d+2
k=0 |λ|k

|λ| · |y∗P ′(λ)x|
,
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where x and y∗ are the associated right and left eigenvectors of P (z). Analogously,
the condition number of a nonzero simple eigenvalue λ of the linearization L(z) =
zC1 − C0 is

κL(λ) =
‖L‖2 · ‖v‖2‖w‖2(1 + |λ|)

|λ| · |w∗L′(λ)v|
,

where v and w∗ are the associated right and left eigenvectors of L(z). Our aim now
is to compare κL(λ) with κP (λ).

Let x and y∗ be right and left eigenvectors of P (z) with eigenvalue λ. Differenti-
ating the first equation in (15) with respect to z gives

L′(z)H(z) + L(z)H ′(z) = ed+2 ⊗ P ′(z).

Evaluating at an eigenvalue λ, pre-multiplying by w∗ = y∗G(λ), post-multiplying by
x and making use of the structure of G(λ) (16) gives

w∗L′(λ)v = y∗G(λ)(ed+2 ⊗ P ′(λ))x = ω(λ)y∗P ′(λ)x,

where we have used that v = H(λ)x and w∗ are right and left eigenvectors of L(z)
with eigenvalue λ (see Theorem 4.1). Therefore, we have

κL(λ)

κP (λ)
=

1

|ω(λ)|
(1 + |λ|)‖L‖2∑d+2
k=0 |λ|k‖P‖2

· ‖w‖2‖z‖2
‖y‖2‖x‖2

.

The above expression can be used by any user of the linearization to compare the
sizes of κL(λ) and κP (λ).

We finish this section remarking that these results concerning conditioning and
backward errors may be used to get a posteriori upper bound of the forward error,
which could be used to check in the eigenvalues of P (z) have been computed with
the forward errors expected from the sensitivity of the original data, i.e., from P (z).

6. Conclusions

In this work, we have introduced a new strong linearization for matrix polynomials
which come from Hermite interpolation problems, with a much sparser structure than
other linearizations in the literature. We have shown how to recover efficiently the
eigenvectors of the matrix polynomials from those of the linearization. In addition,
we have obtained explicit formulas for the eigenvectors of the linearization which
have allowed us to compare backward errors and eigenvalue condition numbers of
the polynomial eigenvalue problem with those of the linearized problem.
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