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A Freshwater Starvation Mechanism for

Dansgaard-Oeschger Cycles

I. J. Hewitt1, E. W. Wolff2, A. C. Fowler1,3, C. D. Clark4, G. W. Evatt5, D. R.

Munday6, and C. R. Stokes7

Ice core records indicate that the northern hemisphere underwent a series of cyclic climate changes during the
last glacial period known as Dansgaard-Oeschger cycles. The most distinctive feature of these is a rapid warming
event, often attributed to a sudden change in the strength of the Atlantic meridional overturning circulation
(AMOC). We suggest that such a change may have occurred as part of a natural oscillation, which resulted
from salinity changes driven by the temperature-controlled runoff from ice sheets. Contrary to many previous
studies, this mechanism does not require large freshwater pulses to the North Atlantic. Instead, steady changes
in ice-sheet runoff, driven by the AMOC, lead to a naturally arising oscillator, in which the rapid warmings come
about because the Arctic Ocean is starved of freshwater. The changing size of the ice sheets, as well as changes
in the background climate, would have affected the magnitude and extent of runoff, which altered the period and
magnitude of individual cycles. We suggest that this may provide a simple explanation for the absence of the
events during interglacials and around the time of glacial maxima.

1. Introduction

Many northern hemisphere climate records, particularly
those from around the North Atlantic, show a series of rapid
climate changes that recurred on centennial to millennial
timescales throughout most of the last glacial period [Dans-
gaard et al., 1993; Wolff et al., 2010]. Figure 1 shows a
segment of an ice core record from Greenland, where the
oxygen isotope signal represents a proxy measurement of
temperature, and time progresses from right to left. The
record shows a whole sequence of distinctive events, most
notably recognised by the sudden warming, indicated by a
rapid rise of the δ18O signal. This sharp rise is followed by
a slower cooling, and then in most cases, by a more abrupt
cooling.

These Dansgaard-Oeschger (D-O) sequences are observed
most prominently in Greenland ice cores [Johnsen et al.,
1992; North Greenland Ice Core Project Members, 2004].
The warming jumps are of order 10◦C, and typically occur in
40 years, while the slow cooling (Greenland Interstadial, GI)
lasts between a few centuries and a few millennia; the even-
tual rapid temperature drop starts a cold Greenland Stadial
(GS) that lasts for a similar period [Wolff et al., 2010]. D-
O events occur throughout the last glacial period, though
they are rare during the very coldest glacial periods (Marine
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isotope stages 2 and 4), and nothing of similar magnitude
occurs during the current interglacial. Although there are
no Greenland ice cores extending into earlier glacial cycles,
there is good evidence that they are ubiquitous in the glacial
periods of the last 800,000 years [Jouzel et al., 2007]. Tem-
perature excursions that match those seen in Greenland,
though with reduced amplitude, are observed around the
North Atlantic [Shackleton et al., 2000], and climate signals
with the same pattern are observed in other palaeoclimate
proxies throughout the northern hemisphere [Wang et al.,
2001; Peterson et al., 2000].

Soon after their existence was confirmed, it was suggested
that D-O events were caused by variations in the strength
or style of the Atlantic Meridional Overturning Circulation
(AMOC), driven either by discrete flood events [Broecker
et al., 1988], or by natural salinity oscillations [Broecker
et al., 1990; Birchfield and Broecker , 1990]. Numerous stud-
ies since then have assumed that D-O events are principally
driven by changes in the AMOC but, probably because of
the discovery at about the same time of Heinrich events
(evidence for the input of freshwater through large iceberg
events) [Heinrich, 1988; Bond et al., 1992; Hemming , 2004],
most discussion has centred on pulses of freshwater as drivers
of AMOC weakening (e. g., Rahmstorf [1995]; Clark et al.
[2001]). One recent paper [Zhang et al., 2014] suggested that
the AMOC changes might have been promoted by varia-
tions in the Laurentide ice sheet that caused subtle changes
in atmospheric circulation and sea ice. However little re-
cent work has returned to the simple idea of natural cycles
in salinity, or has explained the apparently self-sustaining
nature of the observed cycles, although such ideas are still
promoted [Wang and Mysak , 2006; Peltier and Vettoretti ,
2014].

A contrasting pattern to the northern hemisphere cy-
cles is seen in some southern hemisphere records, particu-
larly those from Antarctic ice cores: while Greenland ex-
periences the cold stadial, Antarctica slowly warms, and
while Greenland is in its warmer interstadial state, Antarc-
tica slowly cools [Blunier and Brook , 2001; EPICA Com-
munity Members, 2006]. The contrasting interhemispheric
signal matches in quite some detail that expected from a
simple model for a bipolar seesaw mechanism [Stocker and
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Figure 1. Oxygen isotope data from the NorthGRIP ice core in Greenland as a function of age in
thousands of years. The different marine isotope stages are numbered, as are 25 Dansgaard–Oeschger
events. The lower panel shows an enlarged view of the period 30-40 ka.

Johnsen, 2003; Barker et al., 2011]. This adds support to
the idea that changes in the AMOC are an inherent aspect
of D-O cycles.

The simplest explanation that associates AMOC variabil-
ity with rapid climate change relates to Stommel’s concept of
hysteresis in the ocean circulation [Stommel , 1961], whereby
a suitable forcing can cause a switch between strong and
weak circulation, the stronger state being associated with
a warmer Northern hemisphere climate. The most common
such forcing applied in models is the so-called ‘hosing’ of the
North Atlantic, in which a supply of freshwater is prescribed
[eg. Kageyama et al., 2013].

Some mechanisms have been advanced that do not in-
volve AMOC changes as their main component. In partic-
ular a number of proposals are centred on rapid changes
in the winter sea ice edge [Gildor and Tziperman, 2003; Li
et al., 2005], most recently with the addition of a role for
an ice shelf whose growth timescale paces the cycles [Pe-
tersen et al., 2013]. Although increases in sea ice latitu-
dinal extent will undoubtedly push the circulation system
southwards, it is not clear that sea ice mechanisms without
AMOC changes would produce the observed bipolar seesaw
pattern of change. Several proposed mechanisms incorpo-
rate both sea ice change and changes in ocean circulation
[Denton et al., 2005; Dokken et al., 2013]. In this paper we
focus on the AMOC change, but we recognise that a strong

response of sea ice is likely to be a very important amplifier
of temperature change in the north.

Many of the climate signals observed worldwide could be
explained by a varying AMOC strength driven by varia-
tions in freshwater input [Menviel et al., 2014]. What has
never been fully explained is how and why such variable
hosing should occur. Since Dansgaard–Oeschger events are
associated with the presence of ice sheets, the most obvi-
ous freshwater source consists of the ice sheets themselves,
and most simply, a variable supply may be a consequence
of a variable rate of meltwater generation as the ice sheet
expands and contracts [Clark et al., 2001]. Indeed, freshwa-
ter input variations of the order of 0.1 Sv = 105 m3 s−1 are
found necessary in models to fuel the AMOC fluctuations
[Ganopolski and Rahmstorf , 2001], and such a flux is com-
parable to deglaciation net runoff rates (120 m sea level rise
in 10,000 years constitutes an average flux of 0.14 Sv), which
indicates that this provides a reasonable freshwater source.
More generally, the variable freshwater input is assumed to
involve some combination of water and icebergs from the
Laurentide Ice Sheet [Carlson and Clark , 2012].

While a variable melt supply seems to provide a reason-
able source, the mechanism that would produce such vari-
ability in a semi-regular fashion remains obscure. The paper
of Ganopolski and Rahmstorf [2001] is a good illustration of
this: their model of intermediate complexity convincingly
produces Dansgaard–Oeschger events given a prescribed si-
nusoidally fluctuating freshwater source of total variation
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0.06 Sv. As Petersen et al. [2013] comment, “there is no
known physical mechanism to explain such a sinusoidal fluc-
tuation”. Our purpose in this paper is to show that when
the mechanics of melt supply are included, such oscillations
can arise naturally.

The ideas of the present paper are complementary to
those of Peltier and Vettoretti [2014]. Peltier and Vet-
toretti present numerical results from a sophisticated com-
putational model of coupled ocean-atmosphere dynamics, in
which it is shown that almost periodic oscillations in AMOC
can occur in a glacial climate (in which the reconstructed ice
sheets remain stationary). As here, they find that the oscil-
lations are due to salinity variations in the North Atlantic,
associated with a gradual variation in sea ice response. As
we discuss later, the mechanics of this oscillation are not
dissimilar to our much simpler model. A similar study was
made by Wang and Mysak [2006], who found self-sustained
oscillations in AMOC in a model of intermediate complex-
ity. In addition, they studied the variability of D-O events
as the climate cools. Their discussion resembles some of
that we give below, although our simpler model will allow a
more specific interpretation of the variability. Our explana-
tion also represents an elaboration of the ideas of Broecker
et al. [1990], Birchfield and Broecker [1990] and Clark et al.
[2001]. Indeed our model eventually (but not initially) re-
sembles that of Birchfield and Broecker [1990], and we com-
ment further on this in the discussion.

We suggest that air temperature and consequently melt-
water runoff from the northern hemisphere ice sheets var-
ied significantly with the strength of the AMOC, and that
the resulting variation in effective freshwater delivery to the
North Atlantic induces a natural self-sustained oscillation
that provides a simple explanation for the D-O sequences.
It also provides a potential explanation for varying occur-
rence and period of D-O events as a function of ice sheet
size and background climate.

2. A simple model

Numerical models of ocean circulation suggest that mul-
tiple equilibrium states of AMOC are possible, and that
as freshwater delivery to the North Atlantic varies, sudden
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Figure 2. Typical pattern of AMOC strength Q found
in ocean models, depending on North Atlantic freshwater
flux F . In our simple model, this curve is described by
the function F = F0 + Φ(Q).

switches can occur [eg. Ganopolski and Rahmstorf , 2001;
Rahmstorf et al., 2005; Hawkins et al., 2011]. Simplified
models, building on the original work of Stommel [1961] find
similar hysteretic behaviour [Johnson et al., 2007]. This be-
haviour is shown schematically in figure 2, and in our simple
discussion, we take this result as given.

It has recently been suggested [Condron and Winsor ,
2012] that only meltwater discharged via the Mackenzie
River route into the Arctic Ocean leads to a significant weak-
ening of Labrador and Greenland Sea convection, and hence
to a large reduction in AMOC and northward heat trans-
port. While Condron and Winsor considered the effect of a
large instantaneous release of meltwater, a simple reduction
or enhancement of runoff will slowly change mean Arctic
salinity, and hence change the effective freshwater supply
to the North Atlantic through the Fram Strait (and Cana-
dian Arctic Archipelago, if open). Thus, a strong AMOC
leads, through warmer temperatures, to greater runoff into
the Arctic. This causes a gradual freshening until the salin-
ity of the water entering the North Atlantic is low enough
to switch the AMOC into a weaker state. Now, the colder
temperatures over the ice sheet mean that the Arctic is
starved of freshwater, its salinity rises, eventually causing
the AMOC to strengthen again.

We will show, using a simple dynamical model, that this
natural cyclic behaviour, inherent to the system, provides a
simple explanation for the D-O cycles. Changes in the rout-
ing and sensitivity of the meltwater runoff, depending on ice
sheet size, provide a possible explanation for the variability
which is seen in the ice core record.

The overturning circulation strength Q depends on the
freshwater flux F to the North Atlantic, as in figure 2, with
two different stable equilibrium strengths for some values of
F (the definition of F is made more explicit below). This can
be described mathematically by supposing that, in equilib-
rium, F is a prescribed non-monotonic function f(Q) of the
overturning circulation Q. To be specific, and as in figure
2, we take the function f(Q) to be a simple cubic, centred
about the point (F0, Q0):

f(Q) = F0 + Φ(Q), (1)

where

Φ(Q) = b(Q−Q0)

{
1−

(
Q−Q0

∆Q

)2
}
, (2)

and the values of b, Q0 and ∆Q are chosen to be

b = 0.01, Q0 = 20 Sv, ∆Q = 5 Sv, (3)

(both F and Q are measured in s Sverdrups, 1 Sv = 106 m3

s−1). These values are chosen to give a sensitivity between
Q and F comparable to that shown in the model results of
Ganopolski and Rahmstorf [2001] (their figure 1) for glacial
climates. The precise values and form of the function Φ(Q)
are not important.

Other things being equal, for a given value of F , the cir-
culation Q will approach equilibrium on either the upper or
lower branch of the curve (the middle branch, as usual in
such hysteretic curves, is unstable), and a very simple way
to represent this is to take the dynamics of Q to be governed
by the first order differential equation

bτ
dQ

dt
= f(Q)− F. (4)

Here τ is a time scale which is representative of the rate
at which Q approaches equilibrium (this is because, for
Q ∼ Q0, f ′(Q) ∼ b).
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The mechanism of the oscillations found by Ganopolski
and Rahmstorf [2001] is then simply explained in terms of
figure 2. A prescribed slowly varying (on a time scale much
longer than τ) freshwater flux F will in turn reach the edge
of the warm and cool branches, at which point there is a
rapid transition to the other branch, as indicated by the red
and blue arrows. The red arrow indicates a sudden warm-
ing, and the blue arrow a sudden cooling, and this sequence
of transitions can very simply reproduce the general shape
of the D-O events shown in figure 1. As before, the ques-
tion arises as to what can cause the fluctuations of F . In
particular, the long duration (∼ 1000 years in figure 1) is as-
sociated with the slow changes in F , while the rapid decadal
warming relates to the time scale τ .

We now wish to incorporate the effect suggested by Clark
et al. [2001], namely that varying meltwater runoff to the
North Atlantic can occur in association with fluctuations of
the ice margin. There are a number of inter-related consid-
erations here. Most simply, and this is our assumption, the
runoff R will depend directly on temperature, which itself
depends directly on oceanic circulation Q. To be specific, we
assume a linear dependence of R on AMOC via its assumed
dependence on temperature T :

R = R0 + λ (Q−Q0) ; (5)

R0 is a suitable reference value, and λ is a positive con-
stant. It is quite likely that this relationship is amplified by
large changes in the sea ice edge [Li et al., 2005], which are
needed to explain the magnitude of observed climate change
in Greenland; however for the simple formulation of this pa-
per, the sea ice changes are absorbed into the response of R
to Q. A complicating effect is that on a slower time scale,
the ice margin will retreat in warm periods, and this will
have a buffering effect of reducing the ice available to melt;
however, while margin position will certainly affect runoff,
it seems reasonable to suppose that the margin responds to
warming on a much longer time scale than that associated
with the individual events, so that in the first instance we
do not consider this effect further; see also the discussion
section.

A second complication arises due to the fact that advance
and retreat of the Laurentide Ice Sheet causes re-routing of
the drainage pathways [Clark et al., 2001], and this may
have a profound effect on our model description; again, the
time scales should be long and the switching can be ignored
in terms of the dynamics of individual events, although it
is likely to be important in terms of long term variability in
D-O event occurrence.

Implicit in (5) is that the drainage is steady. Although
there is plenty of evidence that drainage from proglacial
lakes [Bretz , 1923; Clarke et al., 2004] and subglacial lakes
[Wingham et al., 2006; Fricker and Scambos, 2009] can be
unsteady in time, and this may have some bearing on the
variability of D-O events, we do not consider the unsteadi-
ness essential to the mechanism and, as such, do not account
for it in this analysis.

Before going further into the details of meltwater rout-
ing through the Arctic Ocean, it is worth considering what
would happen if the runoff R were delivered directly to the
North Atlantic, for example along the St. Lawrence valley.
In that case we could simply equate the runoff R with the
freshwater flux F that drives ocean circulation. The equi-
libria of (5) would be determined by the (possibly multiple)
solutions of F = f(Q) and F = R(Q), and Q will relax to
one of these equilibria on a rapid decadal time scale. While
the positions of the equilibria might change due to longer-
term changes (in ice-sheet extent, for example), and such
changes might result in the loss of an equilibrium on one or

other of the branches, there are no inherent D-O like oscil-
lations.

As discussed above, there are a number of modifications
one might make to this simple model, but the one we illus-
trate here is possibly the simplest, and takes account of the
fact that if meltwater is routed northwards by means of the
MacKenzie River, then the intervening Arctic Ocean acts as
a buffer in the delivery of the freshwater flux to the North
Atlantic, where it controls the AMOC. This can lead to a
naturally-occurring relaxation oscillation.

The situation we have in mind is illustrated in figure 3,
which is a simplified cartoon in the spirit of the box models
of Stommel [1961] and Johnson et al. [2007]. Fresh water
runs off both to the Arctic and North Atlantic, and R is
split between a North Atlantic component RN and an Arc-
tic component RA:

R = RN +RA; (6)

these are balanced by net evaporative loss E in the North
Atlantic and other evaporative loss elsewhere. We assume
that Arctic runoff varies with AMOC by analogy with (5):

RA = R0 + λ (Q−Q0) ; (7)

RN would have a similar dependence, but we ignore this, on
the basis of Condron and Winsor [2012]’s assertion that it
is the Arctic runoff which is important in determining Q.

We suppose the volume and salinity of the North At-
lantic are VN and SN , respectively, and those of the Arctic
are V and S. We assume the ocean volumes remain con-
stant, so that there is a net outflow from the Arctic equal
to RA, which is in addition to an exchange flow X, largely
through the Fram Strait. Additionally there is a net outflow
of RA +RN − E from the North Atlantic to the south.

The question now arises, what is the effective freshwater
flux for this system? This is a slightly awkward question,
because the freshwater delivered to the Arctic is buffered
before its delivery to the North Atlantic. The details are
discussed in appendix A, where it is shown that the effec-
tive freshwater flux to the North Atlantic can be written as

RN

SN

RN − E

RA

RA

RA

S

Arctic

X

ice sheetE

North Atlantic

Q

Figure 3. Schematic of the model. Q is the AMOC
strength, and is an exchange flow from the North to the
South Atlantic; it varies due to an effective freshwater
delivery to the North Atlantic F , and it controls north-
ern hemisphere temperature T . The freshwater flux F is
driven by Arctic runoff RA and is buffered by mean Arc-
tic salinity S. RN denotes alternative meltwater runoff
routes direct to the North Atlantic, and E denotes North
Atlantic evaporation. Ocean volume is conserved, which
results in a compensating flow RA + RN − E to lower
latitudes.
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F = F0 + ∆F , with

∆F = {X +R0 + λ(Q−Q0)} (SN − S)

SN
−R0 + F∗, (8)

where
F∗ = R0 +RN − E − F0. (9)

It is also shown that the Arctic salinity S satisfies the equa-
tion (from (A3) and (A6)),

V
dS

dt
= SN{∆F − F∗ − λ(Q−Q0)}, (10)

and the AMOC equation (4) is then

bτ
dQ

dt
= Φ(Q)−∆F. (11)

Equations (10) and (11) describe a two-dimensional dy-
namical system for the AMOC strength Q and the Arctic
salinity S, where the function ∆F (Q,S) is given by (8), and
Φ(Q) by (2). Before discussing the solutions, we estimate
reasonable sizes for the parameters.

It is convenient to suppose that RN and E are constant
during a D-O event (or to consign their variation to Φ).
Their precise values are in fact not important, since, by as-
sumption, the base level freshwater flux F0 must be such
that the hysteresis loop comes into play. This suggests that
F∗ must be relatively small, and thus F0 ∼ R0 + RN − E,
whatever the values of these latter parameters. However,
changes of RN and E, due to slow changes in the background
climate and precipitation patterns, can lead to changes in
F∗ which we later explore. A typical value of runoff during
deglaciation is ∼ 0.1 Sv [Tarasov and Peltier , 2005], and we
take this value for the reference-level runoff R0.

The other parameters to be chosen are the values of V ,
SN , λ, X and τ . The value of τ should mimic the fast reac-
tion time of the AMOC, and we choose τ = 10 y. The Arctic
Ocean volume is V = 1.9× 107 km3 [Eakins and Sharman,
2010], and the North Atlantic salinity is taken as SN = 36
ppt (although SN will vary somewhat during the cycles, the
variation will be small, so we take it as constant).

It remains to choose X and λ. The present day flow
through the Fram Strait has been measured by Fahrbach
et al. [2001]. They estimate an exchange flow of around 10
Sv, but comment that this is much higher than previous es-
timates. The flow fluctuates dramatically through the year,
and it is likely that the glacial value may have been quite
different. In fact, the term X in our model should not be
directly equated with the exchange flow through the Fram
Strait itself, but rather represents the mixing effect of this
flow on the whole Arctic basin. A more consistent method
to estimate an appropriate value is to use the approximate
balance of the terms on the right hand side of (10), sup-
posing that the present-day situation is close to a steady
state. This suggests that X(SN − S) ∼ RAS and hence
X ∼ RAS/(SN − S). Aagard and Carmack [1989] suggest
that the net freshwater outflow from the Arctic is ∼ 0.1 Sv,
and if we use RA ∼ 0.1 Sv, SN ∼ 36 ppt and S ∼ 34.5–35
ppt, we find X ∼ 2.3–3.5 Sv. This suggests a current value
around 3 Sv, but we recognise that we might expect lower
values in a glacial climate.

To estimate λ, we use a roundabout route. We know that
temperature variations in Greenland are ∼ 10 K, for a pre-
sumed variation of Q of order 2∆Q ∼ 10 Sv, and we know
that net deglaciation runoff rates are ∼ 0.14 Sv. A plausible
estimate of the change in melt rate and thus runoff due to
a change in summer temperature from say 10◦ C to 20◦ is

therefore ∆RA ∼ 0.1 Sv, which would correspond to a value
of λ ∼ ∆RA/2∆Q ∼ 0.01. We use this as a guiding figure
in our simulations. A similar figure can be arrived at by es-
timating the area of the ice sheets undergoing melting, and
the change in ablation rate due to the presumed increase
in temperature. Note also that this suggests a relation for
temperature change of the form

T = T0 + α(Q−Q0), (12)

with α ∼ 1 K Sv−1; we also show this temperature sensitiv-
ity in figure 4.

Depending on conditions, the simple system described by
(10) and (11) can exhibit stable steady states or periodic or-
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Figure 4. Modelled cycles in Arctic salinity S and
northern hemisphere temperature fluctuation ∆T . Pa-
rameter values as given in the text, with F∗ = 0, ex-
cept that λ = 0.02 and X = 0.5 Sv. The lowest panel
shows the path taken on the ∆F–Q phase plane, where
∆F is the change in freshwater flux from its reference
value F0. The red line shows the AMOC nullcline curve
∆F = Φ(Q) from (11); to the left of this line Q is always
increasing, to the right of it Q is decreasing, and since
the change of Q according to (11) is rapid it moves ap-
proximately along the grey lines, ∆F = ∆F (Q,S) given
by (8), on which S is constant. The black line shows
the salinity nullcline ∆F = F∗ + λ(Q − Q0) ; S is al-
ways increasing beneath this line and decreasing above
it, as shown by the black arrows. The circle marks the
(unstable) steady state of the system.
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bits in the form of a relaxation oscillator. It is the latter we
associate with the D-O cycles. A typical solution is shown in
figure 4; while on the upper warm branch of the ocean curve,
the Arctic is freshening and the effective freshwater flux in-
creases until it is sufficient to cause a reduction in AMOC
and consequent cooling. While on the lower cooler branch,
the reduced runoff causes the Arctic to become more saline
and eventually leads to rapid strengthening of the AMOC
and the sudden warming.

Whether or not the system exhibits the oscillations de-
pends on the shape and intersections of the equilibrium
curves for (10) and (11), seen in the lower panel of figure
4. It is also possible to choose parameters that do not give
rise to cyclical behaviour, or produce cycles with different
properties, and a discussion of these effects is explored in
the following section.

3. Discussion

Self-sustained oscillations and parameter dependence

While this model provides a mechanism for self-sustained
oscillations, they do not always occur, and the reasons for
this can be understood in terms of variants of the phase
portrait in figure 4. In that figure, cycles occur when the
steady state (the red circle marking the intersection of the
two nullclines) lies on the intermediate branch of the hys-
teresis curve, and if the black nullcline has slope less than
the multi-valued blue one at that point. The detailed pa-
rameter conditions under which this occurs are analysed in
appendix B. However, they can be easily seen by consid-
ering the possible changes to the slope and intercept of the
black null cline, given from (10) by ∆F = F∗ + λ(Q−Q0).
Such changes are shown in figures 5-8.

Varying λ changes the slope; if λ is too small, as in fig-
ure 5, there are stable steady states on the upper and lower
branches of the AMOC hysteresis curve. In this case, the
evolution of Arctic salinity simply causes the system to ap-
proach one of these states, and there are no self-sustaining
oscillations. It is evident that slow variation of λ above and
below a critical value can cause the oscillations to switch on
and off in this manner, and this provides a potential explana-
tion for the variability in the recurrence period of the cycles.
Indeed, even while the system remains unstable as in figure
4, slow variations in λ cause variations in the period of the
cycles and the amplitude of the temperature jumps. As dis-
cussed below, such changes in λ might come about because
of changes in the background climate, or changes in the size
of the ice sheets (recall that λ measures the sensitivity of
runoff, via temperature, to strength of the AMOC).

If λ is much larger than necessary to ensure a single steady
state, as in figure 6, it is also possible that this steady state
becomes stable. This would occur if the slope of the grey
lines, which mark the possible paths along which the solution
rapidly jumps towards the blue AMOC curve, are themselves
less steep than the slope of that nullcline. In appendix B
we find that the criterion for this to occur is approximately
that X <∼ R0, and it thus requires almost complete collapse
of the Fram Strait exchange flux. We do not think this is
normally very likely to occur.

Both of the above mechanisms to prevent self-sustained
oscillations (of which the first is the more realistic) rely on
providing stable steady states on the hysteresis loop of the
AMOC nullcline. The more robust way in which to provide
stability is to move the steady state away from the hystere-
sis loop entirely, and this is effected by varying F∗, which
moves the black nullcline from side to side. It is clear that
if F∗ is too large or too small, there will be a single steady
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Figure 5. Alternative intersection of the nullclines when
λ = 0.003, other parameters being as in figure 4. Both
warm branch and cool branch steady states are stable,
as shown by the red dots. Grey lines and arrows as de-
scribed for figure 4.
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Figure 6. Equivalent phase plane to figure 4 but with
smaller X. In this case, the steady state is rendered sta-
ble due to the decreased slopes of the grey lines, along
which trajectories rapidly move back towards the blue
AMOC nullcline. Importantly, the grey line passing
through the steady state (red dot) has a shallower slope
than the blue nullcline. Parameter values used here to
illustrate this are as for figure 4, but with X = 0.1 Sv.

state on one or other of the stable branches of the ocean

curve, as in figure 7 or 8. Again, under such parameters the

system would tend towards this steady state.

In summary therefore, for the system to exhibit self-

sustained oscillations, the absolute value of F∗ = R0 +RN −
E − F0 must not be too great, and λ must be sufficiently

large (but not too much). Roughly speaking (the appendix

details the conditions more precisely), this is the case if

|F∗| � b∆Q, b <∼ λ <∼ (X/R0) b. (13)
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Figure 7. Stable cold branch solution for parameters as
in figure 4, but with F∗ = 0.1 Sv.
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Figure 8. Stable warm branch solution for parameters
as in figure 4, but with F∗ = −0.1 Sv.

Excitable oscillations

Although we have concentrated on the interpretation of
D-O cycles as self-sustained oscillations of a simple dynam-
ical system, it is also possible to interpret the events as in-
dividual excursions of the system from an ‘excitable’ state,
driven by some external perturbation (cf. Peltier and Vet-
toretti [2014]). This may, in fact, by a simpler way to ac-
count for much of the variability in the measured data.

Such an excitable mechanism is inherently built into our
model, since the stable steady states on the upper and lower
branches of the hysteresis curve in figures 7 and 8 are ex-
citable in just this sense. A sudden external perturbation in
freshwater forcing ∆F , can push the system over the edge
of the stable branch and initiate a single excursion around
the D-O trajectory. Such perturbations in F may be widely
available, for instance, due to flooding from proglacial or
subglacial lakes, to ice-berg discharge associated with Hein-
rich events (see below), or to sudden changes in the rout-
ing of meltwater runoff (the blockage and opening of the
MacKenzie river route to the Arctic, for example).

Heinrich events deserve a further comment. It is impor-
tant to note that they play no direct role in the mecha-

nism for D-O events proposed here. Nevertheless, it is pos-
sible that they have some effect in modulating the cycles.
It is presumed the Heinrich events represent a substantial
drawdown of the Laurentide ice sheet, with correspond-
ing massive discharge of ice-bergs across the North Atlantic
[MacAyeal , 1993]. In our model, this would represent a sud-
den large increase in RN and hence F∗ (a consequent de-
crease in evaporation from the North Atlantic might further
increase F∗). If the system is at that moment residing on the
cold branch of the AMOC curve (see figure 4), this would
have the effect of lengthening the cold period; in effect, the
Heinrich event acts to negate the freshwater starvation that
would otherwise be moving the system back towards the
sudden warming. Indeed, there is evidence to suggest that
cold stadials containing a Heinrich event tend to be long,
and that the subsequent temperature rise is consequently
large (see figure 1).

Variability

We now turn to a discussion of the variability of D-O
events through the glacial period seen in figure 1. There
are three principal features we wish to comment on. Firstly,
D-O events are largely absent during marine isotope stages
2 and 4, when climate was cold, and in particular ice sheet
volume was large. Secondly, D-O events do not occur in the
present day climate, where there is no North American or
Eurasian ice sheet providing runoff. And finally, the occur-
rence, duration and recurrence time of D-O events is dis-
tinctly variable. We attempt to interpret these observations
in terms of our simple model.

The various possibilities for the dynamics are indicated
in figures 4, 5, 7 and 8; we largely discount figure 6 on the
basis that the parameter estimates suggest that it is unlikely
to occur. As discussed above, the principal controls on these
dynamics are the parameters λ and F∗. Since λ measures
the sensitivity of Arctic runoff to changes in AMOC strength
(via temperature), we anticipate that it may increase with
the size of the ice sheets, since the area available for melting
would increase, Thus, a sufficiently large ice sheet is required
for this mechanism (though there is a caveat below concern-
ing meltwater routing). In the current day, and in previous
interglacials, λ is effectively zero, and there is no potential
for D-O cycles as described here.

Another way in which λ might become very small is if the
ice sheet margin advances sufficiently far south, such that
most drainage occurs through the St Lawrence or Mississippi
routes to the Atlantic, and not via the Mackenzie route to
the Arctic [eg. Clark et al., 2001]. The more southerly runoff
would have little effect on AMOC. Thus, paradoxically, we
envisage λ being lowest both for a small or non-existent ice
sheet, and for a very large ice sheet.

The parameter F∗ can be thought of as representing a
background freshwater forcing. It includes net evaporation
minus precipitation, as well as the magnitude of background
runoff both into the Arctic and North Atlantic. It may be
expected to vary through through the glacial period. While
we associate colder climate with reduced evaporation, we
also expect lower precipitation leading to a lower baseline
runoff, and these competing effects make it hard to estimate
the net effect on F∗. An increase in F∗ would in principle
cause transition from figure 8 through figure 4 to figure 7.

We now discuss the successive marine isotope stages in
turn. Once the last interglacial (MIS 5e) is complete, the
rest of MIS5 shows D-O activity but with long and highly
variable periods. Two explanations appear possible in terms
of our model. The first is that, while the ice sheet remains
small, λ is low, and the system conforms to figure 5 or per-
haps is close to the threshold between figure 5 and figure 4.
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A small perturbation (such as a change in the background
state, or a lake drainage event) can therefore tip it from the
cold stable state to the warm one or vice versa. An alterna-
tive possibility is that climate sits in the stable but excitable
state of figure 7 or figure 8.

As the climate cools further into MIS 4, one possibility
is that lambda becomes small enough, because the large ice
sheet favours the more southerly runoff routing, to become
fixed on the cold branch in figure 5. An alternative is that
changes in F ∗ are such that the S nullcline moves further to
the right as in figure 7, and the cold branch becomes more
stable. D-O events are not feasible, unless the ocean circu-
lation is subjected to a large perturbation (which perhaps
accounts for D-O 18).

In MIS3, climate is warmer and we suppose figure 4 or
figure 5 is appropriate. In the former case, self-sustained os-
cillations could explain the cyclic D-O events, but another
possibility is that the situation is akin to figure 5 or figure
7, where the climate is easily excitable. Following MIS3, the
cold climate of MIS2 resumes the discussion of MIS4, and
the final emergence of MIS1 after glacial termination moves
the climate to the warm branch of figure 8, with small λ,
when D-O events are no longer possible.

This qualitative discussion suggests a way of interpreting
the ice core record in terms of a very simple model. The
main quantitative feature of significance is the time scale
of repetition, associated here with the period of the oscilla-
tion we predict. The solutions in figure 4 indicate a period
of around 1,000 years, which is broadly consistent with the
periods seen in figure 1. However, those periods are quite
variable, and the event starting at ∼ 104 ka lasts for ∼ 14 ka.
Two questions then arise: is our theory compatible with a
period of 1,000 years? And is it able to deal with a variable
period of as much as 10 ka?

From the analysis in appendix B we find that the period of
oscillation in our model is given approximately by (V/X)p,
where V is the Arctic Ocean volume, X is the Fram Strait
exchange flux, and p is a dimensionless quantity which de-
creases weakly as λ/b increases, and increases as |F∗|/b∆Q
increases. The effect of both of these quantities on p turns
out to be relatively weak (although becomes stronger as they
approach the critical values at which the self-sustained os-
cillations disappear). Thus, the principal controller of the
theoretical D-O period is the exchange flux X. To obtain a
period of ∼ 1,000 y, we need (since V ≈ 600 Sv y) X ∼ 0.6
Sv, as compared with the present estimates of ∼ 3 Sv. This
provides a robust test for this theory: we require the ex-
change flux during glacial periods to be lower than present
day estimates. That sea level was considerably lower makes
this not an unreasonable possibility. However, the much
longer period events would require even lower values of X,
which seems unlikely. The more likely explanation for longer
and more variable periods is that, as discussed previously,
the system resides in a stable excitable state on the warm or
cool branch, rather than a periodic oscillatory state. Slow
migration of the steady state to the tipping point, through
changes in λ or F∗, would then produce extended events,
whose period is partly controlled by those external pertur-
bations (and would therefore be more variable).

So it is not difficult in this theory to explain varying peri-
ods of the correct order, but it relies specifically on the Fram
Strait exchange flux being lower than at present. It is a di-
rect consequence of this that the Arctic salinity is markedly
lower than at present. The model results in figure 4 suggest
a salinity of about 30 ppt, and more generally, the analysis
in appendix B shows that the Arctic salinity deficit (relative
to the North Atlantic) is of the order of ∆S = SNb∆Q/X.
This appears to be a significant test of the theory, and there
is some evidence of Arctic salinity levels around this low

value [de Vernal et al., 2001], although the issue is clouded
because much of the low salinity output from the Arctic oc-
curs as a surface stream; our simple box model ignores the
strong depth dependence of salinity.

The key feature allowing oscillations to occur is the abil-
ity for Arctic salinity to decrease significantly compared to
the global ocean. In our model this is achieved if X is not
too large. However it seems quite probable that the required
isolation of Arctic water masses is more easily achieved when
Bering Strait is closed. We therefore note that quasi-regular
oscillations are observed in the ice-core record only after
about 80 ka, which is a reasonable estimate for the closure
date of Bering Strait [Hu et al., 2012].

A further complicating aspect not mentioned in the dis-
cussion above is that the assumed hysteresis curve (blue
line in figure 4 and following) has presumably itself changed
throughout the glacial period, with changing sea level and
surface forcings, and also due to the opening and closing
of the Canadian Arctic Archipelago and Bering Strait. It
is presumed that such change occurs on a longer timescale
than the D-O cycles themselves, but it would provide an-
other reason for variable timing and amplitude of the D-O
events.

Comparison with other Salt Oscillators

It turns out that the model of Birchfield and Broecker
[1990] is, in mathematical essence, very similar to that pre-
sented here, and a comparable mathematical framework is
discussed in appendix C. The principal difference from our
work is that in that model, the buffering volume for salinity
change is the Atlantic itself; and the assumed AMOC hys-
teresis is dependent on this mean Atlantic salinity, rather
than on the freshwater forcing F .

The salinity in that model is controlled by AMOC-
dependent runoff from the ice sheets, as well as by exchange
with the world ocean, partly driven by AMOC in tandem
with the Antarctic circumpolar current (ACC). The period
of oscillations scales as Va/Q0, where Va ≈ 3.1× 1017 m3 is
the volume of the Atlantic, and Q0 ∼ 30 Sv is the exchange
flux with the world ocean. This is analogous to the time
scale V/X in the present model. In essence, the Pacific, the
ACC and the Atlantic take the rôles of the North Atlantic,
Fram Strait flux and the Arctic in the present model.

One key advantage of our model is that it takes account
of freshwater routing to the North Atlantic, and allows for a
more coherent discussion of the effects of differently sized ice
sheets on meltwater runoff rates, and the consequent vari-
ability in duration and recurrence time which may ensue.

Peltier and Vettoretti [2014] invoke the idea of an ex-
citable salt oscillator to explain the behaviour of their gen-
eral circulation model. The resulting relaxation oscillations
bear considerable resemblance to those in our simple model,
but the mechanism appears to be slightly different. Vari-
able run-off from the ice sheet is specifically excluded from
that model, and the oscillations have a purely oceanographic
origin.

4. Conclusions

We have constructed a simple model to explain how D-O
cycles could have occurred in a self-sustained manner dur-
ing the glacial period. The mechanism is extremely simple.
It essentially lies in the fact that there is more runoff from
the ice sheets during the warm interstadial periods than the
cold stadials. Of course, we also rely heavily on the as-
sumed ocean hysteresis that responds to this runoff, and
that is a common underpinning of many previous explana-
tions too. There is ongoing debate about the true controls on
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AMOC; the manner in which local buoyancy forcing drives
deep water formation, whether bistability or multiple equi-
libria manifest themselves in eddy-resolving models, and the
extent to which the precise location and timing of freshwa-
ter inputs are important [e.g. Weijer et al., 2012; den Toom
et al., 2014]. A specific motivation for our study was the
observation that deep water formation appears to be partic-
ularly sensitive to Arctic-derived water [Rennermalm et al.,
2006; Condron and Winsor , 2012].

A key rôle is also played by the variations in runoff from
the ice sheets, which have been assumed to depend on the
mean northern hemisphere temperature, with slower modi-
fications due to the growth and shrinkage of the ice sheets.
Other factors affecting freshwater forcing have been crudely
rolled into the parameters F∗ and λ, and this is almost cer-
tainly a gross simplification. It is likely that the glacial
period, and perhaps the individual D-O cycles themselves,
saw significant changes in evaporation and precipitation pat-
terns, sea ice production and export, and smaller scale ad-
justments in ocean circulation. A more detailed inclusion
of these effects in our model would certainly be worthwhile.
Indeed, an obvious next step in testing these ideas is to use a
general circulation model, in which the hysteretic behaviour
of the ocean is derived rather than simply imposed.

This provides further incentive for the full coupling of
ice-sheet dynamics in such models, which would enable the
growth and decay of the ice sheets, and consequent changes
in runoff, to be fully explored. Given the sensitivity of ocean
models to the specific locations of freshwater forcing, there
is an interesting competition between increased sensitivity
of runoff to temperature as the ice sheets grow and the po-
tentially significant re-routing of meltwater as the margins
advance and retreat [Clark et al., 2001; Gowan, 2013].

As well as more detailed modelling, improved parameter
estimates and other proxy evidence could help test whether
the mechanism suggested here is important. Specific im-
plications of the model are that the Fram Strait exchange
flow should have been reduced from its current level, that
the mean Arctic salinity was also lower than the present
day, and that this salinity slowly varied through the D-O
cycles (a similar pattern of salinity change was inferred for
the Norwegian Sea by Dokken et al. [2013]).

It is worthwhile to emphasise that many of the mecha-
nisms previously suggested for D-O events are not neces-
sarily inconsistent with the ideas presented here. Indeed,
changes in the sea-ice edge [e.g. Li et al., 2005] and in atmo-
spheric circulation [e.g. Zhang et al., 2014], may be needed
to generate our assumed response of temperature and hence
runoff to AMOC. However, the appeal of this mechanism is
that the self-sustained oscillations arise as a natural dynami-
cal consequence of the ice-age water cycle. The identification
of a relaxation oscillation provides a reason for the surprising
regularity of the period between many of the warming events
[Rahmstorf , 2003], while any of the complications discussed
above are likely to cause variability. The fact that the same
system can become stable during periods of low ice volume,
or during particularly cold periods, suggests a reason for the
absence of D-O events during interglacials and around the
glacial maxima.

Appendix A: Effective freshwater flux

When freshwater is delivered directly to the North At-
lantic, the meaning of the freshwater flux is clear. However,
when freshwater is delivered to the Arctic, causing a saline
inflow to the North Atlantic, it is less obvious how the effec-
tive freshwater flux should be defined. To answer this ques-
tion, imagine first that there is no separate Arctic Ocean,
and that the North Atlantic receives a direct freshwater flux

F , and there is no evaporation. There is then a compensat-
ing flux F to the south, and salt conservation for the North
Atlantic would imply

VN
dSN

dt
= −FSN , (A1)

This can be used to define the freshwater flux more generally
as

F = −VN

SN

dSN

dt
. (A2)

(These two expressions ignore the large exchange of saline
water with the rest of the Atlantic, due to the AMOC, which
actually has the effect of maintaining SN at a relatively con-
stant value. The dSN/dt term here represents the rate of
change that would occur if the extra input F were the only
influence on North Atlantic salinity.)

Now consider the system in figure 3. We first write down
a salt conservation equation for the the Arctic Ocean, which
is simply

V
dS

dt
= X(SN − S)−RAS. (A3)

The right hand side is the net flux of salt into the Arctic.
The influence of this flux on the North Atlantic salt balance
is therefore

VN
dSN

dt
= −X(SN −S) +RAS− (RA +RN −E)SN , (A4)

(the final term here is again the volume-compensating flow
to the south), and it follows from (A2) that the freshwater
flux is

F = RN − E +
(X +RA)(SN − S)

SN
. (A5)

In the absence of the exchange flow X through the Fram
Strait, and if the Arctic were a freshwater lake, S = 0,
we see that this expression reduces to the expected value
F = RN +RA − E.

We write F in terms of its difference from the reference
value F0 as

∆F ≡ F − F0 =
(X +RA)(SN − S)

SN
−R0 + F∗, (A6)

with
F∗ = R0 +RN − E − F0. (A7)

The equation RA(Q) from (7) can be substituted into (A6)
to arrive at the expression given in (8).

Appendix B: Analysis of the model

We analyse the pair of equations (10) and (11), with the
functions ∆F and Φ defined by (8) and (2), respectively.
First we scale the variables by taking

Q = Q0 + ∆Qq, Φ = b∆Qφ, ∆F = b∆Qf,

SN − S = ∆S s, ∆S =
SNb∆Q

X
, t ∼ t0 =

V

X
, (B1)

so that the dimensionless equations become

εq̇ = φ− f, ṡ = ρ∗ + Λq − f, (B2)

where
f(q, s) = s(1 + βρ0 + βΛq)− ρ0 + ρ∗,

φ(q) = q(1− q2), (B3)
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and the dimensionless parameters are

ρ∗ =
F∗
b∆Q

, ρ0 =
R0

b∆Q
, ε =

τ

t0
=
τX

V
,

β =
b∆Q

X
, Λ =

λ

b
, (B4)

where F∗ was defined in (9). (Note the dimensionless vari-
able f used here is different from the function f(Q) in (4),
which was replaced by (1) and used no further).

Using our estimates V = 1.9 × 1016 m3 ≈ 600 Sv y,
SN = 36 ppt, X = 3 Sv, λ = 0.01, F ∗ � R0 ∼ 0.1 Sv,
τ ∼ 10 y, b ∼ 0.01, Q0 ∼ 20 Sv, ∆Q ∼ 5 Sv, we find

ρ∗ � 1, ρ0 ∼ 2, ε ∼ 0.05, β ∼ 0.017, Λ ∼ 1. (B5)

On the basis that ε� 1, q rapidly approaches the quasi-
equilibrium ‘slow manifold’ on which, since β � 1,

f ≈ s− ρ0 + ρ∗ ≈ q(1− q2). (B6)

The evolution of s on the slow manifold is then given by

ṡ = ρ∗ + Λq − f ≈ ρ0 + Λq − s. (B7)

The conditions for oscillations are mostly controlled by
the intersections of the two nullclines f = Λq + ρ∗ (for s)
and f = q(1 − q2) (for q). These intersections determine
the steady states of the system, of which there are either
one, two (exceptionally), or three. Self-sustaining oscilla-
tions occur if all of these steady states are unstable, which,
since ε� 1, requires that they all lie on the central unstable
branch of the hysteresis curve. This will occur provided the
inverse slope of the s null-cline (the black line in figure 4)
is sufficiently large, specifically if Λ > 2/3 + |ρ∗|/

√
3. (The

typical situation, as in figure 4, is for only a single steady
state, which occurs if Λ > 1−3|ρ∗|2/3/22/3, but it is also pos-
sible to have three steady states all on the central branch.)
Clearly there are two primary ways in which to lose the self-
sustaining oscillations; either Λ becomes too small (this is
the case in figure 5), or |ρ∗| becomes too large (this is the
case in figures 7 and 8).

However, it is also possible for the steady states on the
central branch to become stable if Λ is too large, in which
case the small β approximation made in (B6) becomes in-
valid. In fact, this condition underlies the loss of cyclic-
ity shown in figure 6. The rapid approach to the quasi-
equilibrium f = φ(q) occurs with s constant, and in the
f–q phase plane, which is the dimensionless version of the
∆F–Q phase plane of figure 6, this occurs along lines (the
grey lines in the figures) with inverse slope ∂f/∂q = βΛs
(from (B3)). The steady state becomes stable if this inverse
slope is greater than the slope of φ(q) at that point. This
is the case in figure 6, where the steady state at q = 0 has
s ≈ ρ0, and therefore becomes stable if βΛρ0 >∼ 1. Since
also we suppose Λ ∼ 1, the approximate criterion for this
stability (and hence loss of self-sustained oscillations) is just
βρ0 >∼ 1, or equivalently X <∼ RA. We consider this to be a
very unlikely situation.

Assuming periodic solutions exist, their period can be
estimated as the time taken to traverse the upper and
lower branches of the slow manifold, from q = ±2/

√
3 to

q = ±1/
√

3. This is

p =

∫
dt =

∫
ds

ṡ
≈∫ 2/

√
3

1/
√
3

(3q2 − 1) dq

q(Λ− 1 + q2) + ρ∗
+

∫ 2/
√

3

1/
√
3

(3q2 − 1) dq

q(Λ− 1 + q2)− ρ∗
,

(B8)

(using the approximations ε � 1 and β � 1). For the
particular value ρ∗ = 0, corresponding to figure 4, this is

p =
1

Λ− 1

[
(3Λ− 2) ln

(
Λ + 1

3

Λ− 2
3

)
− 2 ln 2

]
; (B9)

this is an O(1) monotonically decreasing function of Λ with
a maximum of ln 64 ≈ 4.16 when Λ = 2

3
.

Perhaps of more interest is the dependence on ρ∗. The
formula given by (B8) is a monotonically increasing func-
tion of |ρ∗|; although this tends to a finite value as ρ∗ →
±
(
Λ− 2

3

)
/
√

3, when the intersection point of the two null-
clines reaches one or other turning point of the hysteresis
curve, the relaxation-oscillation approximation breaks down
there, and in fact the period must tend to infinity.

Appendix C: The Birchfield–Broecker model

Birchfield and Broecker [1990] present a model which is
very similar to that presented here, except that the buffering
ocean is the Atlantic itself. We provide a brief mathemat-
ical formulation of their model in a comparable format to
our own, to help illustrate the similarities and differences.

By analogy with figure 3, the model can be rationalised
in terms of the compartment diagram shown in figure 10.
Their equation for Atlantic salinity (which can be compared
with our (A3)), can be written

Va
dSa

dt
= mSp +Q(Sp − Sa), (C1)

where Va and Sa are the volume and mean salinity of the
Atlantic, Sp the mean Pacific salinity, Q the exchange flux
between the two, and m the net freshwater flux to the At-
lantic, defined further below (Birchfield and Broecker [1990]
wrote mS0 instead of mSp, but the difference is illusory;
simply rescale m).

Freshwater flows into, and is evaporated from, the At-
lantic, which also exchanges salinity with the rest of the
world Ocean (essentially the Pacific), through the agency of
the Antarctic circum-polar current. The exchange flux Q is
given by the hysteretic prescription

Q = Qm ≡ A, S < SM ,

Q = QM ≡ A+m0, S > Sm, (C2)

where Sm < SM are threshold values, A represents a mix-
ing rate with the world ocean, and m0 is the AMOC when

ice sheetRE

Q

Atlantic

Q + E − R

Sp

V,S

Pacific

Figure 10. A schematic box model, analogous to fig-
ure 3, consistent with the derivation of the Birchfield and
Broecker [1990] model. The runoff R is taken to be neg-
ative when the ice sheet is growing.
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this circulation is on (we adopt the notation from Birchfield
and Broecker [1990]). Analogously to our procedure in the
current paper, this hysteretic recipe can be rationalised by
defining the evolution equation for Q,

τ∆S

∆Q

dQ

dt
= S − g(Q), (C3)

where g(Q) is a non-monotonic equilibrium function as in-
dicated in figure 9. Specifically, we define

∆S = SM − S0, ∆Q = QM −Q0,

S0 = 1
2
(SM + Sm), Q0 = 1

2
(QM +Qm), (C4)

and take

g(Q) = S0 + ∆S ψ(q), Q = Q0 + ∆Qq, (C5)

with

ψ = −q, |q| < 1,

ψ < 1, q = −1,

ψ > −1, q = 1. (C6)

The evolution equation (C3) ensures that Q rapidly ap-
proaches one of the quasi-steady states Qm or QM , on a
rapid time scale τ .
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Figure 9. Phase plane for the salt oscillator described by
(C1)-(C3). The blue curve shows the function S = g(Q),
which is the assumed equilibrium to which Q rapidly ap-
proaches according to (C3), and the black curve is the
S-nullcline, which is the equilibrium of (C1). For the pa-
rameters chosen, as given in the text, oscillations occur
as indicated by the red trajectory.

Birchfield and Broecker [1990] take the net export of
freshwater from the Atlantic to be m = E − R when
Q = QM , i. e., when the AMOC is on; here E = mp is
evaporation rate and R = mi is the runoff from the ice
sheet; on the other hand when the AMOC is off, Q = Qm

and Birchfield and Broecker take m = mp + mi, assuming
that ice sheet growth takes place at a rate which is just the
negative of the melt rate. Both of these prescriptions are
consistent with a choice of m dependent on Q as

m = mp −
mi

∆Q
(Q−Q0), (C7)

which we assume. This prescription is analogous to our as-
sumed dependence of RA on Q in appendix B.

We analyse the model (C1) and (C3) together with the
function prescriptions (C7) for m(Q), and (C5) for g(Q).
We proceed as in appendix B. We non-dimensionalise the
variables by writing

S = S0 + ∆S s, Q = Q0 + ∆Qq, t ∼ t0 =
Va

Q0
, (C8)

and this leads to the dimensionless system

εq̇ = s− ψ(q),

ṡ = µ(1− αq)− (1 + δq)(s+ ρ), (C9)

where the parameters are defined by

α =
mi

mp
, δ =

∆Q

Q0
, ε =

τQ0

Va
,

µ =
Spmp

Q0∆S
, ρ =

S0 − Sp

∆S
. (C10)

Using the values of Broecker et al. [1990], ∆S = 0.3 ppt,
S0 = 35.1 ppt, Q0 = 30 Sv, ∆Q = 10 Sv, Va = 3.1 × 1017

m3, Sp = 34.66 ppt, mi = 0.1–0.3 Sv, but we choose 0.3 Sv
to be specific, mp = 0.35 Sv, τ = 10 y, we find typical values
of the dimensionless parameters to be

α ∼ 0.86, δ ∼ 0.33, ε ∼ 0.03, µ ∼ 1.35, ρ ∼ 1.4;
(C11)

the time scale is t0 ∼ 328 y.
Just as in appendix B, q relaxes rapidly to a quasi-

equilibrium s = ψ(q) (corresponding to the blue curve in
figure 9), following which s more slowly relaxes towards the
s-nullcline

s = N(q) ≡ µ(1− αq)
1 + δq

− ρ, (C12)

which corresponds to the black curve in figure 9. The s-
nullcline gives s as a decreasing function of q, and thus also
q as a decreasing function of s. The issue of whether oscil-
lations occur depends on the intersections of the two null-
clines. It is clear from figure 9 (which simply represents the
dimensional version of the graphs of s = ψ(q) and the s-
nullcline s = N(q) in (C12)) that oscillations will occur if
N(1) < −1 and N(−1) > 1 (since ψ(±1) = ∓1). Using
(C12), these conditions can be written after some algebra in
terms of mi and mp as

mp −mi <
QM (Sm − Sp)

Sp
≈ 0.16,

mp +mi >
Qm(SM − Sp)

Sp
≈ 0.43, (C13)

where the numerical values are for the default values of the
constants, as given above. This gives the instability region
as a quadrant in the (mi,mp) plane, as shown by Birchfield
and Broecker [1990] (their figure 3); the reason the period
of the oscillation becomes infinite at the boundaries of these
regions is because the intersection point (steady state) of
the two nullclines tends to one or other of the corner points
in figure 9 (in dynamical systems terminology, this is a blue
sky catastrophe, where a limit cycle collides with a fixed
point).

Of the parameters suggested by Birchfield and Broecker
[1990], only the runoff rate mi is given a range, from 0.1 to
0.3 Sv. If mi is lowered from 0.3 to 0.1, the black curve in
figure 9 moves upwards, so the period first lengthens, and
then the periodic solution disappears, with a stable steady
state emerging on the upper, warm branch. The opposite
behaviour occurs if the black curve moves the other way.
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