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Abstract

The need to estimate structured covariance matrices arises in a variety of
applications and the problem is widely studied in statistics. We propose a new
method for regularizing the covariance structure of a given covariance matrix,
in which the underlying structure is usually blurred due to random noises
particularly when the dimension of the covariance matrix is high. The reg-
ularization is made by choosing an optimal structure from an available class
of covariance structures in terms of minimizing the discrepancy, defined via
the entropy loss function, between the given matrix and the class. A range
of potential candidate structures such as tridiagonal, compound symmetry,
AR(1), and Toeplitz are considered. Simulation studies are conducted, show-
ing that the proposed new approach is reliable in regularization of covariance
structures. The approach is also applied to real data analysis, demonstrating
the usefulness of the proposed approach in practice.

Keywords: Covariance estimation; Covariance structure; Entropy loss function;
Kullback-Leibler divergence; Regularization.

1 Introduction

The need to estimate structured covariance matrices arises in a variety of appli-
cation fields including signal processing (Pascal et al., 2008) and control problems
(Lin and Jovanovié, 2009) and the problem is widely studied in statistics; see, e.g.,
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Pourahmadi (1999) and Pan and Mackenzie (2003). A conventional way, known as
the “Burg technique”, is to find the maximum likelihood estimation for a covari-
ance matrix that has a specific/regularized structure using random samples drawn
from a stochastic process (Burg et al., 1982). However, this method has some draw-
backs, including that (a) it is based on the presumption that the stochastic process
is multivariate normal, (b) the structure of the covariance must be prespecified,
and (c) the sample covariance matrix must be available. This method fails when
the dimension of the covariance matrix is large or close to the sample size, because
the sample covariance matrix is then ill conditioned. Furthermore, it is difficult
to deduce the underlying covariance structure from the sample covariance matrix,
because of random noise or large dimension of the matrix, for example.

To overcome these difficulties, in this paper we propose a new method for regu-
larizing the underlying structure of a given covariance matrix. Our method is based
on the entropy loss function (Dey and Srinivasan, 1985; James and Stein, 1961)

L(A, B) = tr(A™'B) — log(det(A™*B)) — m, (1.1)

where A and B are m x m matrices and, to ensure that logdet(A™'B) is real, we
assume that A and B are symmetric positive definite. The entropy loss function,
also known as the Kullback-Leibler divergence, is a well-accepted nonsymmetric
measure of the discrepancy between two probability distributions (Pan and Fang,
2002). It is a special case of the Bregman divergence (Dhillon and Tropp, 2007) and
has been widely used in statistics (Pan and Fang, 2002). The problem of interest
here is, given a covariance matrix A whose underlying structure is blurred due to
random noises particularly when the dimension m is high, to identify the underlying
structure of A from a class of candidate covariance structures. To demonstrate our
idea, we introduce the following notation. Let S be the set of all positive definite
covariance matrices with structure s. We define the discrepancy between a given
positive definite covariance matrix A and the set S by

D(A,S) = rgelgL(A,B), (1.2)
where L(A, B) is the entropy loss function in (1.1). Our idea is that, among a
given class of k candidate covariance structures {si, s, ..., s}, the structure with
which A has the smallest discrepancy can be viewed as the possible underlying
structure of A. We refer to the replacement of A by a matrix B achieving the
minimum in (1.2) as the process as regularizing A. It is worth pointing out that
the matrix A is not necessarily a sample covariance matrix. It can be any estimator
of a covariance matrix, obtained by statistical methods such as those based on
modified Cholesky decomposition methods (Pan and Mackenzie, 2003; Ye and Pan,
2006). Regularization of the given covariance matrix helps the understanding of
the underlying correlation/covariance process and simplifies complicated and high-
dimensional data problems.



In this paper we consider the following four candidate covariance structures that
are commonly used in practice, for example, in longitudinal and spatial studies.

(1)

The order-1 moving average structure, MA(1), has a tridiagonal and Toeplitz
covariance matrix

1 ¢ 0
1 0

B=o|¢ | , (1.3)
0 c 1

where 02 > 0 and —1/cos(7/(m + 1)) < ¢ < 1/ cos(w/(m + 1)).

The covariance of compound symmetry (CS) structure assumes that the cor-
relation coefficients of any two observations are the same, i.e.,

1 ¢ c

s lc 1 c
B=oc . - , (1.4)

c c 1

where 62 > 0 and —1/(m —1) <c < 1.

The covariance of autoregression of order 1, AR(1), has the property that the
correlation between any pair of observations decays exponentially towards zero
as the distance between two observations increases. It is of the form

1 c 02 m—1
c 1 c m—2
B=o¢>| & c 1 a3 (1.5)
Cm—l Cm—2 c 1

where 02 >0 and —1 < ¢ < 1.

More generally, banded Toeplitz covariance matrices have constant subdiago-

nal entries, i.e., constants at lag 1, lag 2, ..., and lag p:
[1 o - ¢ 07
C1 1 C1
B =0 @l (1.6)
Cp
. 1 C1
| 0 Cp cg 1]




where 6% > 0 and ¢y, ¢a, . . ., ¢, are nonzero.

The main task now is to calculate the discrepancy D(A,S) for each of the candi-
date covariance structures listed in (1)—(4) above, where the covariance matrix A is
given. Equivalently, it is to find for each covariance structure a positive definite ma-
trix B that minimizes the discrepancy L(A, B) within the set of matrices with that
structure. Accordingly, structure s in the candidate class {si, ..., s;} that has the
smallest discrepancy is the most likely covariance structure, among the candidate
class, for the matrix A.

The rest of this paper is organized as follows. In section 2, we consider first the
case without a structure constraint. Our result shows that, given a symmetric posi-
tive definite covariance matrix A, L(A, B) = 0 if and only if B = A. We then show
in section 3 that the problem of finding B with structure (1.3)—(1.5) that minimizes
L(A, B) reduces to computing the zeros of a nonlinear function in one variable. In
section 4 we discuss solution of the problem for Toeplitz covariance structure. In
section 5 we carry out simulation studies, illustrating how our techniques of comput-
ing the structured covariance matrix that minimizes the entropy loss function can be
used in regularizing the underlying covariance structure. We also apply the proposed
approach to some real data experiments. Some further remarks and discussion are
given in section 6.

2 Unconstrained case

We first show that the problem of finding a general covariance matrix B that mini-
mizes the entropy loss function L(A, B) for a given A is trivial. Define f : RT*™ — R
where R7T'*™ is the set of all m x m symmetric positive definite matrices and
f(B) := L(A,B). We denote by Vgf = (0f/0b;;) the gradient of f, where b;;
is the (i,7) entry of B. Ignoring the symmetry of A and B and using results from
Magnus and Neudecker (1999) we have

Vetr(A'B)=A"T =41
Vglogdet(B) = B~ = B,
and then
Vef=A"1-B1 (2.7)
Write b = vec(B) € R™ where vec denotes the vector obtained by stacking the
columns of its matrix argument on top of each other from first to last. Taking f as
a function from R™ to R, the Hessian of f is then given by
VZf — an — BfT ® Bfl — Bfl ® Bfl (2 8)
b0\ Obi0b; '

(Magnus and Neudecker, 1999). Since B is positive definite, B~! ® B~! is positive
definite, and so f(B) is a strictly convex function of B. Therefore, f(B) has a global
minimum which is attained at Vg f =0, i.e., B = A.

4



We mention in passing that provided A is symmetric positive definite, the entropy
loss function L(A, B) at the boundary of the set of symmetric positive definite
matrices is 400, that is, L(A, B) — +o0 as det(B) — 0.

3 Two-parameter problems

We begin by considering the two-parameter matrices (1.3)—(1.5), for which the prob-
lems reduces to minimizing a function of two variables. Define the map B(c, o) :
R? — R7T*™ where B(c, o) are as in (1.3)-(1.5) and g(c,0) := f(B(c,0)) : R? = R,
where f(B) := L(A, B). Note that here 0 > 0. We now take B(c, o) as a map from
R? to R™ and denote the Jacobian matrix of B(c,0) by V.,B, ie.,

Ob,/0c b /9o

0by /0 0b, /0 )
/0 06af00 | pixa (3.9)

8bm2 /86 abm2 /(90‘

where b = vec(B(c,0)). We denote the second order Jacobian matrix B(c, o) by
V:,Be R™*2x2 By applying the chain rule, we obtain the gradient of g

Veog=(VeoeB)'Vpf €R? (3.10)
where Vg f := (0f/0b;) € R™ and the Hessian
Vo9 =VeoeB)'VEfV.eB+ (Vpf)'V.,B € R (3.11)

3.1 Tridiagonal matrices

Recall that the tridiagonal matrix (1.3)

1 ¢ 0
B_g|c .1 - 0
0 c 1
can be rewritten
B(c,0) = o*(I + cTy), (3.12)

where T} is a symmetric matrix with the first superdiagonal and subdiagonal equal
to 1 and all other elements equal to 0. Note that the eigenvalues of B(c,o) are
(Higham, 2002, Sec. 28.5)

)\j:O'2(1+208j), jzl:m,



where s; = cos(mj/(m + 1)), so that det(B(c,0)) = o*™ [[}_,(1 4 2cs;) and hence
B(c, 0) is positive definite if and only if

<< —. (3.13)

Given a positive definite covariance matrix A, the loss function is now

flc,0) = c*tr(A™Y) +cotr(A M) +log(det(A)) —mlog o — Z log(1+2cs;) —m.

j=1
(3.14)
It follows that
g 2 1 2s;
tr(AYT)) - S
Vf — dc _ g 1"( 1) Z]:l 14+ 208j (315)
of 20tr(A™Y) — 2m/o + 2cotr(A7TY)
do
and
2 2 m 9.)2
ofr  9f Z—( 55) 5 20tr(ATy)
V2 8202 80280 e (1+ 2cs;)
o f i 2m
9edo Do 20tr(A7MTY)  2tr(ATYH) + = + 2ctr(ATT)
(3.16)
The stationary points (¢, o) satisfy the equations
- 2s;
2 _ j -1
o = 2 5 205, Jtr(A™ )
m 3.17
B Z 2s; mtr(ATY) _g (8:17)

g 1+ 2cs;  tr(A=Y) +ctr(A-1Ty)
Recalling (3.13), as ¢ — —1/(2s1) we have 2s1/(1 4 2¢s1) — +00, so h(c) — 400,
while as ¢ — 1/(2s1) = —1/(2s,,) we have 2s,,/(1 + 2¢s,,,) — —oo and so h(c) —
—o00. Therefore, there exists at least one zero of h(c) on [—1/(2s1),1/(2s1)]. Since
for every ¢ satisfying h(c) = 0,

o m{ir(A~T3))*
MO = = et WA + ar(A TP

7j=1

2
L (2s5)? L 2s;
= — <0
Z 1—1—203] m (JZI 1+208j> ’

J=1

where the last inequality is from the Cauchy—Schwarz inequality |27e| < ||z||2]le||2,
with e = [1,1...,1]%, there exists only one zero of h(c) on [—1/(2s1),1/(2s1)] and
thus a unique stationary point of f(c, o) satisfying (3.17).
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It is clear that the (1,1) element of the Hessian matrix V[ in (3.16) is positive
and it can be easily verified that for any (¢, o) satisfying (3.17), we have

det(V3f(c,0)) = 4—7”2% 402 (tr(A7'TY))?

J
4 - 253 4 1 2
= — tr(A—'T
7 (mZ T4 2wy~ 0 (A7 T)

2
4 i 25] " 2s;
T o2 mz 1—1—203 (Zl—i—?csj)
]:1 7j=1
> 0,

where the last inequality is from the Cauchy-Schwarz inequality. Therefore the
Hessian matrix V2f is positive definite and so the stationary point is a minimum
point. Note that f(c,o) is defined on the open set {(¢,0) : ¢ > 0 and (3.13) holds}
on which B(e, 0) is positive definite. As (¢, o) approaches the boundary of the set or
as 0 — 0o, we have f(c,0) — +oo. It follows immediately that the global minimum
of f(c,0) is obtained at the unique stationary point.

We summarize the discussion above in the following theorem.

Theorem 3.1 Given a positive definite covariance matriz A, there exists a unique
tridiagonal positive definite matriz B(c,0) of the form (3.12) that minimizes the
loss function f(c,0) := L(A, B(c,0)) given by (3.14). Furthermore, the minimum
is attained at (c,0) satisfying (3.17).

3.2 Compound symmetry

The matrix in (1.4) can be rewritten as

1 ¢ c
1 ...
Ble,o)=0> | = 7 S| =02(I+c(ee” - I)). (3.18)
c -+ ¢ 1

The eigenvalues of B(c, o) are o(1+ (m — 1)¢) and 02(1 — ¢) of multiplicities 1 and
m — 1, respectively, so B(c, o) is a positive definite matrix if and only if (Borsdorf
et al., 2010, Lem. 2.1)

<c<l.
m—1 ¢

Given A, we define f(c,0) := L(A, B(c,0)), where L(A, -) is the entropy loss function
n (1.1). We want to find an explicit solution to the corresponding optimization

problem
min f(c,0). (3.19)
—1/(m—1)<e<1

7



First, it is clear that det(B(c,0)) = ¢*™(1 — ¢)™ (1 + (m — 1)c¢). Denoting
t:=tr(A Y (ee? —I)), we have

flc,o) = o*tr(A™! 4 co?t + log(det(A)) — mlog(c?)
— (m —1)log(1 —¢) —log(l 4 (m — 1)c) — m.
Second, we have

af

~L o2+ m—1 B m—1
Vf:= Oc | _ l—c 1+ (m—-1)c (3.20)
of 20tr(A™Y) + 20ct — 2m/o
Jo
and
o2 o2 _ 12
_J; / m 12 N (m—1) : -
V2= dc*  O0clo | _ | (1—¢)?2 (14 (m—1)c)
rrof 20t 2(tr(A™Y) + ct) + am
Ocdo  do? (% 221)
Therefore, the stationary points (¢, o) of f(c, o) must satisfy
2 m—1 B m—1 _
hle) =o't + l—c 14+ (m—1)c 0 (3.22)
m -1
5 = (AT et

Third, it is clear that h(c) is continuous in the interval (—1/(m — 1),1). Since
h(c) — 400 as ¢ — 1 and h(c) - —oo as ¢ — —1/(m — 1), there exists at least one
solution to h(c) = 0. The stationary points are obtained immediately by solving
h(c) = 0, which gives ¢ = —t/((m — 1)tr(A™1) + (m — 2)t).
Finally, since
m—1 (m —1)?

R (e L (e T

at the stationary points (c, o) satisfying (3.22), and we also have

o, Am (m—1 (m —1)? 5.9
(V")) = T (G =)

:(m—ngﬁﬁfwﬁﬁiJQ

> 0,

it follows that V2f is positive definite. Thus every stationary point is a minimum
point. Since f(c,0) is defined on an open set such that B(c,0) > 0 and as (¢, o)
approaches the boundary or as ¢ — oo, we have f(c,0) — +o0, the global minimum
of f(c,o) is obtained at the unique stationary point.

We summarize the above discussion in the following theorem.
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Theorem 3.2 Given a positive definite covariance matrizv A € R™™, define f(c,0) :

L(A, B(c,0)) where B(c,0) is a positive definite covariance matriz of compound
symmetry in (3.18). Then the global minimum of f(c,o) over o > 0 and ¢ €
(—=1/(m —1),1) is attained at

t
c=— ,
=l DA ) + (2 (5.23)
— =tr(A ) + et
= tr( ,
where t = tr(A™ (ee? —1I)).
3.3 AR(1)
We rewrite B in (1.5) as
1 c A& . !
c 1 & m—2 m
B(c,0) =0 | ¢ c 1 s > (3.24)
. i=0
Cm—l Cm—2 . c 1

where Ty = I and T; is a symmetric matrix with ones on the ith superdiagonal and
subdiagonal and zeros elsewhere. It can be shown that the &£ x k£ leading principal
minor of B(c, o) is 02*(1 — ¢?)*71, k = 2 : m (Horn and Johnson, 1985, Prob. 7.12).
Therefore, B(c, o) is a positive definite covariance matrix if and only if

“1<c<l1. (3.25)

The entropy loss function is now

flc,0):=0 Z ctr(A7'T;) + logdet(A) — mlogo® — (m — 1) log(1 — ¢*) — m.

We find that
of
ZL 2(m —1)c
o2 i—lpp( A1
Vfo— dc S tic (AT 4 . (3.26)
g_f 20 S Etr(ATIT) — 2m/o
o

So the stationary points (¢, o) of f(c, o) satisfy

m> o tid r(AT) 2(m— e 0

m—1 lt A_lﬂ 1 _ 02 o
- 2 i~ ¢ x ) (3.27)
el ctr(AT'Ty).

i=0



Since Y7t eitr(ATIT;) = tr(A7'B)/o? > 0 and 1 — ¢ # 0 for ¢ € (—1,1), by
rearranging the first equality in (3.27) we have

m—1 m—1 m—1
=m Z ic (A7) —m Z id e (A7) +2(m—1 Z ctlr(A = 0.
=1 ] 1=0

Since h(c) is continuous in (—1,1), h(—1) = —2(m — 1)e?’ A~'e < 0 and h(1) =
2(m — 1)eT A7te > 0, there exists at least one root of h(c) in (—1,1). Numerical
experiments show that in some cases there exists more than one solution to h(c) = 0.
We then can only expect to find a local minimum in general.

We summarize the discussion above in the following theorem.

Theorem 3.3 Given a positive definite covariance matrix A € R™*™  define f(c, o) :=
L(A, B(c,0)) where B(c,0) is a positive definite covariance matriz of the AR(1)
model as in (3.24). Then the local minima of f(c, o) are attained at the points (¢, o)
satisfying (3.27).

4 Toeplitz problems

The banded Toeplitz matrix (1.6) can be rewritten as

(1o - ¢ oo 0]
C1 1 C1
: . T . T c p
B(c,o0) =02 | Pl =021 +) T, (4.28)
Cp R : —
: 1 C1
0 - ¢ - e 1]
where ¢ = [c1,¢a,...,¢,]7 € RP and T; is a symmetric matrix with the sth super-

diagonal and subdiagonal equal to 1 and zeros elsewhere. Define

p
p(t) =142 ccos(kt). (4.29)
k=1
Then B(c, o) is positive-definite if and only if p(t) > 0, p(t) # 0, for all t € R
(Parter, 1962, Remark II).
Recall that our problem is

min  L(A, B) = tr(A™'B) — log(det(A™' B)) — m, (4.30a)
p
subject to B € Q:={BeR™™:B=0(]+ ZCZT,)
i=1
is positive definite}. (4.30b)
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We note that this problem was mentioned in a recent work by Ning et al. (2011),
but no solution method was developed there. Setting f(c,0) := L(A, B(c,0)) and
applying the chain rule, we have the gradient of f,

Vo = o*w(T(A = BY), i=1:p,
Vof = 2(tr(A'B) —m)/o,

for which a necessary condition for a local minimum of (4.30) can be obtained
immediately.

Davis et al. (1998) proposed an approach based on the method of outer approzx-
imation where they consider the problem of computing the structured covariance
estimator through maximum likelihood estimation. Suppose that we are now to
minimize a general function f(B) subject to B being a symmetric positive definite
Toeplitz matrix. The idea is to expand the semi-infinite problem with constraint
y? By > 0 for all y € R™ into an infinite sequence of ordinary nonlinear programming
problems {P*}%° ; with P* having the form

p
P*: min f(B) subject to B € @ :={B € R™™: B=0’(I+ Y aT), (431a)
=1

y"By >0,y € Y3}, (4.31b)

where Y}, is a finite subset of the ball {y € R™ : |ly|| = 1}. This is called an outer
approximation because the constraint 2 C €. It is proved that any limit point of
the sequence generated by outer approximation is a solution of the original problem.
Davis, Evans, and Polak (1998) use the linearly convergent Polak—He algorithm to
solve P*. However, this idea cannot be applied to our case because B € €, may not
imply B > 0 and our objective function is defined only when B > 0.

A related problem to (4.30) is to find a symmetric positive semidefinite Toeplitz
matrix that is the nearest to a given matrix in the Frobenius norm. A method
using alternating projections is proposed by Suffridge and Hayden (1993) and a
sequential quadratic programming (SQP) algorithm is given by Al-Homidan (2002).
This ability to project onto the constraint set in (4.30) motivates us to use a spectral
projected gradient method (SPGM) introduced by Birgin et al. (2000, 2001). The
method aims to minimize a continuously differentiable function f(x) on a closed
convex set by generating a sequence of vectors that is guaranteed to converge r-
linearly to a stationary point of f. It generates vectors of the form xy,1 = x4+ agdy
with the spectral projected gradient direction dy = P(xp — AV f(x)) — xx, where
P denotes projection onto the convex set of constraints, A\ > 0 is a precomputed
scalar, and ay, is chosen by a nonmonotone line search strategy. The direction dj is
guaranteed to be a descent direction (Birgin et al., 2000, Lem. 2.1). The method
is intended particularly for problems where it is computationally efficient to project
onto the feasible set. The computational cost for finding the nearest symmetric
positive semidefinite Toeplitz matrix to a given matrix in the Frobenius norm is

11



O(m?) flops for the alternating projection method and O(m?) flops for each iteration
of SQP, so it may be quite expensive to apply SPGM to our problem when m is
large.

Another closely related approach is semidefinite programming (Vandenberghe
and Boyd, 1996) which deals with optimization problems over symmetric positive
semidefinite matrix variables with linear cost function and linear constraints; some
techniques therein can be extended to our problem.

Comparing the various different approaches to solving the optimization problem
(4.30) is beyond the scope of this paper, so we leave it to future work.

5 Numerical Experiments

In this section, we illustrate numerically how the techniques discussed above can be
used in regularizing the underlying covariance structure. We first carry out simula-
tion studies and then apply our techniques to real data analysis. All computations
were performed with MATLAB 2011a.

5.1 Simulation studies

Recall that our idea is, given a covariance matrix and a class of possible candidate
covariance structures, to find for each structure a covariance matrix that minimizes
the entropy loss function. The structure of the minimizer that has the smallest
entropy loss function value among the class is considered to be the most likely un-
derlying covariance structure for the given covariance matrix. To examine the idea,
our simulation experiments were carried out as follows. We first generate an m x n
data matrix R with columns randomly drawn from the multivariate normal distribu-
tion with a common mean vector p = o%e € R™ (recall that e is the vector of ones)
and a common covariance matrix ¥ = 02V (c) € R™*™, where 0® > 0 and the matrix
V' is fully determined by the correlation coefficients c. We then compute the sample
covariance matrix A with the generated data R: A = n=tY"" (r; — 7)(r; — 7)7,
where r; is the ith column of R and r = n™ 'Y "  r; is the sample mean. We
test with the true covariance matrix ¥ of various dimensions m and structures as
discussed in the previous sections, where for each structure we consider several dif-
ferent values for 02 and c. The sample size is chosen as n = 1000. We summarize
the experimental results in Tables 1-3, which are for the experiments with covari-
ance matrix size m = 100, and Tables 4-6, which are for m = 200. We choose
c € {0.2,0.5,0.75} and o? € {2,4,8}. In Tables 1-6 each row stands for one exper-
iment and for each experiment we report the results averaged over 1000 repeated
simulations. The first column gives the true underlying covariance structure and the
second column presents the discrepancy between the true covariance matrix ¥ and
the sample covariance matrix A under the measure of entropy loss function. The
rest of the columns report the results from the computed matrix B with different
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structures. Note we do not include a row for tridiagonal ¥ with ¢ = 0.75 because
there does not exist such a positive definite covariance matrix in this case. The
notation and abbreviation for the results reported in the tables are summarized

e . true covariance matrix.
e A: sample covariance matrix.

e B: the computed covariance matrix that has a certain structure and minimizes
the entropy loss function L(A, B) in (1.1).

o T),: the averaged time (in second) used to find the optimal matrix B in one
simulation study.

Ly 4, Lap and Ly, g: the entropy loss function L(X, A), L(A, B) and L(X, B),
respectively.

[Tables 1-6 are about here.]

In Tables 1-6, we have the following observations. First, we have Ly, p < Ly 4
for the all cases as long as the estimated covariance matrix B has the same structure
as the true covariance matrix . In other words, the regularized estimator B that
has the same structure as X is much better than the sample covariance matrix A
in terms of the entropy loss function. It shows that regularization of the sample
covariance matrix, or any other available estimators of the covariance matrix, is
really necessary not only for the convenient use of known structure but also for the
accuracy of covariance estimation. Second, for each ¥ with an assigned structure,
among different minimizers B the one with the smallest value Ly p turns out to
have the same structure as the . The same observation can be made from the
discrepancy L4 . The latter is extremely important because in practice the true
covariance is usually unknown and so is Ly, g. Thus, the discrepancy L4 p can be
used to identify the correct covariance structure as long as the class of the candidate
structures is broad enough.

The observations above are common to all choices of the structure of 3 in the
class we considered, the various values of ¢ and o2 and the dimension m of the
covariance matrix. Therefore, the findings are reliable in this sense.

5.2 Real data analysis

We also did experiments with some real data. Kenward’s (1987) cattle data was an-
alyzed by various statistical methods for longitudinal data in the literature (Pourah-
madi, 1999; Pan and Mackenzie, 2003). In the experiment, 60 cattle were assigned
randomly to two treatment groups 1 and 2, each of which consists of 30 cattle, and
received a certain treatment. The cattle in each group were weighed 11 times over a
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nineteen-week period. The weighing times for all cattle were the same, so that the
cattle data is a balanced longitudinal data set. The aim of Kenward’s study was to
investigate treatment effects on intestinal parasites of the cattle. Our experiments
are carried out with the cattle data in a similar way as in section 5.1 and the results
are reported in Table 7.

[Table 7 is about here.]

Note that in this real data analysis the true covariance matrix ¥ is not available,
so Ly, 4 and Ly, p are not available, where A is the sample covariance matrix. Instead,
we use the discrepancy Ly g to identify the most likely covariance structure among
the possible candidate structures, tridiagonal, CS and AR(1).

From Table 7, it is clear that the underlying covariance structures for both groups
are very likely to be AR(1) among the three possible candidate structures, as the
discrepancy L4 p has a smaller value than others. This agrees with the finding by
Pourahmadi (1999) and Pan and Mackenzie (2003).

6 Discussion

We have proposed a method to regularize the underlying covariance structure with
a given covariance matrix A and a class of candidate covariance structures, based
on minimizing the entropy loss function between the given covariance matrix and
the matrix that has a certain structure. Our simulation studies demonstrate the
reliability of the proposed method. Our simulation experiments were carried out
with the given matrix A being the sample covariance matrix. In principle, any
available estimated covariance matrix using a statistical method can be chosen as
the given matrix A. In general, the structure behind the matrix A is not obvious
due to noise in the matrix A, in particular, when the dimension m of the matrix A
is high. Our aim is to regularize the matrix A, so as to filter the noise in A and to
have a standard structure to characterize the covariance/correlation process of the
data studied.

Our proposed method can overcome the difficulties that are met by alternative
approaches and can produce a reliable estimator of the covariance matrix even if
the dimension of the matrix is very high. For example, it is not an easy task to
directly calculate the maximum likelihood estimator of a covariance matrix that has
a certain structure. In contrast, the proposed method does not require any distri-
bution assumption of the data, and can provide a regularized covariance structure
estimator as long as an estimator of the covariance matrix is given.

A restriction of our studies here is that the class of candidate covariance struc-
tures we have considered in this paper may not be very broad. We have considered
four possible structures: tridiagonal, CS, AR(1), and banded Toeplitz structures.
In principle, the ideas and the proposed approach are applicable to any structured
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covariance matrices. We are currently studying some other covariance structures,
including linearly structured covariance, Hankel matrices, and Toeplitz covariance
matrices, all of which are very useful in statistics. However, with more complicated
covariance structures more challenging work is inevitably involved in computing the
structured covariance matrix that minimizes the entropy loss function. For exam-
ple, we have carried out some similar simulation experiments for banded Toeplitz
matrices but are unable to draw similar conclusions as we have had from Tables
1-6. A crucial reason is the lack of an accurate and efficient algorithm to solve
the optimization problem (4.30), as discussed in Section 4. Note that for the three
structures considered in our experiments, the dimension m of the covariance matrix
does not affect the cost of computing the optimal covariance matrix B, because the
optimization problem reduces to computing the zeros of a nonlinear function of a
single variable. For more complicated covariance structures, the optimization prob-
lem is liable to have more variables and the number of variables may increase with
the dimension m of the covariance matrix, making the solution of the optimization
problem much more challenging.
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Table 1: Simulation results with m = 100; o2 = 2.
B
c=0.20 Tri-diag CS AR(1)
)y Lsa| Lap Lss T Lap Lsp T Lap Lss T
Tri-diag | 5.23 || 542 0.5 2.25e-3 | 9.75 488 1.39e-3 | 5.60 0.73  3.45e-2
CS 5.23 || 7.70  2.83 2.15e-3 | 5.42 0.55 1.35e-3 | 7.70 2.83  3.37e-2
AR(1) | 5.23 || 557 0.70 2.17e-3| 9.21 434 1.32e-3 | 5.42 0.55  3.35e-2
B
¢ =0.50 Tri-diag CS AR(1)
2 Lya || Lap Lsp T Lsp Lsp T Lap Lsp T
Tri-diag | 5.24 | 5.43 0.55 2.41e-3 | 290.10 285.29 1.39e-3 | 185.73 180.90 3.45e-2
CS 5.23 || 9.03 4.16 2.13e-3 | 5.42 0.5 1.30e-3 | 9.03 4.16  3.35e-2
AR(1) | 5.23 || 10.25 5.37 2.23e-3| 26.84 21.96 1.37e-3 | 5.42 0.55  3.38e-2
B
c=0.75 Tri-diag CS AR(1)
2 Ly a | Lap Lss T Lap Ly T Lap Lsp T
CS 5.23 || 10.11  5.25 2.16e-3 | 5.42 0.55 1.38e-3 | 10.11 5.25  3.40e-2
AR(1) | 5.23 || 23.87 19.00 2.25e-3 | 47.94 43.08 1.35e-3 | 5.42 0.55  3.42e-2
Table 2: Simulation results with m = 100; 02 = 4.
B
c=0.20 Tri-diag CS AR(1)
2 Lya| Lap Lss T L Lyn T, Lip Lyp T
Tri-diag | 5.23 || 542 0.5 2.22¢-3| 9.75 4.88 1.36e-3 | 5.60 0.73  3.40e-2
CS 5.23 || 7.70 2.83 2.15e-3 | 5.42 0.55 1.35e-3 | 7.70 283  3.37e-2
AR(1) | 5.23 || 557 0.70 2.15e-3 | 9.21 4.34 1.31e-3 | 5.42 0.55  3.32e-2
B
¢ =0.50 Tri-diag CS AR(1)
)y Lsal| Lap Lss T Lap Lsp T Lap Lsp T
Tri-diag | 5.23 || 542 0.55 2.37e-3 | 290.21 285.31 1.37e-3 | 185.81 180.91 3.42e-2
CS 523 || 9.03 4.16 2.12e-3 | 5.42 0.55 1.30e-3 | 9.03 4.16  3.35e-2
AR(1) | 5.23 || 10.24 5.37 2.21e-3| 26.82 21.96 1.35e-3| 5.42 0.55  3.37e-2
B
c=0.75 Tri-diag CS AR(1)
D Lya| Lap Lss T L Lyn T Lip Lsp T
CS 5.23 || 10.12 5.24 2.10e-3 | 5.42 0.55 1.33e-3 | 10.12 5.24  3.34e-2
AR(1) | 5.23 || 23.87 19.00 2.22e-3 | 47.96 43.08 1.33e-3 | b5.42 0.55  3.40e-2
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Table 3: Simulation results with m = 100; o2 = 8.
B
c=0.20 Tri-diag CS AR(1)
)y Lsa| Lap Lss T Lap Lsp T Lap Lss T
Tri-diag | 5.23 || 542 0.5 2.21e-3| 9.75 488 1.35e-3 | 5.60 0.73  3.35e-2
CS 5.23 || 7.71  2.83 2.16e-3 | 5.42 0.55 1.36e-3 | 7.71 2.83  3.36e-2
AR(1) | 5.23 || 557 0.70 2.19e-3 | 9.20 4.33 1.35e-3 | 5.42 0.55  3.35e-2
B
¢ =0.50 Tri-diag CS AR(1)
2 Lya || Lap Lsp T Lsp Lsp T Lap Lsp T
Tri-diag | 5.23 | 5.42 0.5 2.37e-3 | 290.03 285.29 1.36e-3 | 185.66 180.89 3.39e-2
CS 5.23 || 9.03 4.16 2.19e-3 | 5.42 0.5 1.34e-3 | 9.03 4.16  3.37e-2
AR(1) | 5.23 || 10.24 5.37 2.29e-3 | 26.83 21.96 1.40e-3 | 5.42 0.55  3.43e-2
B
c=0.75 Tri-diag CS AR(1)
2 Ly a | Lap Lss T Lap Ly T Lap Lsp T
CS 5.23 || 10.12 5.25 2.12e-3 | 5.42 0.55 1.35e-3 | 10.12 5.25  3.3le-2
AR(1) | 5.23 || 23.87 19.00 2.27e-3 | 47.93 43.08 1.36e-3 | 5.42 0.55  3.40e-2
Table 4: Simulation results with m = 200; 02 = 2.
B
c=0.20 Tri-diag CS AR(1)
2 Lya | Lap Lxp T L Lyn T Lip Lyp T
Tri-diag | 21.62 || 23.31 4.69 7.23e-3 | 32.08 13.47 3.48e-3 | 23.67 5.05  2.96e-1
CS 21.61 || 26.24 7.63 7.24e-3 | 23.30 4.68 3.55e-3 | 26.24 7.63  2.98e-1
AR(1) | 21.63 || 23.62 5.01 7.26e-3 | 31.04 1241 3.54e-3 | 23.32 4.70  2.99e-1
B
¢ =0.50 Tri-diag CS AR(1)
)y Lsa | Lap Lss T Lap Lsp T, Lap Lsp T
Tri-diag | 21.61 || 23.30 4.69 7.54e-3 | 727.81 709.43 3.75e-3 | 499.72 481.20 2.97e-1
CS 21.61 || 27.60 8.99 7.22e¢-3 | 23.30 4.69 3.54e-3 | 27.60 8.99  2.98e-1
AR(1) | 21.62 || 33.00 14.39 7.28e-3 | 67.04 4841 3.60e-3 | 23.31 4.69  2.98e-1
B
c=0.75 Tri-diag CS AR(1)
D Lya || Lap Lxp T L Lyp T Lip Lyp T
CS 21.62 || 28.70 10.08 7.21e-3 | 23.31 4.69 3.56e-3 | 28.70 10.08 2.98e-1
AR(1) | 21.63 || 60.21 41.59 7.25e-3 | 110.44 91.83 3.49e-3 | 23.32 4.70  2.97e-1
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Table 5: Simulation results with m = 200; 02 = 4.

B
c=0.20 Tri-diag CS AR(1)
D Ly | Lap Lsp T Lap Lsp T, Lap Lsp T
Tri-diag | 21.62 || 23.30 4.70 7.32¢-3 | 32.09 13.48 3.54e-3 | 23.67 5.06 2.97e-1
CS 21.61 | 26.24 7.64 7.07e-3 | 23.30 4.69 3.46e-3 | 26.24 7.64  2.95e-1
AR(1) | 21.63 || 23.62 5.00 7.27e-3 | 31.02 12.40 3.56e-3 | 23.32 4.69  2.97e-1
B
¢ =0.50 Tri-diag CS AR(1)
2 Lsa || Lap Lsps T, Lip Lsn T Lag Lsp T,
Tri-diag | 21.61 || 23.29 4.69 7.57e-3 | 727.61 709.39 3.58e-3 | 499.51 481.16 2.98e-1
CS 21.63 || 27.62 8.99 7.20e-3 | 23.32 4.69 3.53e-3 | 27.62 8.99 2.97e-1
AR(1) |21.62 || 33.00 14.39 7.25e-3 | 67.00 48.40 3.54e-3 | 23.31 4.69  2.97e-1
B
c=0.75 Tri-diag CS AR(1)
D Ly s || Lap Lsp T, Lap Lsp T, Lap Lyp T
CS 21.62 || 28.70 10.08 7.16e-3 | 23.31 4.69 3.52e-3 | 28.70 10.08 2.97e-1
AR(1) | 21.61 || 60.18 41.58 7.31e-3 | 110.43 91.82 3.56e-3 | 23.30 4.69  2.98e-1
Table 6: Simulation results with m = 200; 0 = 8.
B
c=0.20 Tri-diag CS AR(1)
2 Lya | Lap Lxp T L Lyn T Lip Lyp T
Tri-diag | 21.63 || 23.32  4.70 7.27e-3 | 32.11 13.48 3.54e-3 | 23.68 5.06  2.99e-1
CS 21.62 || 26.24 7.63 7.22¢-3 | 23.30 4.69 3.57e-3 | 26.24 7.63  2.98e-1
AR(l) 21.63 || 23.62 5.00 7.21e-3 | 31.02 12.40 3.50e-3 | 23.31 4.69 2.96e-1
B
¢ =0.50 Tri-diag CS AR(1)
D Ly | Lap Lsp T Lap Lsp T, Lap Lsp T
Tri-diag | 21.62 || 23.31  4.70 7.51e-3 | 728.40 709.55 3.65e-3 | 499.52 481.16 2.98e-1
CS 21.60 || 27.59 899 7.14e-3 | 23.29 4.69  3.50e-3 | 27.59 899  2.97e-1
AR(l) 21.63 || 33.02 14.40 7.25e-3 | 67.05 48.42 3.55e-3 | 23.32 470  2.98e-1
B
c=0.75 Tri-diag CS AR(1)
D Lya || Lap Lxp T L Lyp T Lip Lyp T
CS 21.62 || 28.70 10.08 7.16e-3 | 23.31 4.69 3.56e-3 | 28.70 10.08 2.99¢-1
AR(l) 21.62 || 60.21 41.59 7.31e-3 | 110.46 91.83 3.56e-3 | 23.31 470  2.99e-1
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Table 7: Results of experiments on Kenward’s cattle data.

Tri-diag

CS

AR (1)

LA,B Tm

LA,B Tm

LA,B Tm

Group 1

9.86 1.37e-003

8.55 1.06e-003

5.22  3.16e-003

Group 2

8.05 T7.41e-004

5.92  5.97e-004

3.15  2.57e-003

21



