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in blue while ĝ+ (t) on [0, tL] and g+I (t; tL) on [tL, 0.8] are plotted in red.

tL = 0.0174. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284

23



6-15 Plot of g+ (t) on [0, 0.8] for α = 107, β = 1.5, � = 0.0015, ∆g = 0.5 (black

line). ε1 = 0.110704 in this case. The function L3 (∆g − ε1) e
− t
TN is plotted
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Abstract

Models of the mechanisms of saccadic eye movements are typically described in terms

of the block diagrams used in control theory. Recently, a nonlinear dynamics model of

the saccadic system was developed. The model comprises a symmetric piecewise-smooth

system of six first-order autonomous ordinary differential equations, which were obtained

by combining parts of the existing control models with data from experimental observations

of saccadic dynamics. A preliminary numerical investigation of the model revealed that

in addition to generating normal saccades, it could also simulate inaccurate saccades, and

an oscillatory instability known as congenital nystagmus (CN). By varying the parameters

of the model, several types of CN oscillations could be produced, including jerk, bilateral

jerk and pendular nystagmus.

The aim of this study was to investigate the bifurcations and attractors of the nonlinear

dynamics model, in order to obtain a classification of the simulated oculomotor behaviours.

The application of standard local and global stability analysis techniques, together with

numerical work, revealed that the equations have a rich bifurcation structure. In addi-

tion to Hopf, homoclinic and saddlenode bifurcations organised by a Takens-Bogdanov

point, the equations can undergo nonsmooth pitchfork bifurcations and nonsmooth glu-

ing bifurcations. These nonsmooth bifurcations were observed to result from simultaneous

transcritical and homoclinic bifurcations in a pair of related smooth systems. Evidence was

also found for the existence of Hopf-initiated canards, and for a global bifurcation involving

the catastrophic destruction of a symmetry-invariant limit cycle. Unlike the pitchfork and

gluing bifurcations, this bifurcation could not be explained in terms of the related smooth

systems.

The simulated jerk CN waveforms were found to correspond to a pair of post-canard

symmetry-related limit cycles, which exist in regions of parameter space where the equa-

tions are a slow-fast system. The slow and fast phases of the simulated oscillations were
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attributed to the geometry of an underlying slow manifold. This provides an alternative

explanation for the shape of the jerk oscillation, which contrasts with the prevalent control

model view that CN is caused by structural abnormalities. The simulated bilateral jerk

and pendular waveforms were attributed to a symmetry invariant limit cycle produced by

the gluing of the asymmetric cycles.

The bifurcation structure of the model suggests the possibility of moving between the differ-

ent simulated behaviours by varying the parameters of the model. This was in agreement

with experimental evidence showing that subjects can exhibit several different types of

behaviour in a single recording period. In addition, the bifurcation analysis places restric-

tions on which kinds of behaviour are likely to be associated with each other in parameter

space. On the basis of these restrictions, several experiments were suggested to assess the

validity of the model as a predictor of saccadic behaviour. In particular, it was proposed

that reducing the level of attention of a subject in a controlled way could induce a change

from a jerk to a pendular oscillation.
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Chapter 1

Introduction

The study of eye movements is a source of important information for both clinicians and

physical scientists. To clinicians, the presence of abnormal eye movement behaviour in a

patient is often the indicator of a specific pathology. For physical scientists, the study of

eye movements presents a unique opportunity to understand the workings of the brain.

This is in part due to the relative simplicity of the oculomotor control system, in compar-

ison to other neurobiological control systems, and the wealth of quantitative data on eye

movements that has been collected in the last four decades [2], [5], [6]. Traditionally, the

investigation of oculomotor control has been dominated by control systems theory [2], [3],

[5], [6], [7], [8], [9], [10], [11]. In the last few years, however, there has been some interest

in using the techniques of nonlinear dynamics to model oculomotor control, and to anlayse

eye movement time series [12], [13], [14], [15], [16], [17].

The oculomotor control subsystem that is responsible for the generation of fast eye move-

ments, or saccades, has been the focus of much theoretical and experimental work [2], [3],

[5]-[11]. A recent nonlinear dynamics model of the saccadic system proposed by Broomhead

et al was found to be able to simulate both normal saccades and an oscillatory oculomotor

instability known as congenital nystagmus (CN) [14]. The existence of a single model able

to generate both normal saccades and CN oscillations conflicts with an influential control

theory model proposed by Optican et al, which suggested that CN results from structural

abnormalities in the oculomotor control system [7]. The work presented here is an analysis

of the nonlinear dynamics model of Broomhead et al, with a view to interpreting the pos-

sible implications that the predictions of the model may have for understanding saccadic

abnormalities and the aetiology of CN.
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The remainder of this chapter is a brief discussion of some characteristics of the oculomotor

control system relevant to this study, followed by a description of the context in which the

mathematical analysis of the model was carried out. Thereafter, chapter 2 describes the

construction of the model, with chapters 3 to 5 detailing the analysis of the bifurcations

and attractors of the model. In chapter 6 a full classification of the simulated saccadic

behaviours is proposed, based on the bifurcation analysis. This classification is then used

as the framework for a discussion of the biological implications of the model. Finally, in

chapter 7, a summary of the preceding analysis is presented. A number of suggestions

for further development of the model are also suggested. The more technical proofs from

Chapters 3 to 5, together with other results which were omitted for brevity, are given in

an Appendix.

1.1 Oculomotor control, saccades and congenital nystagmus

1.1.1 Eye movement control

Figure (1-1) shows the major structures of the eye in transverse section. Light enters the

eye through the pupil and is focused onto the retina by the lens. The retina contains

photoreceptors which absorb the incoming light, generating electrical impulses that are

relayed to the visual cortex via the optic nerve [1]. The density of photoreceptors is

greatest in a small region of the retina known as the fovea. Optimal visual performance is

only attained when images are held steady on the fovea; the ability of the eye to resolve

distinct points in the visual field (visual acuity) decreases sharply away from the fovea. In

addition, visual acuity is also degraded if images slip over the fovea at velocities greater

than a few degrees per second [1]. In broad terms, the brain controls the movement of the

eyes to ensure that the image of the object of interest falls on the fovea [1], [2]. This is a

process referred to as foveation [2].

Ocular movements are carried out by six extraocular muscles that are attached to the outer

wall of the eye (sclera). Figure (1-2) is a transverse section through the skull, showing

the orientation of the extraocular muscles. The medial and lateral rectus muscles produce

predominately horizontal movements, the superior and inferior rectus muscles produce pre-

dominately vertical movements, while the superior and inferior oblique muscles produce

mainly rotary movements. The extraocular muscles receive commands from motoneurons
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Figure 1-1: Transverse section through the right eye, seen from above (Reproduced from
figure 8.2 of [1]).

Figure 1-2: Transverse section through the skull, showing the extraocular muscles. The
medial rectus is obscured from view by the eyeball. (Reproduced from figure 16.24 in [1]).
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in the nuclei of the abducent, trochlear and oculomotor nerves, situated in the brain stem

[1], [2]. The activity of these motoneurons is coordinated by a complex set of intercon-

nected neuronal groups. Physiological studies of such ‘preoculomotor’ nuclei and networks

through single neuron recording, electrical stimulation and lesion have identified many of

the pathways associated with different types of eye movement. This has led to the isolation

of six major preoculomotor networks: the saccadic system, the smooth pursuit system, the

vestibular system, the optokinetic system, the vergence system and the gaze-holding sys-

tem [1], [2], [5], [6], [18]. The saccadic system provides rapid shifts of gaze, or saccades,

to bring about foveation of new targets. The smooth pursuit system matches eye velocity

with target velocity to provide a stable foveal image when tracking objects in the visual

field. The function of the vestibular system is to stabilise gaze during brief head rotations

by generating an involuntary eye movement which has velocity equal and opposite to the

velocity of the head. The optokinetic system is responsible for matching eye velocity to

the velocity of the visual field to enable stable gaze during sustained head motion. The

vergence system acts so as to keep the target image on the fovea during motion of the

target away from or towards the eyes. Finally, the function of the gaze-holding system is

to maintain a stable foveal image during sustained fixation at a given gaze angle.

1.1.2 Saccades

Saccades are fast, conjugate eye movements which redirect gaze to bring the image of the

object of interest onto the fovea. In the following work, only horizontal saccades will be

considered. A schematic of the major neural pathways involved in the generation of a

horizontal saccade is given in figure (1-3). Physiological studies indicate that saccades are

initiated in response to signals from the visual cortex specifying the spatial location to

which the eyes are to be driven. These signals are conveyed via the superior colliculus

in the midbrain to burst neurons (or bursters) situated in the brain stem. The burst

neurons are normally prevented from discharging by inhibitory omnipause neurons. Just

prior to the onset of a saccade, an inhibitory trigger to the omnipause neurons releases

their inhibition of the bursters, which generate a signal referred to as the pulse. This

signal creates the initial ‘push’ of the eye to overcome orbital viscous drag. The pulse is

conveyed to a complex of neuronal feedback circuits, collectively referred to as the neural

integrator (NI), which integrate the pulse producing a signal called the step. This signal

generates the forces necessary to hold the eye in its new position against orbital elastic
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Figure 1-3: Schematic of the main neural pathways involved in the production of horizontal
saccades. P=omnipause neurons, B=burst neurons, SC=superior colliculus, OMN=ocular
motoneurons, E=saccadic eye movement, NI=neural integrator. Vertical lines represent
individual discharges of neurons. Underneath the schematised neural discharge is a plot
of discharge rate versus time. The schematic plot E shows horizontal eye position versus
time. (Adapted from figure 3.6 of [2]).

restoring forces. The step and pulse signals are then transmitted together to the relevant

motoneurons. These combine the signals to produce a final motor command which is sent

to the extraocular muscles. The muscles then move the eye to the required gaze angle

[2], [5], [6], [18]. In control models of the saccadic system, the ocular motoneurons and

extraocular muscles are collectively referred to as the muscle plant.

The peak velocity of a 30 degree saccade frequently exceeds 500 deg/sec and the movement

can be completed in just 80 msec. Experimental investigation of the dynamic characteristics

of saccades has revealed that the peak velocities and durations of saccades are related

to their amplitudes. This relationship is often referred to as the main sequence [2],

[18]. Saccades can be normometric (accurate) or dysmetric (inaccurate), depending on

factors such as the eccentricity of the target, the type of saccadic task and the state of

the subject [2], [15]. Saccades which overshoot the target are referred to as hypermetric

while those which undershoot are called hypometric. Figure (1-4) shows the time course

of a normometric rightward saccade generated by a normal subject (i.e. one with no known

ocular pathology). As with all eye movement plots presented here, positive eye position

corresponds to rightward gaze, and negative eye position corresponds to leftward gaze.
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Figure 1-4: Recording of a normometric rightward saccade. t = time, g(t) = horizontal
eye position. The position of the target is indicated by the dotted line.

A particular class of hypermetric saccades which are of interest to this study are those

involving a dynamic overshoot. These are small, damped oscillations that follow the

primary saccade with no delay. Dynamic overshoots have been observed in both normal

subjects and those with an ocular pathology [2], [15]. Figure (1-5) shows the time course

of a hypermetric rightward saccade with dynamic overshoot.

1.1.3 Congenital nystagmus

The term nystagmus refers to an oscillatory movement of the eyes. The particular type

of nystagmus which is of interest here is a condition known as congenital nystagmus

(CN). CN is an involuntary, bilateral oscillation of the eyes that is present in approximately

0.025% of the population. The movements are conjugate and occur predominately in the

horizontal plane. CN develops at birth, or shortly afterwards, and persists throughout life

[2], [18], [19], [20], [21]. In the last three decades, infrared reflection and electro-oculography

techniques have been used to accurately record CN time series, enabling CN waveforms

to be objectively analysed. It has been found that considerable variation in the mean

amplitude (1◦-10◦) and frequency (2 Hz-5 Hz) of the oscillation occurs between subjects

[21]. The ability to record CN oscillations has also led to the classification of CN waveforms

into subclasses. This classification is based on the decomposition of the oscillation into fast

and slow phases, depending on the magnitude of the instantaneous eye velocity. In general,
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Figure 1-5: Recording of a hypermetric rightward saccade with dynamic overshoot. t =
time, g(t) = horizontal displacement of the eye. The position of the target is indicated by
the dotted line.

the retinal image is held on the fovea for a short time before a slow phase takes the target

off the fovea. The slow phase is then interrupted by a fast or slow phase which moves the

target towards, or directly onto the fovea [2], [18]-[20]. As a consequence of the reduced

foveation time, nystagmats tend to have poor visual acuity [2], [18], [19]. Schematics of

some typical CN waveforms are shown in figure 1-6, together with the positions of the fast

and slow phases. Some of these oscillation types will now be described in greater detail.

Jerk nystagmus is composed of an increasing exponential slow phase followed by a sac-

cadic fast phase. The nystagmus is referred to as right-beating or left-beating in accor-

dance with the direction of the fast phase [2], [19], [20]. Figure (1-7) is a time series of

a left-beating jerk nystagmus. A variation on the jerk waveform is jerk with extended

foveation (JEF) [20]. As the name suggests, JEF has a longer slow phase than the plain

jerk waveform. Figure (1-8) is a time series of a left-beating JEF oscillation (compare with

figure (1-7)). In some subjects, an extended period of jerk oscillations is followed by a

shorter period of jerks that beat in alternate directions. After this bidirectional phase, the

oscillation reverts to a unidirectional jerk. This phenomenon is known as bias reversal

[2], [20]. The bidirectional waveform associated with bias reversal will be referred to in the

following work as bilateral jerk. Figure (1-9) is a time series of a bilateral jerk oscillation.

Pendular nystagmus consists of sinusoidal slow phase movements. Pendular oscillations

tend to be of larger amplitude than jerk oscillations, and are seen more often in infants
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Figure 1-6: Schematic illustration of 4 waveform types found in congenital nystagmus.
E=eye position, Ė=eye velocity. The durations of the slow phases (SP) and fast phases
(FP) of the waveforms are indicated by the upper and lower solid lines respectively. The
waveforms depicted are: A) pure pendular, B) pure jerk, C) pendular with foveating
saccades and D) pseudocyloid.
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Figure 1-7: Recording of a jerk nystagmus waveform. t = time, g(t) = horizontal displace-
ment of the eye.
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Figure 1-8: Recording of a jerk with extended foveation waveform. t = time, g(t) =
horizontal displacement of the eye.
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Figure 1-9: Recording of a bilateral jerk waveform. t = time, g(t) = horizontal displacement
of the eye.

39



3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8
8

9

10

11

12

13

14

15

16

t (sec)

g(
t) 

(d
eg

)

Figure 1-10: Recording of a pendular waveform. t = time, g(t) = horizontal displacement
of the eye.

than adults [2], [20]. Figure (1-10) is a time series of a pendular nystagmus.

Fourier analysis of CN waveforms has shown that there are marked differences in the

frequency spectra of waveforms from different CN classes, although all CN waveforms have

a strong periodic component [22]. Despite this variety, it has long been postulated by some

researchers that there is a common CN mechanism responsible for generating the different

types of oscillation that have been observed [7], [19], [20]. The most compelling evidence

for this idea is that many CN subjects can exhibit a range of different oscillations over

the same recording period. The type of waveform observed has been found to depend on

environmental factors, and in particular, on the level of attention of the subject [20], [21].

An example of this, which is of interest here, is the finding that some subjects who exhibit

a jerk nystagmus during a fixation task can switch to a pendular nystagmus upon entering

a state of low attention, such as when closing their eyes or daydreaming [20], [21].

The explanation for CN provided by the control theory model of Optican et al is that the

oscillations result from a malfunction of the gaze-holding system due to neural miswiring.

In this scheme, the malfunction causes drift of the eye away from the target, which is

followed by saccades to bring the eye back to the target [7]. Explicit in this idea is the

assumption that the fast phases of nystagmus are corrective; saccades are in fact assumed to

be generated when the retinal error exceeds a set threshold. By modifying parameters, such

as the gain of position and velocity feedback loops in both the gaze-holding and saccadic
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units of their model, Optican et al were able to generate a broad range of CN waveforms

[7]. The nonlinear dynamics model of the saccadic system proposed by Broomhead et al

was obtained by converting parts of the existing control models of the oculomotor system

into corresponding sets of ordinary differential equations. The model also incorporated

some characteristics of burst neurons obtained from empirical data that had been ignored

in the control models. By varying parameters governing the burst neuron characteristics,

and the speed at which burst neurons react to their input signal, Broomhead et al were

able to simulate saccadic dysmetrias-such as dynamic overshoot-and CN oscillations-such

as jerk, bilateral jerk and pendular nystagmus. These simulated eye movements were found

to be attributable to fixed point and limit cycle attractors of the model. The derivation of

the model due to Broomhead et al will be described in greater detail in the next chapter.

The following section presents the mathematical setting for the analysis of the model in

chapters 3-6.

1.2 The general system of first order autonomous ODEs

The material presented here is based on [4], [23], [24], [25], [26], [27] and [28]. Throughout

this section and the following chapters, k.k will be taken to represent the vector and matrix
p norm, unless otherwise specified. Also, 1n represents the n×n identity matrix and 0n×m

the n×m zeros matrix. The expression (x,y)T where x ∈ Rm and y ∈ Rn will be implicitly

taken to mean the vector: ⎛⎝ x

y

⎞⎠

The object of interest in this section will be the general system of n first order autonomous

ordinary differential equations (ODEs) below:

ẋ1 = F1 (x1, x2, . . . , xn)

ẋ2 = F2 (x1, x2, . . . , xn)
...

ẋn = Fn (x1, x2, . . . , xn)

(1.1)

In (1.1), the dot represents differentiation with respect to time d
dt . Thus, ẋi =

dxi
dt ∀1 ≤
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i ≤ n. By setting x = (x1, x2, . . . , xn)
T and F (x) = (F1 (x) , F2 (x) , . . . , Fn (x))

T , (1.1)

can be written in the vectorised form below:

ẋ = F (x) (1.2)

It is assumed that x ∈ W , where W is an open subset of Rn, and that F : W → Rn

is a locally Lipschitz function. The set W is called the state space of the system. The

map F is called the vector field. Given 1 ≤ i ≤ n, the subset of the state space on which

Fi (x1, x2, . . . , xn) = 0 is referred to as the xi nullcline.

The existence and uniqueness of solutions of ẋ = F (x) will be covered first in this section.

This will followed by a discussion of ω-limit sets, and two of the most simple types of ω-limit

sets, fixed points and limit cycles will be defined. Next, the idea of linearising the system

about a fixed point will be introduced. Following this, the asymptotic behaviour of systems

in which solutions can be extended infinitely far forward in time, and are also eventually

confined to a compact subset of W will be discussed. This will lead to a definition of an

attractor which will be used throughout the rest of this work. The section will finish with

a brief discussion of symmetries of vector fields.

1.2.1 Existence and uniqueness of solutions

It can be shown that given x ∈W , there is a maximal open interval J(x) = (a, b) containing

0, such that a solution x(t) of ẋ = F(x) with x(0) = x exists, and is unique on J(x) (a

may be −∞ and b may be +∞). For each x ∈ W , write the solution x (t) as φ(x, t).

The set {φ(x, t) : t ∈ J(x)} is referred to as the trajectory or orbit of ẋ = F(x) passing
through x. Define the set Ω ⊆ W × R by Ω =

n
(x, t)T : x ∈W, t ∈ J (x)

o
. Then Ω is

open in W × R and the map φ : Ω → W defined by φ : (x, t) 7→ φ(x, t) is continuous.

The function φ is referred to as the flow of the system. Define the time set T ⊆ R by

T = {t ∈ R : ∃x ∈W for which t ∈ J (x)}. Also, given t ∈ T , define the t set Ut ⊆ W by

Ut = {x ∈W : t ∈ J (x)} and the time t map φt : Ut → W by φt (x) = φ(x, t) ∀x ∈ Ut.

Then ∀t ∈ T , Ut is open in W , −t ∈ T with U−t = φt (Ut) and φt : Ut → U−t is a

homeomorphism with φ−1t = φ−t. Moreover, 0 is always an element of T , and U0 = W

with φ0 = id|W , where id : Rn → Rn is the identity map. Also, for x ∈ W and s, t ∈ R
such that φt (x) , φs (φt (x)) and φs+t (x) all exist, φs (φt (x)) = φs+t (x). If F is not just

locally Lipschitz but is in fact Ck for some k ≥ 1, the map φ is Ck and φt : Ut → U−t is a
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Ck diffeomorphism ∀t ∈ T .

A subset SW of W is defined to be invariant if given x ∈ SW , J (x) = R and φt (x) ∈ SW

∀t ∈ R. SW is defined to be positively invariant if given x ∈ SW , [0,∞) ⊂ J (x), and

φt (x) ∈ SW ∀t ≥ 0. Similarly, SW is defined to be negatively invariant if given x ∈ SW ,

(−∞, 0] ⊂ J (x), and φt (x) ∈ SW ∀t ≤ 0. If SW is invariant, then {φt (x0) : t ∈ R,x0 ∈ SW}
is said to be a dense orbit of SW if given y ∈ SW , ∀� > 0 there is some t0 ∈ R for which
kφt0 (x0)− yk < �.

Remark: Note that solutions of Ck systems are Ck+1 functions of time. To see this, let

x (t) be a solution of ẋ = F (x) where F is Ck for some k ≥ 0. Then by the discussion
above, x (t) = φ (x (0) , t) ∀t ∈ J (x (0)), where the flow φ : Ω → W is a Ck function of

(x, t)T on Ω. It follows that x (t) is a Ck function of t on J (x (0)). Now ∀t ∈ J (x (0)),

ẋ (t)= F (x (t)). Thus, since a composition of Ck functions is itself Ck, ẋ (t) is Ck on

J (x (0)). This implies that x (t) is Ck+1 on J (x (0)).

1.2.2 ω-limit sets of ẋ = F (x)

Given x ∈W for which [0,∞) ⊂ J (x), the ω-limit set ω (x) ⊆W of x is defined as below:

ω (x) =
©
y ∈W : ∃ (tn) ⊂ [0,∞) with tn →∞ as n→∞ and φtn (x)→ y as n→∞ª

Each element of ω (x) is referred to as an ω-limit point of x. It can be shown that ω (x) is

closed.

Fixed points

A point x̄ ∈W is called a fixed point of ẋ = F(x) if F (x̄) = 0. It follows that x̄ is invariant.

Also ω (y) = x̄ for all y ∈W such that φt (y)→ x̄ as t→∞. In particular, ω (x̄) = x̄.

Given δ > 0, and x ∈ Rn, define the ball Bδ (x) ⊆W by:

Bδ (x) = {y ∈W : ky − xk < δ}

A fixed point x̄ is defined to be Liapunov stable if ∀� > 0, ∃δ > 0 such that ∀y ∈ Bδ (x̄),

φt (y) ∈ B� (x̄) ∀t ≥ 0. x̄ is defined to be quasi-asymptotically stable if ∃δ > 0 such that
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∀y ∈ Bδ (x̄), φt (y) → x̄ as t → ∞. x̄ is defined to be asymptotically stable (or simply
stable) if it is both Liapunov stable and quasi-asymptotically stable. x̄ is defined to be

unstable if it is not Liapunov stable.

Limit cycles

A periodic orbit of ẋ = F (x) of period T is a set S ⊂W which can be written as

S = {φt (y) : 0 ≤ t < T}

for some y ∈ W for which [0, T ] ⊂ J (y), φT (y) = y and φt (y) 6= y for all 0 < t < T .

It can be shown that S is invariant, with S = {φt (y0) : 0 ≤ t < T} for all y0 ∈ S. Also,
ω (y) = S ∀y ∈ S. S is called a limit cycle of period T if there is an open neighbourhood

U of S which contains no periodic orbits other than S itself.

Given δ > 0, and a set V ⊆W , define the δ-neighbourhood N (V, δ) ⊆W of V by:

N (V, δ) = {y ∈W : ∃x ∈ V with ky− xk < δ}

A limit cycle S is defined to be Liapunov stable if ∀� > 0, ∃δ > 0 such that ∀y ∈ N (S, δ),
φt (y) ∈ N (S, �) ∀t ≥ 0. S is defined to be quasi-asymptotically stable if ∃δ > 0 such that
∀y ∈ N (S, δ), φt (y) → S as t → ∞. S is defined to be asymptotically stable (or simply
stable) if it is both Liapunov stable and quasi-asymptotically stable. S is defined to be
unstable if it is not Liapunov stable. A related concept is that of a phase-coherent limit

cycle. A limit cycle S is defined to be phase-coherent if ∃δ > 0 such that ∀y ∈ N (S, δ),
∃x ∈ S with φt (y) → φt (x) as t → ∞. If F is C1 it can be shown that, generically, a
stable limit cycle is a phase-coherent limit cycle. It will be assumed in the following work

that all stable limit cycles of the saccadic system model are phase-coherent.

There is another type of orbit of ẋ = F (x) which will be of importance later. Let x̄ ∈ W

be a fixed point of ẋ = F (x) and assume y ∈ W\ {x̄} such that J (y) = R. The orbit

Γ = {φt (y) : t ∈ R} is defined to be homoclinic to x̄ if φt (y) → x̄ as t → ∞ and as

t → −∞. It can be shown that Γ is invariant, Γ ∩ {x̄} is empty, and for any y0 ∈ Γ,
Γ = {φt (y0) : t ∈ R} with φt (y

0)→ x̄ as t→ ±∞.
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1.2.3 Linearising ẋ = F (x) about a fixed point

Assume that the vector field F :W → Rn is C1. Let x̄ ∈W be a fixed point of ẋ = F (x),

and write DF(x̄) for the Jacobian matrix of partial derivatives of F evaluated at x̄. By

Taylor expanding F about 0, ẋ = F(x) can be written as ẇ = DF(x̄)w+O
³
kwk2

´
, where

w = x− x̄. The linearisation of ẋ = F(x) about x̄ is the linear system defined on Rn which

is obtained by ignoring the O
³
kwk2

´
term:

ż = DF(x̄)z (1.3)

The vector field of (1.3) is obviously Lipschitz (it is in fact C∞), and so solutions exist and

are unique. It can be shown that ∀z ∈ Rn, J (z) = R. Hence, the time set is R, and ∀t ∈ R
the t set is Rn. Moreover, ∀t ∈ R the time t map Lt : Rn → Rn is C∞, and is defined by:

Lt (x) = eDF(x̄)tx (1.4)

Write {λ1, . . . , λn} for the eigenvalues of the Jacobian matrix DF(x̄). x̄ is defined to be

hyperbolic if none of {λ1, . . . , λn} have zero real part. In this case, DF(x̄) is invertible and
so 0 = (0, 0, . . . 0)T is the unique fixed point of ż =DF(x̄)z. The importance of the lineari-

sation is that the behaviour of ẋ = F (x) about a hyperbolic fixed point x̄ is determined

by the behaviour of ż =DF(x̄)z about 0. More precisely, the Hartman-Grobman Theorem

states that there is a homeomorphism H mapping some open neighbourhood Ux̄ of x̄ in

W to an open neighbourhood V0 of 0 in Rn with the following properties:

1. H (x̄) = 0.

2. If x ∈ Ux̄ then ∀t such that φt (x) ∈ Ux̄:

H ◦ φt (x) = Lt ◦H (x) (1.5)

The conjugacy (1.5) shows that H maps trajectories of ẋ = F(x) in Ux̄ to trajectories of

ż =DF(x̄)z in V0 in such a way as to preserve the parameterisation of trajectories with

time. An important consequence of this is that the stability of x̄ as a fixed point of

ẋ = F(x) is determined by the stability of 0 as a fixed point of ż =DF(x̄)z: x̄ is stable if

all the λks have negative real part and unstable if any of the λks have positive real part.
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If F :W → Rn is Ck for some 1 ≤ k ≤ ∞ and {λ1, . . . , λn} satisfy nonresonance conditions,
the map H is not just a homeomorphism, but is a Ck diffeomorphism. The fixed point x̄

is then said to be Ck linearisable. {λ1, . . . , λn} are said to have a resonance of order j if
there is some i with 1 ≤ i ≤ n and a vector (α1, . . . , αn)

T ∈ Zn with Pn
m=1 αm = j and

λi =
Pn

m=1 αmλm. An extended version of the Hartman-Grobman Theorem states that

H is a C1 diffeomorphism, provided that there is no reordering of {λ1, . . . , λn} for which
λ1 = λ2 + λ3 with Re {λ2} < 0 and Re {λ3} > 0. Sternberg’s Theorem states that when

k ≥ 2, H is a Ck diffeomorphism with DH (x̄) = 1n if and only if {λ1, . . . , λn} have no
resonances of order r with 2 ≤ r ≤ k.

In the case where k ≥ 2 and the eigenvalues of linearisation have no resonances of order 2,
H is C2 and so can be expanded as a Taylor series about x̄, giving:

H (x) = x− x̄+O
³
kx− x̄k2

´
Using the above, it can be shown that given λ with λ > max1≤i≤nRe {λi}, there is a δ > 0
with Bδ (x̄) ⊂ Ux̄ and a constant K > 0 such that if x ∈ Bδ (x̄), then ∀t ≥ 0 for which
φt (x) ∈ Bδ (x̄)

φt (x)− x̄ = Lt (x− x̄) + S (t) (1.6)

where:

kS (t)k ≤ Keλtδ2 (1.7)

If Re {λi} < 0 ∀ 1 ≤ i ≤ n (so x̄ is a stable fixed point of ẋ = F (x)), it can be shown that

given λ with max1≤i≤nRe {λi} < λ < 0, there is a δ > 0 with Bδ (x̄) ⊂ Ux̄, and a constant

K > 0 such that if x ∈ Bδ (x̄), then φt (x) ∈ Ux̄ ∀t ≥ 0 with

φt (x)− x̄ = Lt (x− x̄) + S (t) (1.8)

where:

kS (t)k ≤ Keλt kx− x̄k2 (1.9)

Note that in this case, for a given x with kx− x̄k < δ, the difference S (t) between the solu-

tion {Lt (x− x̄) : t ≥ 0} of the linearised dynamics and the shifted solution {φt (x)− x̄ : t ≥ 0}
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of the nonlinear dynamics goes to 0 as t→∞.

1.2.4 Eventually compact systems

Assume that all solutions of ẋ = F (x) can be extended infinitely far forward in time. i.e.

[0,∞) ⊂ J (x) ∀x ∈ W . It follows that the time set is R, and ∀t ≥ 0 the t set is W .

Also assume that there is some compact subset C of W such that solutions are eventually

confined to C (i.e. ∀x ∈W , ∃t0 (x) > 0 such that φt (x) ∈ C ∀t ≥ t0 (x)). A system which

satisfies these conditions will be referred to in the following as eventually compact. For

such a system, given x ∈W , the ω-limit set ω (x) of x can be shown to have the following

properties:

1. ω (x) is nonempty, compact and invariant.

2. ω (x) ⊆ C.

3. φt (x)→ ω (x) as t→∞.

The asymptotic behaviour of all solutions is therefore determined, in that as t→∞, every
point in W converges to its ω-limit set, which is an invariant, compact subset of W lying

in C. It is useful to partition W on the basis of the ω-limit sets. For each x ∈ W , define

the set [x] ⊆W by:

[x] = {y ∈W : ω (y) = ω (x)} (1.10)

It is possible to find an index set I and a set of points {xi : i ∈ I} in W such that every

point of W lies in one and only one [xi]. W can then be written as the disjoint unionS
i∈I [xi] and the ω-limit sets as the distinct collection {ω (xi) : i ∈ I}. For each i ∈ I,

all points in [xi] converge to ω (xi) as t →∞. This scheme is illustrated schematically in
figure (1-11).

Attractors of eventually compact systems

An ω-limit set A = ω (xi) is defined to be an attractor of the eventually compact system

ẋ = F (x) if it has a dense orbit, and there is some open subset N of W with A ⊂ N

such that N is positively invariant, and φt (N) → A as t → ∞. With this definition,
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Figure 1-11: ω-limit sets of the eventually compact system ẋ = F (x).

quasi-asymptotically stable fixed points and quasi-asymptotically stable limit cycles of

ẋ = F (x) are attractors. Also, assuming that no unstable fixed point of ẋ = F (x) is

quasi-asymptotically stable, unstable fixed points are not attractors. Similarly, assuming

that no unstable limit cycle is quasi-asymptotically stable, unstable limit cycles are not

attractors. If A = ω (xi) is an attractor, its basin of attraction B (A), is defined by:

B (A) = {y ∈W : φt (y)→ A as t→∞} (1.11)

Since every point ofW converges to its ω-limit set, [xi] ⊆ B (A). It follows that B (A) = [xi]
if A is a quasi-asymptotically stable fixed point.

1.2.5 Symmetries of F

A diffeomorphism σ : W → W is called a symmetry of the vector field F if for all x ∈ W ,

J (σ (x)) = J (x) with φt (σ (x)) = σ (φt (x)) ∀t ∈ J (x). σ therefore maps the trajectories

of the system into each other, in that if x (t) is the unique solution of ẋ = F (x) with

x (0) = x, then y (t) defined by y (t) = σx (t) is the unique solution with y (0) = σx. It

can be shown that if σ is a symmetry of F, then for each k ∈ Z, σk is also a symmetry of
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F. i.e. for all x ∈ W , J
¡
σk (x)

¢
= J (x) with φt

¡
σk (x)

¢
= σk (φt (x)) ∀t ∈ J (x). Define

the set Gσ by:

Gσ =
©
. . . , σ−2, σ−1, id, σ, σ2 . . .

ª
(Here id : W → W is the identity map. Also given r ≥ 1, σr is defined as the r-fold

composition of σ, and similarly, σ−r is defined as the r-fold composition of σ−1). Gσ is a

group under the group operation of composition, and will be referred to as the symmetry

group generated by σ. For the case that σp = id for some p ≥ 2, Gσ is the finite group

Gσ =
©
id, σ, σ2 . . . , σp−1

ª
, which is isomorphic to Zp.

If solutions of ẋ = F (x) can be extended infinitely far forward in time, it follows that

∀ρ ∈ Gσ:

ρ ◦ φt = φt ◦ ρ : t ≥ 0

For each ρ ∈ Gσ, ρ therefore conjugates the time t map φt ∀t ≥ 0. If solutions are also
eventually confined to a compact set C ⊂W (so ẋ = F (x) is eventually compact), then for

each ρ ∈ Gσ the ω-limit sets of the system can be shown to have the following properties:

1. ∀i ∈ I, ρ (ω (xi)) = ω (ρ (xi)) and [ρ (xi)] = ρ ([xi]).

2. x̄ is a fixed point of ẋ = F (x) iff ρ (x̄) is a fixed point. Additionally, x̄ is stable iff ρ (x̄)

is stable and x̄ is unstable iff ρ (x̄) is unstable.

3. S is a limit cycle of ẋ = F (x) of period T iff ρ (S) is a limit cycle of period T . Addi-

tionally, S is stable iff ρ (S) is stable, and S is unstable iff ρ (S) is unstable.

4. A = ω (xi) is an attractor of ẋ = F (x) with basin of attraction B (A) iff ρ (A) =
ω (ρ (xi)) is an attractor with basin of attraction ρ (B (A)).

5. The set z (ρ) ⊆W defined by:

z (ρ) = {x ∈W : ρ (x) = x}

is positively invariant.
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Chapter 2

The saccadic system model

The construction of the nonlinear dynamics model proposed by Broomhead et al is de-

scribed in this chapter. Following this, the analysis of the model presented in chapters 3-6

is outlined.

2.1 Local feedback hypotheses for saccade generation

Recall from section 1.1.2 that during a saccade, burst neurons discharge in response to a

signal from the visual cortex which specifies the required eye location. Current knowledge

of the firing characteristics of burst neurons is based on a comprehensive study conducted

by Van Gisbergen et al [3]. Through single neuron recordings from alert monkeys, Van

Gisbergen et al found that the rate of firing of burst neurons is a nonlinear, saturating

function of the dynamic motor error, which is the difference between the required eye

position and the current eye position. The existing control theory models of the saccadic

system are based on one of two hypotheses regarding how the dynamic motor error signal

is computed. In the position feedback hypotheses, the motor error ε, is assumed to be

given by ε = g∗ − n, where g∗ is the desired gaze angle supplied by the visual cortex, and

n is the output of the neural integrator (the step), which is taken to be an estimate of the

current eye position [3], [7], [8]. In the displacement feedback hypotheses, the output

of the burst neurons b (the pulse) is assumed to be integrated by a separate resettable

integrator (RI) to obtain an estimate of current eye displacement s. The motor error

is then obtained from ε = ∆g − s, where ∆g is the desired gaze displacement provided
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Figure 2-1: Position feedback hypotheses of saccadic generation. A copy of the step n,
is fed back from the neural integrator to generate the motor error ε. The gaze angle is
denoted by g.

Figure 2-2: Displacement feedback hypotheses of saccadic generation. A copy of the pulse
b, is integrated to obtain an estimate of current eye displacement s, which is fed back to
generate the motor error ε. The gaze angle is denoted by g.

by the visual cortex. The epithet ‘resettable’ refers to the fact that in this scheme, s is

required to be set to 0 at the beginning of each saccade [9], [10], [11]. In both schemes, ε is

driven to 0, causing the gaze angle g to be bought to the required value. The position and

displacement feedback hypotheses are illustrated in figures (2-1) and (2-2) respectively.

More recent models of the saccadic system have been based on the displacement feedback

hypothesis, owing to neurophysiological studies of the superior colliculus, which have pro-

vided strong evidence for a neural correlate of ∆g [9]. The model of Broomhead et al also

assumes the displacement feedback hypothesis [14]. It does not, however, include the input

from the omnipause neurons (cf. section 1.1.2). This is in contrast to the control models,

which incorporate the contribution of the omnipause neurons. The derivation of the model

equations will now be described.
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2.2 Equations for the muscle plant and NI

In the control models of the saccadic system, the muscle plant is assumed to behave like a

second order linear system with time constants T1 and T2 such that T2 À T1 [3], [7], [8].

This characterisation of the muscle plant is based on experimental measurements of eye

dynamics during saccades, and leads to the following second order ODE for the gaze angle

g

g̈ +

µ
1

T1
+
1

T2

¶
ġ +

1

T1T2
g =

1

T1T2
n+

µ
1

T1
+
1

T2

¶
b

where n and b are the driving signals from the neural integrator and bursters respectively.

Writing v for the eye velocity ġ, the above system can be expressed as the pair of coupled

first order ODEs below:

ġ = v (2.1)

v̇ = −
µ
1

T1
+
1

T2

¶
v − 1

T1T2
g +

1

T1T2
n+

µ
1

T1
+
1

T2

¶
b (2.2)

Similarly, the neural integrator is modelled as a first-order linear system with time constant

TN such that TN À 0 [3], [7], [8]. This characterisation leads to the equation:

ṅ = − 1

TN
n+ b (2.3)

It should be noted that the neural integrator is not assumed to be a perfect integrator,

but is ‘leaky’ (a perfect integrator would have a time constant of ∞). This reflects the
experimental observation that following a saccade, there is a slow, exponential drift of the

eye back towards its initial position [2], [5], [6]. Equations (2.1)-(2.3) will be collectively

referred to as the plant equations.

2.3 Equations for the burst neurons and RI

In order to understand the reasoning behind the derivation of the equations corresponding

to the burst neurons and resettable integrator, it is necessary to first describe the properties

of the burst neurons in slightly more detail. The material presented here relating to burst

neuron characteristics is based on the results of Van Gisbergen et al [3].

52



Figure 2-3: Trajectories in the firing rate against motor error phase plane obtained from
recordings of a right burst neuron during saccades of different amplitudes. The vertical
axis denotes firing rate in spikes/sec while the horizontal axis denotes motor error in steps
of 10 degrees. (Reproduced from figure 7 of [3]).

Individual burst neurons are divided into those that fire maximally for rightward saccades

and those that fire maximally for leftward saccades. The direction of eye movement for

which a burster fires maximally is referred to as its ‘on’ direction and the opposite direction

is referred to as its ‘off’ direction. The net burst signal b is then given by r − l, where r

is the output of the right burst neurons and l is the output of the left burst neurons. Van

Gisbergen et al investigated the responses of individual right and left burst neurons by

recording their firing rates during saccades made over a range of amplitudes, and plotting

the corresponding trajectories in the firing rate against motor error phase plane. It was

found that the trajectories contracted quickly to a unique curve in the phase plane before

converging slowly to the origin (cf. figure (2-3). By flipping the response curves from

left burst neurons about the firing rate axis, and then averaging over all response curves,

Van Gisbergen et al were able to obtain a single curve describing the mean response of

all neurons (cf. figure (2-4)). In the on direction, this mean burster response curve was

observed to have the form of an increasing exponential function that saturates at large

motor errors. In the off direction, the curve was found to be approximately zero except

for a small maximum close to zero error (cf. figure (2-4)). The off response is believed

to correspond to a braking saccade; this is a small tug at the end of the saccade in the

direction opposite to that of the eye movement. The braking saccade helps prevent the

inertia of the eye causing overshoot of the target. Van Gisbergen et al also proposed that
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Figure 2-4: Mean burst neuron response curve obtained by Van Gisbergen et al. The
vertical axis denotes firing rate in spikes/sec while the horizontal axis denotes motor error
in degrees. (Reproduced from figure 7 of [3]).

the left and right bursters exhibitmutual inhibition; that is the firing of the left bursters

inhibits that of the right bursters and vice versa.

The control models of the saccadic system that have been referred to here ignore both the

off response and the effect of mutual inhibition [3], [7], [8]. In these models, the mean right

and left burster responses are represented by the functions FC (ε) and FC (−ε) respectively
where:

FC(ε) =

⎧⎨⎩ α0
³
1− e−ε/β

0´
if ε ≥ 0

0 if ε < 0

Here α0 and β0 are positive parameters [3], [7], [8]. As ε → ∞, FC (ε) → α0. α0 therefore

determines the magnitude of the saturated on response. Also, FC(β0) = α0(1− e−1), and

hence β0 determines how quickly the saturation occurs as ε is increased. The following

pair of ODEs are a model of the burst neurons and resettable integrator based on the

assumptions of the control models:

ḃ =
1

�
(−b+HC (ε))

ṡ = b

In the above, � is a small positive parameter, and HC (ε) is given by:
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HC (ε) = FC (ε)− FC (−ε) = α0 sign (ε)
³
1− e−|ε|/β

0´
Note that the resettable integrator is assumed to be a perfect integrator. Using ε = ∆g−s,
the ODEs can be written in terms of ε and b only as:

ḃ =
1

�
(−b+HC (ε)) (2.4)

ε̇ = −b (2.5)

Equations (2.4)-(2.5) are an example of a so-called slow-fast system [4], [27], [29], [30].

Slow-fast systems have the general form

ẋ =
1

�
f (x,y)

ẏ = g (x,y)

or

ẋ = f (x,y)

ẏ = �g (x,y)

where x ∈ Rm, y ∈ Rn, f : Rm+n → Rm, g : Rm+n → Rn and � > 0 is small. Such

systems are common when modelling physical behaviour with 2 time scales, such as heart

and nerve cell dynamics [29]. There is a standard way to deduce the behaviour of slow-

fast systems. Since � is assumed to be small, |ẋ| À |ẏ| except in the neighbourhood of
the solution set of f (x,y) = 0. This set is referred to as the slow manifold (SM).

Assuming that the slow manifold is attracting, trajectories contract rapidly onto it with

y (t) ≈ y (0). On the SM, the motion is governed by the equation for y. As � is decreased,
trajectories contract onto the SM more quickly and follow it more closely [4], [27], [29],

[30]. In the case of equations (2.4)-(2.5), the slow manifold is the b nullcline, b = HC (ε).

Trajectories outside the neighbourhood of b = HC (ε) will therefore contract rapidly onto

it, parallel to the b axis. On b = HC (ε), the motion is governed by the equation for ε̇. As

sign (HC (ε)) = sign (ε), it follows that trajectories on the SM will move along it to the

stable fixed point at the origin (0, 0)T . The origin is thus the unique attractor of the system,

with basin of attraction R2. Figure (2-5) is a plot of several trajectories generated by (2.4)-
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Figure 2-5: Plot of trajectories of (2.4)-(2.5) generated by the initial condition (0,∆g)T for
∆g = −30, −20, −10, 0, 10, 20 and 30 when α0 = 800, β0 = 6 and � = 0.001 (black lines).
The slow manifold b = HC (ε) is indicated by the red line.

(2.5) for initial conditions of the form (0,∆g)T when α0 = 800, β0 = 6 and � = 0.001. Such

trajectories correspond to saccades of ∆g degrees. The slow manifold b = HC (ε) is also

shown. The behaviour of the trajectories is seen to be as predicted in the discussion above.

Comparing figure (2-5) to figure (2-3) indicates that the model has captured the basic

properties of trajectories in the firing rate against motor error phase plane observed by

Van Gisbergen et al: namely that the trajectories undergo fast contraction onto a unique

curve followed by a slower convergence to the origin. The parameter � can be thought of

as a measure of how quickly bursters respond to the motor error signal, with the response

time decreasing as � is decreased.

A more physiologically realistic model of the bursters needs to include the off response and

mutual inhibition neglected by the control models. One approach to incorporating the off

response is to represent the mean right and left burster responses by the functions F (ε)

and F (−ε) respectively, where:

F (ε) =

⎧⎨⎩ α0
³
1− e−ε/β

0´
if ε ≥ 0

−α
β εe

ε/β if ε < 0
(2.6)

Here α0, β0, α and β are all positive parameters. F (ε) preserves the form of the on response

used by the control models and also accounts for the off response through the function
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Figure 2-6: Plot of the burster response function F (ε) defined in (2.6) for α0 = 800, β0 = 6,
α = 200, β = 1.5.

−α
β εe

ε/β. For ε ≤ 0, F (ε) is a nonnegative function of ε with a global maximum at

(−β, αe ), such that F (ε) → 0 as ε → −∞. α therefore determines the magnitude of the

off response, while β determines the range over which this response is effective. Note that

F is continuous on R. Figure (2-6) is a plot of the burster response function F (ε) for the

parameter values α0 = 800, β0 = 6, α = 200, β = 1.5 (cf. figure (2-4)). The following set of

ODEs for the burst neurons and resettable integrator has a similar structure to the model

(2.4)-(2.5), but incorporates both the off response and mutual inhibition:

ṙ =
1

�

¡−r − γrl2 + F (ε)
¢

(2.7)

l̇ =
1

�

¡−l − γlr2 + F (−ε)¢ (2.8)

ε̇ = − (r − l) (2.9)

Again, � is a small positive parameter determining the response time of the bursters. γ ≥ 0
is a parameter which represents the strength of the mutual inhibition. The functional

form of each mutual inhibition term has been taken to be quadratic in the activity of the

inhibiting neuron. This turns out to be the simplest polynomial term that gives a system

which cannot be reduced to one that depends only on b and ε [17]. Equations (2.7)-(2.9)

will be collectively referred to as the burster equations. In contrast to (2.4)-(2.5), the

burster equations consider the right and left bursters separately, and therefore comprise a

bilateral model of burst neuron dynamics.
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2.4 The bilateral saccadic model

Combining the plant equations (2.1)-(2.3) with the burster equations (2.7)-(2.9) and using

b = r− l leads to the bilateral model of the saccadic system proposed by Broomhead et al

[14]:

ġ = v (2.10)

v̇ = −
µ
1

T1
+
1

T2

¶
v − 1

T1T2
g +

1

T1T2
n+

µ
1

T1
+
1

T2

¶
(r − l) (2.11)

ṅ = − 1

TN
n+ r − l (2.12)

ṙ =
1

�

¡−r − γrl2 + F (ε)
¢

(2.13)

l̇ =
1

�

¡−l − γlr2 + F (−ε)¢ (2.14)

ε̇ = − (r − l) (2.15)

This set of 6 coupled ODEs will be referred to as the saccadic equations. The time

constants of the plant and neural integrator are set to the values used in the control model

proposed by Optican et al [7]. These are T1 = 0.15, T2 = 0.012 and TN = 25. γ is fixed

at 0.05. The parameters α0 and β0 are fixed at α0 = 600 and β0 = 9, on the basis that

saccades modelled using these values have durations and peak velocities which follow the

main sequence for nystagmats (cf. section 1.1.2) [14]. The parameters of the model are

therefore α, β and �, representing the off response magnitude, off response range and burst

neuron response time respectively. These can be combined to give the parameter vector

α = (α, β, �)T . By assumption, α ∈ Π where:

Π =
n
(α, β, �)T : α, β, � > 0

o
(2.16)

Solutions of the saccadic equations with initial condition (0, 0, 0, 0, 0,∆g)T simulate sac-

cades to the gaze angle ∆g from an initial angle of 0. Such solutions will be referred

to from now on as saccade-modelling solutions. The ultimate objects of interest in

the following work are the gaze time series {g (t) : t ≥ 0} of saccade modelling solutions
obtained for α in the subset ΠP of Π defined below:

ΠP =
n
(α, β, �)T : 0 < α < α0, 1.5 < β < 6, 0 < � < 0.05

o
(2.17)
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Broomhead et al found that for many choices of α in ΠP , the saccade modelling-solutions

gave biologically realistic gaze time series [14] . ΠP will henceforth be referred to as the

physiological parameter range.

2.5 Outline of the model analysis

By setting x = (g, v, n)T and y = (r, l, ε)T , the saccadic equations can be written in the

form

ẋ = Ax+By (2.18)

ẏ = Y (y) (2.19)

where

A =

⎛⎜⎜⎜⎝
0 1 0

−P2 −P1 P2

0 0 − 1
TN

⎞⎟⎟⎟⎠ (2.20)

B =

⎛⎜⎜⎜⎝
0 0 0

P1 −P1 0

1 −1 0

⎞⎟⎟⎟⎠ (2.21)

with

P1 =
1

T1
+
1

T2
(2.22)

P2 =
1

T1T2
(2.23)

and:

Y (r, l, ε) =

⎛⎜⎜⎜⎝
1
�

¡−r − γrl2 + F (ε)
¢

1
�

¡−l − γlr2 + F (−ε)¢
−(r − l)

⎞⎟⎟⎟⎠ (2.24)

By setting z = (x,y)T = (g, v, n, r, l, ε)T , the saccadic equations can also be written as

ż = Z (z) (2.25)
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where:

Z (z) =

⎛⎝ Ax+By

Y (y)

⎞⎠ (2.26)

The plant equations (2.18) are seen to be a linear set of equations which are forced by

the output y (t) of the autonomous burster equations (2.19). The saccadic equations are

therefore a skew-product [31]. This fact simplifies their analysis, as it enables many impor-

tant properties to be inferred from the burster equations. In particular, the skew-product

structure implies that there is a one-to-one correspondence between the attractors of the

burster and saccadic equations, when the attractors are stable fixed points or stable limit

cycles.

Chapters 3 and 4 are an analysis of the burster equations. This analysis culminates in

a proposed classification of the attractors of the burster equations in an α range Π̂P

containing ΠP , in which the attractors are argued to be stable fixed points or stable limit

cycles. The classification includes a description of the morphology of the error time series

associated with limit cycle attractors. Chapter 5 is an analysis of the saccadic equations

modelled on that of the burster equations. It finishes with a classification of the attractors

of the saccadic equations for α in Π̂P . This classification includes a description of the

morphology of the gaze time series associated with limit cycle attractors. In chapter 6, the

work of the preceding chapters is used to obtain a classification of the gaze angle times

series associated with saccade-modelling solutions that simulate biologically realistic eye

movements for α in ΠP .

2.6 The rescaled burster equations

In analysing the burster equations, it is useful to rescale time by τ = t
� . Doing so introduces

the related system of equations

dy

dτ
= X (y) (2.27)

where the vector field X : R3→ R3 is defined by:

X (y) = �Y (y) (2.28)
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Given v0 ∈ R3, if v (τ) solves dy
dτ= X (y) on the open interval (a, b) with v (0) = v0, then

w (t) defined by w (t) = v
¡
t
�

¢ ∀t ∈ (�a, �b) solves ẏ = Y (y) on (�a, �b) with w (0) = v0.
Conversely, if w (t) solves ẏ = Y (y) on (a, b) with w (0) = v0, then v (τ) defined by

v (τ) = w (�τ) ∀τ ∈ ¡a� , b�¢ solves dy
dτ= X (y) on

¡
a
� ,

b
�

¢
with v (0) = v0. The dynamics of

ẏ = Y (y) and dy
dτ= X (y) are therefore equivalent, up to the rescaling of time t→ τ . Both

systems will be referred to in the following work as the burster equations. Also, dydτ will be

written as ẏ, unless the two different time scales are being explicitly considered.
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Chapter 3

Analysis of the burster equations

I: Fixed points

This chapter and the following chapter comprise an analysis of the (rescaled) burster equa-

tions ẏ = X(y). In this chapter, basic properties of the equations are discussed such as

the existence/uniqueness of solutions and the existence of attractors. The chapter finishes

with a full classification of the fixed points of the equations in the (β, α) plane. Included in

this classification are curves on which bifurcations of the equations are believed to occur.

3.1 Vector field

Equations (2.24) and (2.28) imply that the vector field X : R3 → R3 is as below:

X (r, l, ε) =

⎛⎜⎜⎜⎝
−r − γrl2 + F (ε)

−l − γlr2 + F (−ε)
−�(r − l)

⎞⎟⎟⎟⎠ (3.1)

The (rescaled) burster equations ẏ = X(y) are therefore given explicitly by:

ṙ = −r − γrl2 + F (ε) (3.2)

l̇ = −l − γlr2 + F (−ε) (3.3)

ε̇ = −�(r − l) (3.4)
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As F is continuous on R, X is continuous on R3. Also since F (0) = 0 for all parameter

values, the origin 0 = (0, 0, 0)T is always a fixed point of the burster system.

3.1.1 Smoothness of the vector field

The existence/uniqueness and smoothness properties of solutions of ẏ = X(y) are deter-

mined by the smoothness properties of the vector field X (cf. section 1.2). The latter is

addressed in this section.

In order to examine the smoothness of F , it is useful to introduce the functions f, h : R→ R

defined ∀ε ∈ R by

f(ε) = α0
³
1− e−ε/β

0´
(3.5)

and:

h(ε) = −α
β
εeε/β (3.6)

It follows from (2.6) that F can be written as:

F (ε) =

⎧⎨⎩ f(ε) if ε ≥ 0
h(ε) if ε < 0

(3.7)

The vector field X can then be expressed as a piecewise function involving f and h in the

following way:

X (r, l, ε) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎝
−r − γrl2 + f(ε)

−l − γlr2 + h(−ε)
−�(r − l)

⎞⎟⎟⎟⎠ for ε ≥ 0

⎛⎜⎜⎜⎝
−r − γrl2 + h(ε)

−l − γlr2 + f(−ε)
−�(r − l)

⎞⎟⎟⎟⎠ for ε < 0

(3.8)

f and h are both C∞ on R with kth derivatives Dkf and Dkh given by

Dkf(ε) =
(−1)k−1 α0¡

β0
¢k e−ε/β

0
(3.9)
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and:

Dkh(ε) = − α

βk

µ
k +

1

β
ε

¶
eε/β (3.10)

As f and h are C∞ on R, X is C∞ on R\P , where P is defined to be the plane:

P =
n
(r, l, ε)T ∈ R3 : r, l ∈ R, ε = 0

o
(3.11)

X is, however, not differentiable at P as F is not differentiable at 0. To see this, note that

F is right differentiable at 0 with right derivative Λ+ = Df(0) and left differentiable at 0

with left derivative Λ− = Dh (0). Explicitly:

Λ+ =
α0

β0
(3.12)

Λ− = −α
β

(3.13)

It follows that Λ+ > 0 and Λ− < 0. Hence, Λ+ 6= Λ−, and so F is not differentiable at 0.

X is therefore not smooth at P , and so is a piecewise C∞ function about P . Note that

when Λ+ and Λ− are considered as functions of the system parameters, Λ− = Λ− (α, β)

and Λ+ is a constant (the exact value of Λ+ is 2003 ).

Smoothness of the vector field as a function of y and α

It will be useful when examining the bifurcations of ẏ = X (y) to consider X as a function

of both the space variable y and the parameter variable α, X : R3×Π→ R3. Noting that

the α and β dependence of X comes from the α and β dependence of F , and hence from

the α and β dependence of h, X (y;α) can be written as

X (r, l, ε;α, β, �) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎝
−r − γrl2 + f(ε)

−l − γlr2 + h(−ε;α, β)
−�(r − l)

⎞⎟⎟⎟⎠ for ε ≥ 0

⎛⎜⎜⎜⎝
−r − γrl2 + h(ε;α, β)

−l − γlr2 + f(−ε)
−�(r − l)

⎞⎟⎟⎟⎠ for ε < 0

where h : R× (0,∞)× (0,∞)→ R is defined in (3.6) above. It can be seen from equation

(3.6) that h (ε;α, β) is C∞ on R× (0,∞)× (0,∞). It follows that as a function of both y
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and α, X is C∞ on
¡
R3\P¢×Π.

3.1.2 Existence and uniqueness of solutions of the burster system

It can be shown that the vector field X of the burster system is locally Lipschitz on R3.

Solutions of ẏ = X (y) therefore exist and are unique (cf. section 1.2.1). Additionally, it

is possible to show that all solutions of ẏ = X (y) can be extended infinitely far forward

in time: i.e. for each y ∈ R3, [0,∞) ⊂ J (y), where J (y) is the maximal open interval on

which the unique solution y (τ) with y (0) = y exists. Proofs of these claims are given in

sections A.1.1 and A.1.2. It follows from these results that the time set of ẏ = X (y) is R,

and that the τ set is R3 ∀τ ≥ 0. In addition, the flow φ is continuous, and ∀τ ≥ 0, the
time τ map φτ : R3 → φτ

¡
R3
¢
is a homeomorphism with φ−1τ = φ−τ .Moreover, for y ∈ R3

and τ1, τ2 ∈ R such that φτ2 (y) , φτ1
¡
φτ2 (y)

¢
and φτ1+τ2 (y) all exist φτ1

¡
φτ2 (y)

¢
=

φτ1+τ2 (y). In particular, given y ∈ R3, φτ1
¡
φτ2 (y)

¢
= φτ1+τ2 (y) ∀τ1, τ2 ≥ 0. Finally, if

y (τ) is a solution of ẏ = X (y), y (τ) is C1 on J (y (0)).

3.1.3 C∞ extensions of the vector field

Define N+, N− ⊂ R3 by:

N+ =
n
(r, l, ε)T : r, l ∈ R, ε ≥ 0

o
(3.14)

N− =
n
(r, l, ε)T : r, l ∈ R, ε ≤ 0

o
(3.15)

Then R3 = N+ ∪ N− and N+ ∩ N− = P . It will be useful in the analysis of the burster

system to extendX|N+ out into N− andX|N− out into N+ so as to generate two C∞ vector
fields X+ and X− which agree with X in N+ and N− respectively. This can be done in

a natural way by using the C∞ maps f and h. Define the maps X+,X− : R3 → R3 as

follows:

X+ (r, l, ε) =

⎛⎜⎜⎜⎝
−r − γrl2 + f(ε)

−l − γlr2 + h(−ε)
−�(r − l)

⎞⎟⎟⎟⎠ (3.16)
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X− (r, l, ε) =

⎛⎜⎜⎜⎝
−r − γrl2 + h(ε)

−l − γlr2 + f(−ε)
−�(r − l)

⎞⎟⎟⎟⎠ (3.17)

Then since f and h are both C∞ on R it follows thatX+ andX− are C∞ on R3. Moreover,

equations (3.8), (3.16) and (3.17) imply that X+|N+ = X|N+ and X−|N− = X|N− .

Smoothness of the extended vector fields as functions of y and α

When discussing bifurcations of ẏ = X (y) in chapter 4, it will be necessary to discuss

the bifurcations of the systems ẏ = X+ (y) and ẏ = X− (y) associated with the extended

vector fields X+ and X−. Consequently, X± will be considered as a function of both the

space variable y and the parameter variable α, X± : R3 × Π→ R3. Recall from section

3.1.1 that when considered as functions of both ε and the parameters α and β, h is C∞

on R × (0,∞) × (0,∞). If follows easily that X± (y;α) is a C∞ function of y and α on

R3 ×Π.

3.1.4 Existence and uniqueness of solutions of the extended systems

Since X± is C∞, it is Lipshitz, and so solutions of the extended systems ẏ = X+ (y) and

ẏ = X− (y) exist and are unique (cf. section 1.2.1). Given y ∈ R3, denote the maximal
open interval on which the unique solution y± (τ) of ẏ = X± (y) with y± (0) = y exists

by J± (y). Additionally, denote the flow of ẏ = X± (y) by φ
±, the time set by T± and the

τ set by U±τ for τ ∈ T±. The following facts about the extended system ẏ = X± (y) can

then be easily deduced.

1. φ± is C∞.

2. ∀τ ∈ T±, the map φ±τ : U±τ → U±−τ is a C∞ diffeomorphism with
¡
φ±τ
¢−1

= φ±−τ .

3. For y ∈ R3 and τ1, τ2 ∈ R such that φ±τ2 (y) , φ
±
τ1

¡
φ±τ2 (y)

¢
and φ±τ1+τ2 (y) all exist,

φ±τ1
¡
φ±τ2 (y)

¢
= φ±τ1+τ2 (y).

4. If y (τ) is a solution of ẏ = X± (y), y (τ) is C∞ on J± (y (0)).

Also, note that X± (0) = 0, and so the origin is a fixed point of ẏ = X± (y).
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The relation between the vector fields X± and X can be translated into a relation between

the associated flows φ±τ and φτ . Given y ∈ R3, assume that (τ1, τ2) ⊆ J (y) with φτ (y) ∈
N+ ∀τ ∈ (τ1, τ2). Define y(τ) by y (τ) = φτ (y) ∀τ ∈ (τ1, τ2). Then y (τ) solves ẏ = X (y)
on (τ1, τ2). Hence since X+|N+ = X|N+ , y(τ) solves ẏ = X+ (y) on (τ1, τ2), implying that
(τ1, τ2) ⊆ J+ (y) with φ+τ (y) = φτ (y) ∀τ ∈ (τ1, τ2). Similarly if y ∈ R3 such that
(τ1, τ2) ⊆ J (y) with φτ (y) ∈ N− ∀τ ∈ (τ1, τ2), then (τ1, τ2) ⊆ J− (y) with φ−τ (y) =

φτ (y) ∀τ ∈ (τ1, τ2).

3.2 Physiological state space and attractors

The state space of the burster system ẏ = X (y) is R3. However, r and l represent the spik-

ing rates of neurons, and so are nonnegative quantities. All biologically feasible trajectories

of ẏ = X (y) must therefore be confined to the set S defined below:

S = R2+ ×R =
n
(r, l, ε)T ∈ R3 : r, l ≥ 0, ε ∈ R

o
(3.18)

S will be referred to as the physiological state space of the burster system. Conveniently,

S is positively invariant. To see this, let y (τ) = (r (τ) , l (τ) , ε (τ))T be a solution of

ẏ = X (y) with y (0) ∈ S. Then r (0) , l (0) ≥ 0. The r equation (3.2) shows that ṙ (τ) > 0
whenever r (τ) < 0. It follows that r (τ) ≥ 0 ∀τ ≥ 0. Similarly, l (τ) ≥ 0 ∀τ ≥ 0.

Thus, y (τ) ∈ S ∀τ ≥ 0. Note that since the trajectories of ultimate interest have initial
condition (0, 0,∆g)T , these are confined to S for all τ ≥ 0, limiting the possibility of

biologically unrealistic behaviour.

It will further be assumed in the following work that for the choices of α of interest, all

trajectories are eventually confined to a compact set C = C (α) ⊂ S of the form:

C =
n
(r, l, ε)T ∈ R3 : 0 ≤ r, l ≤ αM , |ε| ≤ εM

o
(3.19)

(By all trajectories being eventually confined to C is meant that given y ∈ R3, there is
τC (y) > 0 such that φτ (y) ∈ C ∀τ ≥ τC (y)). Consequently, ẏ = X (y) is eventually

compact, by assumption (cf. section 1.2.4). Given y ∈ R3, write ω (y) for the ω-limit set
of y in ẏ = X (y). Then, as discussed in detail in section 1.2.4, there is an index set IB

and a set of points {yi : i ∈ IB} in R3 such that R3 can be written as the disjoint unionS
i∈IB [yi], and the ω-limit sets can be written as the distinct collection {ω (yi) : i ∈ IB}
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where for each i ∈ IB:

[yi] =
©
y ∈ R3 : ω (y) = ω (yi)

ª
Moreover, ∀i ∈ IB, ω (yi) is a compact, invariant set lying in C, and all points in [yi]

converge to ω (yi) as τ → ∞. Also recall that A = ω (yi) is defined to be an attractor of

ẏ = X (y) if it has a dense orbit, and there is some open subset N of R3 with A ⊂ N such

that N is positively invariant and φτ (N)→ A as τ →∞. Given an attractor A, its basin
of attraction B (A) is the set of all points which converge to it as τ →∞.

It should be noted that since the ω-limit sets of ẏ = X (y) all lie in C, they must all lie

in S. Thus all fixed points, limit cycles and attractors of the burster system lie in the

physiological state space.

3.3 Symmetry

Define the map σ : R3 → R3 through the 3× 3 matrix below:

σ =

⎛⎜⎜⎜⎝
0 1 0

1 0 0

0 0 −1

⎞⎟⎟⎟⎠ (3.20)

Given y = (r, l, ε)T ∈ R3, σy =(l, r,−ε)T . Hence by (3.1):

X (σy) = X (l, r,−ε) =

⎛⎜⎜⎜⎝
−l − γlr2 + F (−ε)
−r − γrl2 + F (ε)

−�(l − r)

⎞⎟⎟⎟⎠ = σ

⎛⎜⎜⎜⎝
−r − γrl2 + F (ε)

−l − γlr2 + F (−ε)
−�(r − l)

⎞⎟⎟⎟⎠ = σX (y)

This holds ∀y ∈ R3 and so:

X ◦ σ = σ ◦X (3.21)

The conjugacy (3.21) implies that if y (τ) solves ẏ = X (y) on the interval (a, b), then σy (τ)

also solves ẏ = X (y) on (a, b). Moreover, σ2 = 13, and so for all y ∈ R3, J (σy) = J (y)

with φτ (σy) = σφτ (y) ∀τ ∈ J (y). This can be seen in the following way. Given y ∈ R3,
let y (τ) = φτ (y) ∀τ ∈ J (y). Then y (τ) solves ẏ = X (y) on J (y) with y (0) = y. It
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follows that σy (τ) solves ẏ = X (y) on J (y) with σy (0) = σy. Hence, J (y) ⊆ J (σy)

and ∀τ ∈ J (y), φτ (σy) = σy (τ) = σφτ (y). Also, since σy (τ) solves ẏ = X (y) on

J (σy), σ2y (τ) = y (τ) must solve ẏ = X (y) on J (σy), implying that J (σy) ⊆ J (y).

Thus, J (σy) = J (y). σ is therefore a symmetry of the vector field X (cf. section 1.2.5).

Moreover, as σ2 = 13, the symmetry group Gσ generated by σ is Gσ = {13, σ}, which is
isomorphic to Z2.

Define the plane D by:

D =
n
(x, x, ε)T ∈ R3 : x, ε ∈ R

o
(3.22)

Then in terms of the state space, σ is equivalent to reflection in D followed by reflection in

P . The symmetry of the vector field under σ simplifies the analysis of the burster system.

In particular, since ẏ = X (y) is eventually compact, it follows from the discussion at the

end of section 1.2.5 that ẏ = X (y) has the following properties:

1. ∀τ ≥ 0

φτ ◦ σ = σ ◦ φτ (3.23)

2. ∀i ∈ IB, σω (yi) = ω (σyi) and [σyi] = σ [yi].

3. ȳ is a fixed point of ẏ = X (y) iff σȳ is a fixed point. Also, ȳ is stable iff σȳ is stable,

while ȳ is unstable iff σȳ is unstable.

4. C is a limit cycle of ẏ = X (y) of period T iff σC is a limit cycle of period T . Also, C is
stable iff σC is stable and C is unstable iff σC is unstable.

5. A = ω (yi) is an attractor of ẏ = X (y) with basin of attraction B (A) iff σ (A) = ω (σyi)

is an attractor with basin of attraction σ (B (A)).

6. The set z (σ) defined by

z (σ) =
©
y ∈ R3 : σy = yª

is positively invariant.

Note that properties 3-5 imply fixed points, limit cycles and attractors of ẏ = X (y) are
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either symmetry invariant, or come in symmetry-related pairs. Explicitly, z (σ) is given

by

z (σ) =
n
(r, l, ε)T : (l, r,−ε)T = (r, l, ε)T

o
from which it follows that z (σ) is the line L0 where:

L0 = {(x, x, 0)T : x ∈ R} (3.24)

On L0 the dynamics are described by:

ẋ = −(1 + γx2)x (3.25)

The system (3.25) has the unique fixed point x = 0. Additionally, ẋ > 0 for x < 0 and

ẋ < 0 for x > 0 and so x = 0 is globally attracting. In terms of the full system ẏ = X (y),

it can be concluded that L0 is a stable 1-dimensional manifold of the origin 0. Since L0

is a consequence of the symmetry of the system, its existence and form do not depend on

the choice of α.

Equations (3.16), (3.17) and (3.20) imply that for each y = (r, l, ε)T ∈ R3:

X+ (σy) = X+ (l, r,−ε) =

⎛⎜⎜⎜⎝
−l − γlr2 + f(−ε)
−r − γrl2 + h(ε)

−�(l − r)

⎞⎟⎟⎟⎠ = σ

⎛⎜⎜⎜⎝
−r − γrl2 + h(ε)

−l − γlr2 + f(−ε)
−�(r − l)

⎞⎟⎟⎟⎠ = σX− (y)

Hence:

X+ ◦ σ = σ ◦X− (3.26)

In addition to conjugating the vector field X, the map σ therefore also conjugates the

extended vector fields X+ and X−. Using a similar argument to the one above which

showed that σ is a symmetry ofX, it follows from the conjugacy (3.26) that for each y ∈ R3,
J− (σy) = J+ (y) with φ−τ (σy) = σφ+τ (y) ∀τ ∈ J+ (y). Recall from section 3.1.3 that if y ∈
R3 such that (τ1, τ2) ⊆ J (y) with φτ (y) ∈ N± ∀τ ∈ (τ1, τ2), then (τ1, τ2) ⊆ J± (y) with

φ±τ (y) = φτ (y) ∀τ ∈ (τ1, τ2). Hence, since L0 is positively invariant and L0 ⊆ N+ ∩N−,
this means that for each y ∈ L0, [0,∞) ⊂ J± (y) with φ±τ (y) = φτ (y) ∀τ ∈ [0,∞). L0

is therefore a stable 1-dimensional manifold of 0 in the extended systems ẏ = X+ (y) and
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ẏ = X− (y) also. Moreover, the dynamics of both ẏ = X+ (y) and ẏ = X− (y) on L0 are

given by (3.25).1

3.4 The slow manifold

Equations (3.2)-(3.4) indicate that for small �, the burster equations are a slow-fast system

with a slow manifold SM given by the intersection of the r and l nullclines (cf. section

2.3). Equations (3.2) and (3.3) imply that the r and l nullclines are the surfaces Ir and Il

defined below:

Ir =

½³
F (ε;α,β)
1+γl2

, l, ε
´T
: l, ε ∈ R

¾
(3.27)

Il =

½³
r, F (−ε;α,β)

1+γr2
, ε
´T
: r, ε ∈ R

¾
(3.28)

(3.27) and (3.28) show that σIr = Il. It follows that SM is invariant under the symmetry

since σSM = σ(Ir ∩ Il) = (σIr) ∩ (σIl) = Il ∩ Ir = SM . As SM is an intersection of two

surfaces, it is a union of curves. Also, since SM is an intersection of nullclines, it must

contain all fixed points of the burster system. By (3.4), a given fixed point (r∗, l∗, ε∗)T of

ẏ = X (y) will have r∗ = l∗. Fixed points will therefore lie on the intersection of SM with

the plane r = l (i.e. the plane D).

The discussion of slow-fast systems in section 2.3 implies that trajectories of the burster

system outside the neighbourhood of SM will contract very rapidly onto it parallel to the

(r, l) plane. On SM the dynamics are governed by the equation for ε̇: trajectories therefore

move along SM in the positive ε direction for r < l and in the negative ε direction for r > l.

As � is decreased, the contraction onto SM becomes more rapid and trajectories follow SM

more closely. As � is increased, the contraction becomes less rapid and trajectories no

longer follow SM . Note from the forms of Ir and Il that SM is a function of α and β only;

that is SM = SM (α, β).

For each choice of (α, β) in the range (0,∞)× (0,∞), the slow manifold can be computed
in the following way. For a given value of εM , the points on SM with ε coordinate equal

1Note that since L0 is a positively invariant set of ẏ = X± (y), T± = R.
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to εM have the form (rM , lM , εM)
T , where rM and lM satisfy the pair of equations:

rM(1 + γl2M)− F (εM ;α, β) = 0 (3.29)

lM(1 + γr2M)− F (−εM ;α, β) = 0 (3.30)

Let F1 = F (εM ;α, β) and F2 = F (−εM ;α, β). Rearranging (3.29) for rM , substituting
into (3.30) and then rearranging for lM gives:

l5M − F2l
4
M +

2

γ
l3M −

2F2
γ

l2M +
1

γ

µ
F 21 +

1

γ

¶
lM − F2

γ2
= 0 (3.31)

For a real solution of (3.31), the corresponding value of rM is then obtained from:

rM =
F1

1 + γl2M
(3.32)

By varying εM over an ε range of interest, and performing this calculation for each choice

of εM , it is therefore possible to calculate all the points of the slow manifold over the

range. Since σSM = SM , if y1, ....,yk are the points on SM with ε coordinate = εM , the

corresponding points on SM with ε coordinate = −εM are σy1, ...., σyk. In computing

SM over an ε range symmetric about ε = 0, it is therefore only necessary to calculate the

points lying in N+ or N−: the remaining points can be obtained by applying σ.

Note from (3.32) that for each choice of εM , rM ≥ 0 since F1 ≥ 0. The symmetry therefore
implies that lM ≥ 0 also. The slow manifold must therefore lie in the physiological state
space S.

3.4.1 Geometry

It has been shown above that for a given choice of α and β, the points (rM , lM , εM)
T of SM

lying in N+ can be obtained by considering the solutions of (3.31) for nonnegative values

of εM . For εM ≥ 0, F1 = F (εM ;α, β) = f (εM) and F2 = F (−εM ;α, β) = h (−εM ;α, β).
A solution of (3.31) is therefore a root of the quintic polynomial GM (lM ; εM , α, β) = 0

where:

GM (lM ; εM , α, β) = l5M − h (−εM ;α, β) l4M +
2

γ
l3M −

2h (−εM ;α, β)
γ

l2M

+
1

γ

µ
f (εM)

2 +
1

γ

¶
lM − h (−εM ;α, β)

γ2
(3.33)
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For each εM ≥ 0, GM (lM ; εM , α, β) has 1, 3 or 5 real roots, as the complex solutions to

a general polynomial equation come in conjugate pairs. SM therefore intersects the plane

ε = εM at 1, 3 or 5 points. Moreover, GM (lM ; εM , α, β) always has at least 1 real root, and

so SM ∩N+ must extend infinitely into S ∩N+ in the positive ε direction. As εM → 0+,

both f (εM) and h (−εM ;α, β)→ 0 and so GM (lM ; εM , α, β)→ GM (lM ; 0, α, β) uniformly

over bounded |lM |, where from (3.33):

GM (lM ; 0, α, β) = lM

µ
l4M +

2

γ
l2M +

1

γ2

¶

The only real root of GM (lM ; 0, α, β) is 0. Substituting lM = 0 into (3.32) gives rM = 0.

For εM ≥ 0 small, there is therefore only one point on SM . This point is approximated by

0; the error in the approximation approaches zero as εM → 0+, and equals zero at εM = 0.

For εM ≥ 0 small, SM is therefore a single curve which intersects P at 0.

As εM → ∞, h (−εM ;α, β) → 0 and so GM (lM ; εM , α, β) → ḠM (lM ; εM , α, β) uniformly

over bounded |lM |, where:

ḠM (lM ; εM , α, β) = lM

µ
l4M +

2

γ
l2M +

1

γ

µ
f (εM)

2 +
1

γ

¶¶
(3.34)

The only real root of ḠM (lM ; εM , α, β) is lM = 0. Substituting lM = 0 into (3.32) gives

rM = f (εM). For εM ≥ 0 large, there is therefore only one point on SM . This point is

approximated by (f (εM) , 0, εM)
T , with the error in the approximation approaching zero

as εM →∞. For large εM ≥ 0, SM is thus a single curve C+1 , which converges to the curve

Ĉ+1
def
=
n
(f (εM) , 0, εM)

T : εM ≥ 0
o
as εM →∞. As εM is decreased from a large positive

value to 0, additional roots of GM (lM ; εM , α, β) may be created or destroyed as local

maxima and minima of GM (lM ; εM , α, β) cross the lM -axis. Such events will correspond

to turning points in the corresponding curves that comprise SM . It follows that C+1 will

extend to the plane P from above, and may have turning points between P and εM ≥ 0
large. The fact that C+1 extends to the plane P identifies it as the single curve which

comprises SM for εM ≥ 0 small, and intersects P at 0. Hence, SM = C+1 for εM ≥ 0 small
as well as εM ≥ 0 large. For intermediate values of εM ≥ 0, SM may contain other curves

in addition to C+1 . Moreover, as roots of GM (lM ; εM , α, β) are created or destroyed in

pairs, any such curves will be closed loops.

By the symmetry of the slow manifold under σ it can be deduced that SM ∩ N− always
contains the curve C−1 defined by C−1 = σC+1 . C−1 intersects the origin, and converges
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to the curve Ĉ−1
def
= σĈ+1 =

n
(0, f (εM) ,−εM)T : εM ≥ 0

o
as εM → −∞. Additionally,

SM = C−1 for εM ≤ 0 with |εM | small and εM ≤ 0 with |εM | large, while for intermediate
values of εM ≤ 0, C−1 may have turning points, and SM may contain additional closed

loops to C−1 . Any additional loops will map to corresponding ones in SM ∩N+.

The existence of SM places a strong restriction on the behaviour of the burster system

for small �. One important restriction is that trajectories cannot cross the plane P . This

follows from the fact that for |εM | small, SM is the single curve C+1 ∪ C−1 . Consequently,
a trajectory which crosses P must do so on C+1 ∪ C−1 . This cannot happen as C+1 = σC−1
and thus ε̇ has opposite signs on C+1 and C−1 . Another important restriction pertains to

the attractors of the system. Fix α with � small, and assume that the burster system has

an attractor which is not a fixed point. Consider a trajectory on this attractor. Portions of

the trajectory must lie on SM . As SM is a union of curves, this suggests that the attractor

is a limit cycle or a homoclinic orbit. Thus, for generic choices of α with � small, the only

attractors that the burster system may have are fixed points and limit cycles. In particular,

for sufficiently small α, it is possible to deduce that the unique attractor of the burster

system is the origin. To see this, note that as α → 0 for a fixed β, h (−εM ;α, β) → 0

uniformly in εM ≥ 0. This implies that as α→ 0, GM (lM ; εM , α, β)→ ḠM (lM ; εM , α, β)

uniformly in εM and lM for εM ≥ 0 and |lM | bounded, where ḠM (lM ; εM , α, β) is defined

in (3.34). It was shown above that for each εM ≥ 0, the only real root of ḠM (lM ; εM , α, β)

is lM = 0, giving the point (f (εM) , 0, εM)
T on SM . It follows that for small α, SM = C+1

in N+ where C+1 is approximated by the curve Ĉ+1 defined above, with the error in the

approximation tending to zero as α→ 0. The symmetry of the system then implies that for

small α, SM = C−1 in N− where C−1 is approximated by the curve Ĉ
−
1 defined above, with

the error in the approximation tending to 0 as α→ 0. Note that since f is independent of

α and β, Ĉ±1 is also independent of α and β. Figures (3-1)-(3-2) show SM together with

the curves Ĉ+1 and Ĉ−1 for {α = 20, β = 2.25} and {α = 200, β = 22.5}. It can be seen in
both cases that SM ∩N± = C±1 , and that C

±
1 is well approximated by Ĉ±1 . Now consider

what happens to trajectories y (τ) = (r (τ) , l (τ) , ε (τ))T of the burster system for α small

when � is small. First consider trajectories with initial condition in ε 6= 0. If ε (0) > 0,

y (τ) will contract to SM at C+1 . As C
+
1 is approximated by Ĉ

+
1 , C

+
1 \ {0} will lie entirely

in r > l. This implies that ε̇ < 0 on C+1 \ {0} and so y (τ) will contract to the origin
along C+1 . All trajectories with initial condition in ε > 0 will thus converge to the origin

in N+. By symmetry, this implies that all trajectories with initial condition in ε < 0 will
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Figure 3-1: Projection of SM (α, β) (red dots) and the curves Ĉ±1 (black lines) onto the
(r − l, ε) plane for α = 20, β = 2.25.
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Figure 3-2: Projection of SM (α, β) (red dots) and the curves Ĉ±1 (black lines) onto the
(r − l, ε) plane for α = 200, β = 22.5.
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converge to the origin in N−. Now consider trajectories with initial condition in ε = 0. If

r (0) > l (0), ε̇ (0) < 0 and so y (τ) will move into ε < 0, from where it will converge to

0 in N−, as argued above. By symmetry, if r (0) < l (0), y (τ) will converge to 0 in N+.

If ε (0) = 0 and r (0) = l (0), y (0) ∈ L0 and so y (τ) will converge to 0 along L0. All

trajectories with initial condition on ε = 0 will therefore also converge to the origin. It has

thus been shown that all trajectories will converge to the origin, implying that the origin

is globally attracting in this case.

3.4.2 An example of the form of SM

The projection of SM onto the (ε, r) , (ε, l) and (r − l, ε) planes is plotted for the choice of

parameters {α = 98, β = 1.5} in figures (3-3)-(3-6). Also plotted are the trajectories of the
burster system generated by the initial condition {r(0) = l(0) = 0, ε(0) = 2} for � = 0.001
and � = 0.005. Note that this initial condition corresponds to a rightward saccade of 2◦.

SM is seen in this case to be composed of the curves C±1 together with two closed loops

C±2 ⊂ N±, that map into each other under the symmetry. Also C+1 lies entirely in r > l

while C−1 lies entirely in r < l. Since ε (0) = 2 and SM = C+1 for ε = 2, both trajectories

initially contract onto C+1 . As C
+
1 lies in r > l, the trajectories then slowly move down

this curve in the ε direction towards the origin, which is a stable fixed point in this case.

The trajectory generated with the smaller value of � is seen to follow C+1 more closely.

3.5 Fixed points

3.5.1 Conditions for existence

Equations (3.2)-(3.4) show that fixed points of ẏ = X (y) have the form (x∗, x∗, ε∗)T , where

x∗ and ε∗ solve the pair of equations:

γx3∗ + x∗ = F (ε∗) (3.35)

γx3∗ + x∗ = F (−ε∗) (3.36)

Subtracting (3.35) from (3.36) gives:

F (ε∗) = F (−ε∗) (3.37)
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Figure 3-3: Projection of the slow manifold SM onto the (ε, r) plane for α = 98, β = 1.5
(dotted lines). The trajectories generated by the initial condition r(0) = l(0) = 0, ε(0) = 2
for � = 0.001 and � = 0.005 are shown by the solid lines 1 and 2 respectively. Arrows
indicate the direction of time.
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Figure 3-4: Projection of the slow manifold SM onto the (ε, l) plane for α = 98, β = 1.5
(dotted lines). The trajectories generated by the initial condition r(0) = l(0) = 0, ε(0) = 2
for � = 0.001 and � = 0.005 are shown by the solid lines 1 and 2 respectively. Arrows
indicate the direction of time. See figure (3-5) for details of trajectories.
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Figure 3-6: Projection of the slow manifold SM onto the (r − l, ε) plane for α = 98, β = 1.5
(dotted lines). The trajectories generated by the initial condition r(0) = l(0) = 0, ε(0) = 2
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indicate the direction of time.
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Figure 3-7: The curves y = G(x), y = G(x) − F∗ and y = G(x) − α0, where G(x) =
x(γx2 + 1).

ε∗ must therefore satisfy (3.37). Since equation (3.37) is symmetric in ε∗, it can be assumed

that ε∗ is nonnegative. Using the definition of F given in (3.7), equation (3.37) can be

rewritten for nonnegative ε∗ as:

f(ε∗) = h(−ε∗) (3.38)

Writing F∗ = F (ε∗) results in the following equation for x∗:

γx3∗ + x∗ − F∗ = 0 (3.39)

Define G(x) by G(x) = γx3+x = x(γx2+1). Real solutions to (3.39) are then real zeros of

G(x)− F∗, and correspond geometrically to intersections of the curve y = G(x)− F∗ with

the x axis. This curve is obtained by displacing the curve y = G(x) by −F∗ parallel to the
y axis. Thus, since G is a strictly increasing function of x and F∗ ≥ 0 (F is a nonnegative

function), y = G(x)− F∗ crosses the x axis once in x ≥ 0 (cf. figure (3-7)). Each solution
ε∗ of (3.38) therefore gives rise to a single real nonnegative solution x∗ of (3.39). x∗ can

therefore be considered a function of ε∗, x∗ (ε∗). Note that x∗ (ε∗) will be a continuous

function of ε∗ on [0,∞). Moreover, since F∗ is a strictly increasing function of ε∗, figure
(3-7) shows that x∗ is a strictly increasing function of ε∗ on [0,∞) with x∗ (0) = 0. Also,

F∗ < α0 with F∗ → α0 as ε∗ →∞ and so x∗ < xM with x∗ → xM as ε∗ →∞, where xM is

the single real root of G(x)− α0 (cf. figure (3-7) again).
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Figure 3-8: Intersections of f(ε) and h(−ε) on the positive real line.

For a given fixed point (x∗, x∗, ε∗)T , (x∗, x∗,−ε∗)T = σ (x∗, x∗, ε∗)T is also a fixed point,

as mentioned in section 3.3. Since f(0) = h(0) = 0, equation (3.38) always has the trivial

solution ε∗ = 0. x∗ (0) = 0 and so this trivial solution gives rise to the fixed point at the

origin, which maps to itself under σ. A nontrivial solution ε∗ > 0 of (3.38) will give rise to

the pair of distinct fixed points (x∗, x∗, ε∗)T and (x∗, x∗,−ε∗)T , with x∗ > 0 (x∗ (ε∗) > 0

for ε∗ > 0).

Note that equation (3.38) implicitly involves the parameters α, β, α0 and β0 while equation

(3.39) involves the parameter γ. Since it is assumed that α0, β0 and γ are fixed, this implies

that when ε∗ and x∗ are considered as functions of the system parameters, ε∗ and x∗ are

functions of α and β only, ε∗ (α, β) and x∗ (α, β); they are independent of �.

3.5.2 Nontrivial fixed points

Geometrically, a nontrivial solution of (3.38) corresponds to an intersection of the graph

of f(ε) with the graph of h(−ε) on the positive real line. Intuitively, such an intersection
can occur in two ways, as illustrated in figure (3-8). Since α0 and β0 are fixed, f(ε) is fixed.

By varying α and β, intersections of f(ε) and h(−ε) are obtained by varying the shape of
h(−ε). In the case where there is a single nontrivial intersection, the nontrivial solution of
(3.38) will be written as ε1. In the case where there is a double intersection, the nontrivial

solutions will be written as ε1 and ε2 with ε2 < ε1. The two fixed points associated with a

given nontrivial solution εi can be written as y±i where y
±
i = (xi, xi,±εi)T and xi satisfies
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γx3i + xi − Fi = 0 (3.40)

with Fi = F (εi) = f (εi). Note that when y±i is considered as a function of α, y±i =

y±i (α, β), as εi = εi (α, β) and xi = xi (α, β). From equation (3.6) it can be seen that

for a fixed β and ε > 0, h(−ε) is a strictly increasing function of α. Since f(ε) is fixed,
the geometry of f(ε) and h(−ε) then implies that for a fixed β, ε1 is a strictly increasing

function of α, while ε2 is a strictly decreasing function of α (cf. figure (3-8)). As xi is a

strictly increasing function of εi, this in turn implies that for a fixed β, x1 is a strictly

increasing function of α, while x2 is a strictly decreasing function of α.

The intersections of the graphs of f(ε) and h(−ε) on the positive real line can be understood
by considering the corresponding tangents at 0, ε1 and ε2. Recall from section 3.1.1 that

the right derivative of f(ε) at 0 is Λ+ and the left derivative of h(ε) at 0 is Λ−. Λ+ therefore

represents the tangent to the graph of f(ε) at 0, while −Λ− represents the tangent to the
graph of h(−ε) at 0. Also, the tangents to f(ε) and h(−ε) at εi are represented by Γ+i and
−Γ−i respectively where Γ+i = Df(εi) and Γ−i = Dh(−εi). Using (3.9) and (3.10) gives the
following explicit forms for Γ+i and Γ

−
i :

Γ+i =
α0

β0
e−εi/β

0
= Λ+e

−εi/β0 (3.41)

Γ−i = −α
β

µ
1− 1

β
εi

¶
e−εi/β = Λ−

µ
1− 1

β
εi

¶
e−εi/β (3.42)

Note that when Γ+i and Γ
−
i are considered as functions of α,

Γ+i = Γ
+
i (α, β) = Dεf(εi (α, β))

and:

Γ−i = Γ
−
i (α, β) = Dεh(−εi (α, β) ;α, β)

Λ± and Γ±1 are illustrated in figure (3-9) together with the graphs of f(ε) and h(−ε) on
the positive real line for the choice of parameters {α = 200, β = 1.5}. Figures (3-8) and
(3-9) suggest that the intersection behaviour of f(ε) and h(−ε) changes with the sign of
Λ+ + Λ−. Noting from (3.13) that Λ+ = −Λ− is equivalent to α = Λ+β, the 3 cases

α > Λ+β, α = Λ+β and α < Λ+β are now considered in turn.
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Figure 3-9: The tangents to f(ε) and h(−ε) at 0 and ε1 for the choice of parameters
α = 200, β = 1.5.

1. α > Λ+β (Λ+ < −Λ−)

Case (1) of figure (3-8) suggests that in this range there is only one nontrivial solution to

(3.38), ε1.

2. α < Λ+β (Λ+ > −Λ−)

Case (2) of figure (3-8) suggests that in this range it is possible to have 2 nontrivial solutions

of (3.38). By a continuity argument, these solutions must be created through a tangency

of f(ε) and h(−ε). For a given β, let the value of α at which the graphs of f(ε) and h(−ε)
are tangent at a point on the positive real line be T (β). Then since f(ε) is fixed, and

h(−ε) is a strictly increasing function of α for a fixed β and ε > 0, the geometry of f(ε)

and h(−ε) implies that for α > T (β) there are 2 nontrivial solutions {ε1, ε2} to (3.38),
while for α < T (β) there are no nontrivial solutions. At the point of tangency, there is one

nontrivial solution ε1 which satisfies the pair of equations below:

f(ε1) = h(−ε1) (3.43)

Γ+1 = −Γ−1 (3.44)

Using (3.43) and (3.44) it is possible to obtain a parametric representation of the curve

α = T (β). For a given ε1 = θ > 0, let the corresponding values of β and α for which the

curves are tangent at θ be βT (θ) and αT (θ) respectively. (Note that with this notation,

for β = βT (θ), T (β) = αT (θ)). Substituting into equations (3.43) and (3.44) gives the
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following pair of equations for θ, βT (θ) and αT (θ):

α0
³
1− e−θ/β

0´
=

αT
βT

θe−θ/βT (3.45)

Λ+e
−θ/β0 =

αT
βT

µ
1− θ

βT

¶
e−θ/βT (3.46)

e−θ/β
0
can be eliminated from (3.45) and (3.46), resulting in the following expression for

e−θ/βT :

e−θ/βT =
βTΛ+
αT

µµ
1− θ

βT

¶
+

θ

β0

¶−1
(3.47)

Substituting (3.47) into (3.46) and rearranging for βT yields:

βT (θ) =
β0θ

³
1− eθ/β

0´
β0
¡
1− eθ/β

0¢
+ θ

(3.48)

Substituting (3.48) into (3.47) and rearranging for αT gives:

αT (θ) =
α0βT (θ)eθ/βT (θ)

β0 + θ
³
1− β0

βT (θ)

´ (3.49)

Equations (3.48) and (3.49) give the curve α = T (β) in terms of the parameter θ. Note that

βT (θ) and αT (θ) are smooth functions of θ for θ > 0, the range of interest. Differentiating

βT (θ) and αT (θ) in θ > 0 gives

DβT (θ) =
P (θ)¡

β0
¡
1− eθ/β

0¢
+ θ
¢2 (3.50)

and

DαT (θ) = Λ+e
θ
³

1
βT (θ)

− 1
β0
´
DβT (θ) (3.51)

where:

P (θ) =
¡
β0
¢2
e2θ/β

0 −
³
2
¡
β0
¢2
+ θ2

´
eθ/β

0
+
¡
β0
¢2

Fix θ > 0 and consider the inequality P (θ) > 0:

P (θ) > 0
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⇐⇒ ¡
β0
¢2 ³

1 + e2θ/β
0´

>
³
2
¡
β0
¢2
+ θ2

´
eθ/β

0

⇐⇒ ¡
β0
¢2 ³

e−θ/β
0
+ eθ/β

0´
> 2

¡
β0
¢2
+ θ2

⇐⇒ 2
¡
β0
¢2 ³

cosh θ
β0 − 1

´
> θ2

⇐⇒ cosh θ
β0 − 1 > θ2

2(β0)2

By Taylor’s Theorem, cosh θ
β0 = 1 +

θ2

2(β0)2
+ 1

6 sinh
ξ
β0

³
θ
β0

´3
for some ξ ∈ (0, θ). It follows

from the above that P (θ) > 0 ⇐⇒ sinh ξ
β0

³
θ
β0

´3
> 0. As θ, ξ > 0, sinh ξ

β0

³
θ
β0

´3
> 0

and so P (θ) > 0. Hence, P (θ) > 0 ∀θ > 0. Equations (3.50) and (3.51) then imply that

DαT (θ),DβT (θ) > 0 ∀θ > 0. Both βT (θ) and αT (θ) are thus increasing functions of θ on

(0,∞).

This information can be used to understand the shape of the curve α = T (β) in the (β, α)

plane. Begin by considering what happens to βT (θ), αT (θ) as θ → 0. At θ = 0, βT (θ) is of

the form 0
0 . It can be shown using L’Hôpital’s rule that limθ→0+ βT (θ) = 2β

0. Substituting

into (3.49) implies that limθ→0+ αT (θ) = 2α
0. As βT (θ) and αT (θ) are increasing functions

of θ, it follows that ∀θ > 0, βT (θ) > 2β0 and αT (θ) > 2α0. In the (β, α) plane, the curve

α = T (β) therefore lies in the region
n
(β, α)T : β > 2β0, α > 2α0

o
with T (β) → 2α0 as

β → 2β0+. Since
¡
2β0, 2α0

¢
lies on the line α = Λ+β, this means that the curve α = T (β)

converges to α = Λ+β at this point.

The shape of the curve α = T (β) can be further understood by considering the derivative

of T (β). As βT (θ) and αT (θ) are smooth functions of θ for θ > 0, T (β) is a smooth function

of β for β > 2β0 with DT (β) = DαT (θ)
DβT (θ)

. Substituting (3.50) and (3.51) into this expression

gives

DT (β) = Λ+e
θ
³
1
β
− 1
β0
´

(3.52)

where β = βT (θ). Note that β > 2β0 ⇒ 1
β − 1

β0 < 0 ⇒ 0 < e
θ
³
1
β
− 1
β0
´
< 1 ⇒ 0 <

DT (β) < Λ+. Also limθ→0+ βT (θ) = 2β0 implies limβ→2β0+DT (β) = Λ+. The curve

α = T (β) therefore lies below the line α = Λ+β, converging to it tangentially at
¡
2β0, 2α0

¢
as β → 2β0+. Finally, the behaviour of T (β) as β →∞ can be understood by noting from

(3.48) that for θ À 0, βT (θ) ∼ θ. Substituting into (3.49) gives αT (θ) ∼ α0e. Hence, as

β → ∞, θ → ∞ and so T (β) → α0e. Since T (β) is an increasing function of β, it can be

concluded that the curve α = T (β) asymptotes to the line α = α0e from below as β →∞.
Figure (3-10) shows the form of the curve α = T (β) together with the line α = Λ+β. It
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Figure 3-10: Plots of α = T (β) and α = Λ+β in the (β, α) plane. These curves partition
the (β, α) plane into the regions labelled 1-3 above.

should be noted that α = T (β) and α = Λ+β divide the (β, α) plane into 3 sectors. These

are numbered for future reference in figure (3-10).

3. α = Λ+β (Λ+ = −Λ−)

For β ≤ 2β0 cases 1 and 2 imply that there is one nontrivial solution ε1 to (3.38) for

α > Λ+β and no nontrivial solutions for α < Λ+β. Thus, since ε1 is a strictly increasing

function of α, as α → (Λ+β)+, the nontrivial solution ε1 → 0+ and at α = Λ+β there

are no nontrivial solutions. For β > 2β0 there is one nontrivial solution ε1 for α > Λ+β

and two nontrivial solutions ε1, ε2 for α < Λ+β. Thus, since ε2 is a strictly decreasing

function of α, as α→ (Λ+β)−, the nontrivial solution ε2 → 0+ and at α = Λ+β there is

one nontrivial solution ε1.

3.5.3 Classification in the (β, α) plane

Recall from above that a nontrivial solution εi of (3.38) corresponds to two nontrivial fixed

points
©
y+i ,y

−
i

ª
of ẏ = X (y). Using the analysis of section 3.5.2 it is therefore possible

to determine the fixed points of the burster system for each choice of α and β. The

classification of the fixed points is given in table 3.1. The sector numbers refer to figure

(3-10).
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(β, α) range Fixed points
Sector 1 0

α = T (β) 0,y+1 ,y
−
1

Sector 2 0,y+1 ,y
−
1 ,y

+
2 ,y

−
2

α = Λ+β, β > 2β0 0,y+1 ,y
−
1

α = Λ+β, β ≤ 2β0 0

Sector 3 0,y+1 ,y
−
1

Table 3.1: Fixed points of the burster system.

3.5.4 Smoothness of εi, xi, y±i , Γ
±
i as functions of α and β

It was shown in the previous section that for i = 1 and 2, the quantities εi, xi, y±i , Γ
±
i are

independent of �. In this section, it will be shown that these quantities are C∞ functions

of α and β in the regions R1 and R2 defined below:

R1 =
©
(α, β) : β ≤ 2β0, α > Λ+β

ª ∪ ©(α, β) : β > 2β0, α > T (β)
ª

R2 =
©
(α, β) : β > 2β0, T (β) < α < Λ+β

ª
With reference to figure (3-10), R1 is the union of sectors 2 and 3 with the line

©
(α, β) : β > 2β0, α = Λ+β

ª
and R2 is sector 2.

Consider the case i = 1. For (α, β) ∈ R1, ε1 (α, β) solves the equationG (ε1 (α, β) ;α, β) = 0

where G : (0,∞)×R1 → (0,∞) is defined by G (ε;α, β) = f (ε)− h (−ε;α, β) (cf. section
3.5.1). As f and h are C∞ on R and R× (0,∞)× (0,∞) respectively, G is C∞ on (0,∞)×
R1. Also, DεG (ε1 (α, β) ;α, β) = Γ

+
1 (α, β) + Γ

−
1 (α, β) and so DεG (ε1 (α, β) ;α, β) > 0

for (α, β) ∈ R1. It follows from the Implicit Function Theorem that ε1 (α, β) is C∞ on

R1 [4]. Similarly, for (α, β) ∈ R1, x1 (α, β) solves the equation H (x1 (α, β) ;α, β) = 0

where H : (0,∞) × R1 → (0,∞) is defined by H1 (x;α, β) = γx3 + x − f (ε1 (α, β)) (cf.

section 3.5.2). As ε1 (α, β) is C∞ on R1, it follows that H1 is C∞ on (0,∞) × R1. Also,

DxH1 (x1 (α, β) ;α, β) = 3γx1 (α, β)
2+1 and so DxH1 (x1 (α, β) ;α, β) > 0 for (α, β) ∈ R1.

The Implicit Function Theorem then implies that x1 (α, β) is C∞ on R1. As both ε1 (α, β)

and x1 (α, β) are C∞ on R1, y±i (α, β) = (x1 (α, β) , x1 (α, β) , ε1 (α, β))
T is also C∞ on

R1. Moreover since Γ+1 (α, β) = Dεf (ε1 (α, β)) and Γ−1 (α, β) = Dεh (−ε1 (α, β) ;α, β), it
follows from the fact that Dεf (ε) and Dεh (ε;α, β) are C∞ on R and R× (0,∞)× (0,∞)
respectively that Γ+1 (α, β) and Γ

−
1 (α, β) are C

∞ on R1. The case of i = 2 is similar.
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3.5.5 Invariant lines

Recall from section 3.3 that the line L0 = {(x, x, 0)T : x ∈ R} is a stable manifold of
the origin which is invariant under the symmetry. It is possible to show that every fixed

point of the burster system has such a stable manifold associated with it. For a given

fixed point y∗ = (x∗, x∗, ε∗)T , define the line Lε∗ by Lε∗ = {(x, x, ε∗)T : x ∈ R}. Since
F (ε∗) = F (−ε∗) = F∗ on Lε∗ , the equations of motion (3.2)-(3.4) can be written as

d
dτ (r − l) = 0 and ε̇ = 0. Thus for each y ∈ Lε∗ , φτ (y) ∈ Lε∗ ∀τ ∈ J (y). As [0,∞) ⊂ J (y)

for all y ∈ R3, it follows that Lε∗ is positively invariant. Restricting the dynamics to Lε∗

gives the 1-D system:

ẋ = −(1 + γx2)x+ F∗ (3.53)

This has the unique fixed point x = x∗. Moreover, ẋ > 0 for x < x∗ and ẋ < 0 for x > x∗,

and so this fixed point is globally attracting. In terms of the whole system, it can be

concluded that Lε∗ is a stable 1-dimensional manifold of y∗. In particular, taking y∗ = 0

gives the line L0 (setting F∗ = 0 in (3.53) yields (3.25)), and taking y∗ = y+i shows that

y+i has the stable manifold L+εi = {(x, x, εi)T : x ∈ R}. For brevity, write L+εi as L+i . Then
by the symmetry, y−i = σy+i has the stable manifold L−i = σL+

i
= {(x, x,−εi)T : x ∈ R}.

From (3.53), the dynamics on L±
i
are given by

ẋ = −(1 + γx2)x+ Fi (3.54)

where Fi = F (εi). Figure (3-11) shows the position of the invariant lines in the physiological

state space S.

3.6 Stability of the fixed points

It has been shown in this chapter that the vector field X of the burster system is C∞

smooth in an open neighbourhood of the general nontrivial fixed point y±i . The discussion

of section 1.2.3 therefore implies that if y±i is hyperbolic, there is a homeomorphism H±
i

which maps an open neighbourhood V ±0 of 0 to an open neighbourhood Uy±i
of y±i such

that (i) H±
i (0) = y

±
i , and (ii) H

±
i maps trajectories of the linearised system ż = DX(y±i )z

in V ±0 to trajectories of ẏ = X(y) in Uy±i
in such a way as to preserve the parameterisation

87



ε 

r 

l 
P D 

0 y2
+ 

y1
+ 

y2
-  

y1
-  

L0 

L2
+ 

L1
+ 

L2
-  

L1
-  

Figure 3-11: Restriction to the physiological state space S of the invariant lines L0, L±1 and
L±2 associated with the fixed points 0,y

±
1 and y

±
2 respectively. The planes D (shaded) and

P and are also shown.

of trajectories with time. The stability of y±i is therefore determined by the eigenvalue

spectrum of DX(y±i ), when y
±
i is hyperbolic. Additionally, as long as the eigenvalues of

DX(y±i ) have no resonances of order r for any r ≥ 2, H±
i is a C∞ diffeomorphism with

DH±
i (0) = 13. In the case where H±

i is C∞, a given k-dimensional invariant set A±k
of ż = DX(y±i )z containing 0 is mapped by H±

i to a k-dimensional C∞ local invariant

manifold M±
k of y±i in ẏ = X (y) which is tangential to A

±
k at y

±
i . The stability analysis

of the fixed point at the origin is more subtle because the origin lies in the plane P where

X is not smooth. In view of this, the stability of the nontrivial fixed points y±i is examined

first.

3.6.1 Stability of the nontrivial fixed points

Recall from section 3.1.1 that X|N+ = X+|N+ and X|N− = X−|N− . Thus, since y+i ∈
N+ and y−i ∈ N−, DX

¡
y±i
¢
= DX±

¡
y±i
¢
. Additionally, it was shown in section 3.3

that X− ◦ σ = σ ◦X+. Applying the chain rule to both sides of this expression at y ∈ R3
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gives:

DX−(σy)σ = σDX+(y) (3.55)

Setting y = y+i in the above and using the relation DX
¡
y±i
¢
= DX±

¡
y±i
¢
then implies:

DX(y−i )σ = σDX(y+i ) (3.56)

The symmetry therefore implies a similarity relation between DX
¡
y+i
¢
and DX(y−i ). The

stability of the pair
©
y+i ,y

−
i

ª
is therefore determined in the hyperbolic case by the eigen-

value spectrum of DX(y+i ).

From (3.16), given y = (r, l, ε)T , DX+(y) is given by:

DX+(y) =

⎛⎜⎜⎜⎝
− ¡1 + γl2

¢ −2γrl Df(ε)

−2γlr − ¡1 + γr2
¢ −Dh(−ε)

−� � 0

⎞⎟⎟⎟⎠ (3.57)

Substituting y+i for y in (3.57) leads to the following expression for DX(y
+
i )

DX(y+i ) =

⎛⎜⎜⎜⎝
− ¡1 + γx2i

¢ −2γx2i Γ+i

−2γx2i − ¡1 + γx2i
¢ −Γ−i

−� � 0

⎞⎟⎟⎟⎠ (3.58)

Recall that Γ+i and Γ
−
i are given explicitly by:

Γ+i =
α0

β0
e−εi/β

0

Γ−i = −α
β

µ
1− 1

β
εi

¶
e−εi/β

Write {µi1, µi2, µi3} for the eigenvalues of DX(y+i ). It was shown above that the restriction
of the dynamics to the positively invariant manifold L±

i
= y±i + Sp

n
(1, 1, 0)T

o
is

ẋ = −(1 + γx2)x+ Fi

where Fi = F (εi) (cf. (3.53)). Linearising this about xi gives an eigenvalue (written µi1

below) of the full system with corresponding eigenvector v+i1 = (1, 1, 0)
T . By factoring out
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µi1, the remaining eigenvalues can easily be calculated as

µi1 = − ¡1 + 3γx2i ¢
µi2 = 1

2

³
∆i +

q
∆2i − 4�

¡
Γ+i + Γ

−
i

¢´
µi3 = 1

2

³
∆i −

q
∆2i − 4�

¡
Γ+i + Γ

−
i

¢´ (3.59)

where ∆i = γx2i − 1. Let
©
v+i1,v

+
i2,v

+
i3

ª
be the corresponding eigenvectors. (

©
v+i1,v

+
i2,v

+
i3

ª
are taken to be the generalised eigenvectors of DX

¡
y+i
¢
when the eigenvalues are not

distinct). Similarly, write
©
v−i1,v

−
i2,v

−
i3

ª
for the eigenvectors of DX

¡
y−i
¢
corresponding

to {µi1, µi2, µi3}. (Again,
©
v−i1,v

−
i2,v

−
i3

ª
are taken to be generalised eigenvectors when

the eigenvalues are not distinct). The relation (3.56) implies that it is possible to choose©
v−i1,v

−
i2,v

−
i3

ª
so that v−ik = σv+ik ∀1 ≤ k ≤ 3. This can be seen by noting that

σ
¡
DX(y+i )− µI3

¢
=
¡
DX(y−i )− µI3

¢
σ

from which it follows that

σ
¡
DX(y+i )− µI3

¢k
=
¡
DX(y−i )− µI3

¢k
σ

∀k ≥ 1. So assume v is a generalised eigenvector of DX(y+i ) corresponding to the eigen-
value µ with multiplicity 1 ≤ m ≤ 3. v then satisfies:

¡
DX(y+i )− µI3

¢m
v = 0

=⇒ σ
¡
DX(y+i )− µI3

¢m
v = 0

=⇒ ¡
DX(y−i )− µI3

¢m
σv = 0

σv is thus an eigenvector of DX(y−i ) corresponding to µ.
©
v−i1,v

−
i2,v

−
i3

ª
can therefore be

chosen to satisfy
£
v−i1 v

−
i2 v

−
i3

¤
= σ

£
v+i1 v

+
i2 v

+
i3

¤
as claimed. In particular, v−i1 can be set

equal to σv+i1 = (1, 1, 0)
T . For the generic case when the eigenvalues are distinct, the other

two eigenvectors v+i2 and v
+
i3 of DX

¡
y+i
¢
are as below:
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v+i2 =

⎛⎜⎜⎜⎝
¡
Γ+i − Γ−i

¢
µi3 −

¡
Γ+i + Γ

−
i

¢
(µi2 − µi1)¡

Γ+i − Γ−i
¢
µi3 +

¡
Γ+i + Γ

−
i

¢
(µi2 − µi1)

2µi3 (µi2 − µi1)

⎞⎟⎟⎟⎠

v+i3 =

⎛⎜⎜⎜⎝
¡
Γ+i − Γ−i

¢
µi2 −

¡
Γ+i + Γ

−
i

¢
(µi3 − µi1)¡

Γ+i − Γ−i
¢
µi2 +

¡
Γ+i + Γ

−
i

¢
(µi3 − µi1)

2µi2 (µi3 − µi1)

⎞⎟⎟⎟⎠
(3.60)

[It should be noted that when the dependence of X on the parameter vector α is being

explicitly considered, the Jacobian matrix DX(y±i ) is DyX(y
±
i (α, β) ;α), while the eigen-

values and eigenvectors of the Jacobian are functions of α, µij = µij (α), v
±
ij = v±ij (α),

1 ≤ i ≤ 2, 1 ≤ j ≤ 3. Also, as xi is a function of α and β, ∆i = γx2i − 1 will be a function
of α and β, ∆i = ∆i (α, β)].

Returning to the eigenvalue spectrum of DX(y+i ), since µi1 is always < 0, it follows that

y±i is stable if Re(µi2),Re(µi3) < 0 and unstable if Re {µi2}Re {µi3} 6= 0 with Re {µi2} > 0
or Re {µi3} > 0. If for a given α one or both of {µi2, µi3} have real part equal to 0, y±i
is nonhyperbolic and so the burster system undergoes a local bifurcation at this choice

of parameters [4]. The stability of the fixed points y±2 and y
±
1 will now be examined by

consideration of the pairs {µ22, µ23} and {µ12, µ13} respectively.

The stability of y±2

From (3.59), µ22 and µ23 are given by

µ22 = 1
2

³
∆2 +

q
∆22 − 4�

¡
Γ+2 + Γ

−
2

¢´
µ23 = 1

2

³
∆2 −

q
∆22 − 4�

¡
Γ+2 + Γ

−
2

¢´ (3.61)

where ∆2 = γx22− 1. Consideration of the forms of f(ε) and h(−ε) on ε > 0 indicates that
Γ+2 < −Γ−2 (cf. figures (3-8) and (3-9)). µ22 and µ23 are therefore both real. Moreover,q
∆22 − 4�

¡
Γ+2 + Γ

−
2

¢
> |∆2|, and so µ22 > 0 and µ23 < 0. It follows that y±2 is always

unstable.
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The stability of y±1

From (3.59), µ12 and µ13 are given by

µ12 = 1
2

³
∆1 +

q
∆21 − 4�

¡
Γ+1 + Γ

−
1

¢´
µ13 = 1

2

³
∆1 −

q
∆21 − 4�

¡
Γ+1 + Γ

−
1

¢´ (3.62)

where ∆1 = γx21− 1. Consideration of the forms of f(ε) and h(−ε) on ε > 0 indicates that
Γ+1 + Γ

−
1 > 0, except on the curve α = T (β) where Γ+1 + Γ

−
1 = 0 (cf. figures (3-8) and

(3-9)). The stability of y±1 therefore depends the sign of ∆1. In view of this, the sign of

∆1 in the regions of the (β, α) plane where y±1 exists is now found.

• The sign of ∆1

Recall from section 3.5.3 that y±1 = (x1, x1,±ε1)T exists in the ranges {α > Λ+β} and
{α ≤ Λ+β, α ≥ T (β)} (sectors 2 and 3 of figure (3-10) together with the line α = Λ+β for
β > 2β0 and the curve α = T (β)). Also recall from section 3.5.1 that ε1 and x1 satisfy the

pair of equations

f(ε1) = h(−ε1) (3.63)

γx31 + x1 − f(ε1) = 0 (3.64)

and that x1 is a strictly increasing function of ε1 with x1 < xM , where xM is the real

root of the polynomial γx3 + x − α0. Since ∆1 = γx21 − 1, this means that sign {∆1} =
sign

n
x1 − 1√

γ

o
.

When α0 = 2√
γ , xM = 1√

γ . Since xM is an increasing function of α0 (cf. figure (3-7)),

xM ≤ 1√
γ for α

0 ≤ 2√
γ , in which case ∆1 < 0. Conversely, for ∆1 to exceed zero, it is

necessary to have α0√γ > 2. This is certainly possible since α0 = 600 and γ = 0.05,

giving α0√γ = 134.16. Let the value of ε1 when x1 =
1√
γ be εH . Then as x1 is a strictly

increasing function of ε1, sign {∆1} = sign {ε1 − εH}. Consideration of (3.64) shows that
εH depends only on the fixed parameters α0, β0 and γ. It is possible to find εH explicitly.

Setting x1 = 1√
γ and ε1 = εH in (3.64) gives f(εH) = 2√

γ . Using (3.5) this can be written

as:

α0(1− e−εH/β0) =
2√
γ
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Solving for εH then gives

εH = ln

µ
α0√γ

α0√γ − 2
¶β0

(3.65)

which has the approximate numerical value 0.13517413.

In analysing the sign of ∆1, it is useful to consider the cases β ≤ 2β0 and β > 2β0 separately.

1. β > 2β0.

When β > 2β0, y+1 exists for α ≥ T (β). Recall from section 3.5.2 that on the curve

α = T (β), f(ε) and h(−ε) intersect tangentially on the positive real line at ε1 = θ, and

that β is a strictly increasing function of θ with β → 2β0+ as θ → 0+. It follows that there

is some value of β, β2 say, with β2 > 2β0 at which θ = εH . Let α2 = T (β2). Then, since

ε1 is a strictly increasing function of α for a fixed β, it follows that for β ≥ β2, ε1 > εH

except for at {β = β2, α = α2} where ε1 = εH . Hence, for β ≥ β2, ∆1 > 0 except for at

β = β2, α = α2 where ∆1 = 0. β2 and α2 can be found explicitly by substituting θ = εH

into (3.48) and (3.49) giving

β2 =
2β0εH

2β0 − εH
¡
α0√γ − 2¢ (3.66)

and:

α2 =
2β2e

εH/β2

εH
√
γ

(3.67)

Note that α0, β0, γ and εH are all fixed and so β2 and α2 are constants. β2 and α2 have the

approximate numerical values β2 = 18.045171 and α2 = 1203. For 2β0 < β < β2, ε1 < εH

on α = T (β). Thus, since ε1 is a strictly increasing function of α for a fixed β, given a value

of β in this range there is a value of α, αH(β) with αH (β) > T (β) for which ε1 = εH .

Hence, for 2β0 < β < β2, sign {∆1} = sign {α− αH(β)}.

2. β ≤ 2β0

In this range, y±1 exists for α > Λ+β, with ε1 → 0+ as α → (Λ+β)+. Hence, since ε1 is

a strictly increasing function of α for a fixed β, for each value of β in this range there is

a value of α, αH(β), for which ε1 = εH , as in the case 2β0 < β < β2 above. Also, as for

2β0 < β < β2, sign {∆1} = sign {α− αH(β)} .
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Figure 3-12: The sign of ∆1.

In conclusion, it has been shown that for β ≥ β2, ∆1 > 0 except at {β = β2, α = α2} where
∆1 = 0. For β < β2, sign {∆1} = sign {α− αH(β)}, where αH(β) > Λ+β for β ≤ 2β0 and
αH(β) > T (β) for 2β0 < β < β2. The results on the sign of ∆1 can be expressed in a

simple form by introducing the function α− : (0, β2]→ R+ defined by

α− (β) =

⎧⎨⎩ Λ+β if β ≤ 2β0

T (β) if 2β0 < β ≤ β2

and the function α+ : [β2,∞) → R+ defined by α+ (β) = T (β) ∀β ≥ β2. The curves

α = α− (β) and α = α+ (β) intersect at the point (β2, α2) in the (β, α) plane. The

curve α = αH (β) lies between these, in the sense that a continuous clockwise path about

(β2, α2) from a point on α = α− (β) to a point on α = α+ (β) passes through α = αH (β).

It has been shown that ∆1 < 0 for (β, α) lying between α = α− (β) and α = αH (β), while

∆1 > 0 for (β, α) lying between α = α+ (β) and α = αH (β). This is illustrated in figure

(3-12).

An expression for αH(β) can be found explicitly, enabling the precise form of the curve

α = αH (β) to be established.

• The function α = αH(β)
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Setting ε1 = εH in (3.63) and using the fact that f(εH) = 2√
γ together with expression

(3.6) for h (ε) leads to the following equation involving αH , β and εH :

2√
γ
=

αH
β

εHe
−εH/β

Rearranging for αH gives:

αH(β) =
2

εH
√
γ
βeεH/β (3.68)

Clearly αH(β) is smooth on (0, β2), the range of interest. The derivative DαH(β) of αH(β)

is given by:

DαH(β) =
2

εH
√
γ

µ
1− εH

β

¶
eεH/β (3.69)

This implies that DαH(εH) = 0 with DαH(β) < 0 for β < εH and DαH(β) > 0 for

β > εH . The graph of αH(β) thus has a global minimum at β = εH and no other

extrema. Setting β = εH in (3.68) gives αH (εH) =
2e√
γ , which has the approximate

numerical value 24.3131. So consider the form of the curve α = αH(β) in the (β, α) plane.

It can be seen from (3.68) that limβ→β2− αH(β) = α2 (cf. (3.67)), and so α = αH(β)

converges to the curve α = T (β) from above as β → β2−. Also, it can be shown using
(3.66) and (3.69) that limβ→β2−DαH(β) = Λ+e

εH

³
1
β2
− 1
β0
´
. Setting β = β2 in (3.52) gives

DT (β2) = Λ+e
εH

³
1
β2
− 1
β0
´
implying that α = αH(β) becomes tangential to α = T (β) as

β → β2−. Additionally, since α = αH(β) converges to the curve α = T (β) from above as

β → β2−, and T (β) < Λ+β for β > 2β0, α = αH(β) must intersect the line α = Λ+β at

some value of β, β1 say, with 2β
0 < β1 < β2. From (3.68), αH(β1) = Λ+β1 is equivalent

to:

2

εH
√
γ
β1e

εH/β1 = Λ+β1

Dividing through by β1 and rearranging gives:

β1 =
εH

ln
³
Λ+
√
γεH
2

´ (3.70)

Write α1 for the corresponding value of α, so α1 = Λ+β1. β1 and α1 have the approximate

numerical values β1 = 18.022557 and α1 = 1201.5. Note that α1 < α2. Finally, (3.68)

shows that αH(β) → ∞ as β → 0+, implying that α = αH(β) asymptotes to the α axis
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Figure 3-13: Plots of α = αH(β), α = T (β) and α = Λ+β in the (β, α) plane.

as β → 0+. The form of the curve α = αH(β) is shown in figure (3-13) together with

α = T (β) and α = Λ+β.

It will be necessary when discussing bifurcations of the burster system in Chapter 4 to use

the values of Γ+1 and Γ
−
1 when α = αH (β). Denote these values by

¡
Γ+1
¢
H
and

¡
Γ−1
¢
H

respectively. Then from (3.41), (3.42) and (3.65),
¡
Γ+1
¢
H
and

¡
Γ−1
¢
H
are given explicitly

by:

¡
Γ+1
¢
H

= Λ+

µ
1− 2

α0√γ
¶

(3.71)

¡
Γ−1
¢
H

=
2√
γ

µ
1

β
− 1

εH

¶
(3.72)

Note that since α0, β0, γ and εH are fixed, when
¡
Γ+1
¢
H
and

¡
Γ−1
¢
H
are considered as

functions of α,
¡
Γ+1
¢
H
is a constant while

¡
Γ−1
¢
H
is a function of β,

¡
Γ−1
¢
H
=
¡
Γ−1
¢
H
(β).¡

Γ+1
¢
H
has the approximate numerical value 65.6728.

• Stability

The stability of y±1 can now be fully addressed. Recall the expressions for µ12 and µ13

given at the beginning of this section:

µ12 = 1
2

³
∆1 +

q
∆21 − 4�

¡
Γ+1 + Γ

−
1

¢´
µ13 = 1

2

³
∆1 −

q
∆21 − 4�

¡
Γ+1 + Γ

−
1

¢´ (3.73)
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It has been argued above that Γ+1 +Γ
−
1 = 0 for α = T (β) and Γ+1 +Γ

−
1 > 0 everywhere else.

Also, ∆1 < 0 for (β, α) lying between α = α− (β) and α = αH (β), ∆1 = 0 on α = αH (β),

and ∆1 > 0 for α lying between α = αH (β) and α = α+ (β). In view of this, the pair

{µ12, µ13} is now considered in turn for (β, α) lying between α = α− (β) and α = α+ (β)

with α 6= αH(β), for α = αH (β) and for α = T (β).

1. (β, α) lying between α = α− (β) and α = α+ (β) with α 6= αH(β)

In order to establish the forms of µ12 and µ13 in this range, it is necessary to determine

the sign of the quantity ∆21− 4�
¡
Γ+1 + Γ

−
1

¢
. Fix � > 0, and assume (β, α) lies between α =

α− (β) and α = αH (β). As α→ αH (β)−, ∆1 → 0 and Γ+1 + Γ
−
1 →

¡
Γ+1
¢
H
+
¡
Γ−1
¢
H
> 0.

Thus, ∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
< 0 for α− αH (β) < 0 sufficiently small. Now as α→ (Λ+β)+

in β ≤ 2β0, ε1 → 0. This implies that Γ+1 + Γ
−
1 → Λ+ + Λ− as α→ (Λ+β)+. However at

α = Λ+β, Λ+ + Λ− = 0 and so Γ+1 + Γ
−
1 → 0 as α → (Λ+β)+. Thus, since ∆1 → −1 as

α → (Λ+β)+, it follows that ∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
> 0 for α − Λ+β > 0 sufficiently small

in β ≤ 2β0. Also, Γ+1 + Γ−1 → 0 as α → T (β)+ in 2β0 < β < β2. Let the value of ∆1

when α = T (β) be ∆̄1. Then ∆̄1 < 0 and so as α → T (β)+, ∆21 → ∆̄21 with ∆̄21 > 0. It

follows that for α − T (β) > 0 sufficiently small in 2β0 < β < β2, ∆
2
1 − 4�

¡
Γ+1 + Γ

−
1

¢
> 0.

Combining these last two results implies that ∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
> 0 for α − α− (β) > 0

sufficiently small.

It has been argued thus far that for a fixed � > 0, given (β, α) lying between α = α− (β)

and α = αH (β), ∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
< 0 for α − αH (β) < 0 sufficiently small and ∆21 −

4�
¡
Γ+1 + Γ

−
1

¢
> 0 for α − α− (β) > 0 sufficiently small. This fact, together with the

standard trace/determinant stability picture of linear systems in the plane, suggests that

for each � > 0, there is a single curve α = R− (β, �) in the (β, α) plane lying between

α = α− (β) and α = αH (β) on which ∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
= 0 [4]. Hence, for (β, α) lying

between α = α− (β) and α = R− (β, �), ∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
> 0. µ12 and µ13 are therefore

real. Moreover since ∆1 < 0 and Γ+1 + Γ
−
1 > 0 in this range, µ13 < µ12 < 0. For (β, α)

lying between α = R− (β, �) and α = αH (β), ∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
< 0. µ12 and µ13 are

therefore complex conjugate with Re {µ12} = Re {µ13} = 1
2∆1 < 0. For α = R− (β, �),

∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
= 0, implying that µ12 = µ13 =

1
2∆1 < 0.

Now assume that (β, α) lies between α = αH (β) and α = α+ (β). A similar argument to the

one above implies that for each � > 0, there is a single curve α = R+ (β, �) in the (β, α) plane

lying between α = αH (β) and α = α+ (β) on which∆21−4�
¡
Γ+1 + Γ

−
1

¢
= 0. For (β, α) lying
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Figure 3-14: The signs of µ12 and µ13 in the (β, α) plane.

between α = α+ (β) and α = R+ (β, �), ∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
> 0. µ12 and µ13 are therefore

real. Moreover, since ∆1 and Γ+1 + Γ
−
1 are both greater than zero in this range, µ12 >

µ13 > 0. For (β, α) lying between α = R+ (β, �) and α = αH (β), ∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
< 0.

µ12 and µ13 are therefore complex conjugate with Re {µ12} = Re {µ13} = 1
2∆1 > 0. For

α = R+ (β, �), ∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
= 0, implying that µ12 = µ13 =

1
2∆1 > 0.

The signs of µ12 and µ13 in the (β, α) plane are summarised in figure (3-14). The analysis

above implies that in the range of interest, y±1 is stable for (β, α) lying between α = α− (β)

and α = αH (β) and unstable for (β, α) lying between α = αH (β) and α = α+ (β).

It is useful to consider what happens to the curves α = R− (β, �) and α = R+ (β, �) as

�→ 0 and �→∞. So fix (β, α) lying between α = R− (β, �) and α = αH (β). In this range

∆21−4�
¡
Γ+1 + Γ

−
1

¢
< 0. Since ∆1 and Γ+1 +Γ

−
1 are functions of α and β only, they are fixed.

By decreasing � it is therefore possible to make ∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
> 0, and hence for the

curve α = R− (β, �) to lie above (β, α). This can be done for (β, α) lying arbitrarily close

to α = αH (β), implying that the curve α = R− (β, �) converges to the curve α = αH (β)

as � → 0. Now fix (β, α) lying between α = α− (β) and α = R− (β, �). In this range

∆21 − 4�
¡
Γ+1 + Γ

−
1

¢
> 0. By increasing � it is possible to make ∆21 − 4�

¡
Γ+1 + Γ

+
1

¢
< 0,

and hence for the curve α = R− (β, �) to lie below (β, α). This can be done for (β, α)

lying arbitrarily close to α = α− (β), implying that the curve α = R− (β, �) converges to

the curve α = α− (β) as �→∞. Similar arguments show that α = R+ (β, �) converges to

α = αH (β) as �→ 0 and to α = α+ (β) as �→∞.
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2. α = αH(β)

Setting ∆1 = 0 in (3.73) gives µ12 = −µ13 = i
q
�
¡
Γ+1 + Γ

−
1

¢
. y±1 is thus nonhyperbolic for

this choice of parameters. The burster system will undergo a codimension 1 bifurcation at

y±1 when α = αH(β), which is generically a Hopf bifurcation [4].

3. α = T (β)

Setting Γ+1 + Γ
−
1 = 0 in (3.62) gives µ12 =

1
2 (∆1 + |∆1|) and µ13 =

1
2 (∆1 − |∆1|). For

β < β2, ∆1 < 0 giving µ12 = 0 and µ13 = ∆1 < 0. For β > β2, ∆1 > 0 giving µ12 = ∆1 > 0

and µ13 = 0. y
±
1 is thus nonhyperbolic on α = T (β) for β 6= β2. In this range, the burster

system will undergo a codimension 1 bifurcation at y±1 , which is generically a saddlenode

bifurcation [4]. For β = β2 on α = T (β), α = α2 and so ∆1 = 0, giving µ12 = µ13 = 0.

For {β = β2, α = α2}, y±1 is therefore nonhyperbolic. At this point, the burster system

undergoes a codimension 2 bifurcation at y±1 .

Note that both the stabilities of
©
y±1 ,y

±
2

ª
, and the values of the parameters at which local

bifurcations occur are dependent only on α and β: they are independent of �.

The results concerning the stability of y±i obtained so far in this section have used the

fact that the linearising map H±
i : V ±0 → Uy±i

is a homeomorphism. This has enabled

the stability of y±i to be determined by the signs of the real parts of the eigenvalues of

DX(y±i ), in regions of the (β, α) plane where it is hyperbolic. It has been shown in this

way that y±2 is always unstable, while y
±
1 is stable for (β, α) lying between α = α− (β)

and α = αH (β) and unstable for (β, α) lying between α = αH (β) and α = α+ (β). By

using the fact that H±
i is generically a C∞ diffeomorphism with DH±

i (0) = 13, a more

detailed picture of the local dynamics of the burster system at the fixed points can now be

obtained. This analysis will come in useful when discussing bifurcations in Chapter 4.2

Local dynamics at y±2

It was shown above that µ23 < 0 and µ22 > 0. Hence, given α such that y±2 exists,

the origin is a saddle node of ż = DX(y±2 )z, with an unstable invariant line Sp
©
v±22
ª
,

2 It should be kept in mind during the following analysis that if the dependence of X on α were being
explicitly considered, all local invariant manifolds of y±i in ẏ = X (y) would be functions of α, as would all
eigenvectors.

99



and a stable invariant plane Sp
n
(1, 1, 0)T ,v±23

o
on which the origin is a stable node [27].

Typical trajectories z (τ) of ż = DX(y±2 )z with z (0) ∈ Sp
n
(1, 1, 0)T ,v±23

o
will contract to

the origin tangential to either Sp
©
v±23
ª
if |µ21| > |µ23|, or Sp

n
(1, 1, 0)T

o
if |µ23| ≥ |µ21|.

Trajectories z (τ) with z (0) /∈ Sp
n
(1, 1, 0)T ,v±23

o
will diverge to ∞ in the direction of

Sp
©
v±22
ª
.

As H±
2 is C

∞, it therefore follows that y±2 is a nonlinear saddle node of ẏ = X (y) with a

1-dimensional C∞ local unstable manifold WU
2±

def
= H±

2

¡
Sp
©
v±22
ª¢
which is tangential to

Sp
©
v±22
ª
at y±2 , and a 2-dimensional C

∞ local stable manifoldWSN
2±

def
= H±

2

³
Sp
n
(1, 1, 0)T ,v±23

o´
which is tangential to Sp

n
(1, 1, 0)T ,v±23

o
at y±2 , on which y

±
2 is a nonlinear stable node.

Moreover, by the Stable Manifold Theorem, WU
2± and WSN

2± are unique [4]. Typical tra-

jectories y (τ) of ẏ = X(y) with
°°y (0)− y±2 °° small and y (0) ∈WSN

2± will contract to y±2
tangential to either Sp

©
v±23
ª
if |µ21| > |µ23|, or L±2 if |µ23| ≥ |µ21|. Trajectories y (τ)

with
°°y (0)− y±2 °° small and y (0) /∈ WSN

2± will diverge away from y±2 in the direction of

Sp
©
v±22
ª
.

Local dynamics at y±1

For a given choice of α such that y±1 exists, there are four generic possibilities for the

local dynamics at y±1 depending upon where the point (β, α) lies relative to the curves

α = α± (β) , α = R± (β) and α = αH (β) in the (β, α) plane (cf. figure (3-14)). Each of

these possibilities will now be examined in turn for a fixed �.

1. (β, α) lying between α = α− (β) and α = R− (β, �)

In this range µ11 < µ13 < µ12 < 0 (see section A.1.3 for a proof that µ11 < µ13). The origin

is therefore a stable node of ż = DX(y±1 )z [27]. Typical trajectories z (τ) of ż = DX(y±1 )z

contract to the origin tangential to Sp
©
v±12
ª
. As H±

1 is C∞, it therefore follows that y±1
is a nonlinear stable node of ẏ = X(y). Moreover, typical trajectories y (τ) of ẏ = X(y)

with
°°y (0)− y±1 °° small contract onto y±1 tangential to Sp

©
v±12
ª
. Figure (3-15) shows

the projection onto the (r − l, ε) plane of some typical trajectories y (τ) of the burster

system with
°°y (0)− y+1 °° small obtained for {α = 106, β = 1.5, � = 0.0005}.3 Also shown

are the sets Sp
©
v+12
ª
and Sp

©
v+13
ª
together with the slow manifold SM . For this choice

3This projection is a convenient one to use-particularly when discussing the local dynamics at the fixed
points-because the (r − l, ε) plane is orthogonal to the parameter-independent stable manifolds of the fixed
points.
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Figure 3-15: Projection onto the (r − l, ε) plane of some trajectories y (τ) of the burster
system with

°°y (0)− y+1 °° small obtained for α = 106, β = 1.5, � = 0.0005. The dotted
lines indicate the slow manifold SM . Arrows indicate the direction of trajectories with
time.

of parameters (β, α) lies between α = α− (β) and α = R− (β, �). It can be seen that the

trajectories shown contract onto y+1 tangential to Sp
©
v+12
ª
, as expected.

2. (β, α) lying between α = R− (β, �) and α = αH (β)

In this range µ12, µ13 ∈ C with Re (µ12) = Re (µ13) < 0. The origin is therefore a stable

fixed point of ż = DX(y±1 )z with the stable invariant line Sp
n
(1, 1, 0)T

o
and the stable

invariant plane Sp
©
Re
¡
v±12
¢
, Im

¡
v±12
¢ª
, on which the origin is a stable focus [27]. Trajec-

tories z (τ) of ż = DX(y±1 )z with z (0) /∈ Sp
n
(1, 1, 0)T

o
spiral around Sp

n
(1, 1, 0)T

o
as

they contract onto the origin. As H±
1 is C∞, it follows that y±1 is a stable fixed point of

ẏ = X (y), and that trajectories y (τ) of ẏ = X(y) with
°°y (0)− y±1 °° small and y (0) /∈ L±1

spiral around L±1 as they contract onto y
±
1 . Figure (3-16) shows the projection onto the

(r − l, ε) plane of some trajectories y (τ) of the burster system with
°°y (0)− y+1 °° small

and y (0) /∈ L+1 obtained for {α = 256, β = 3.75, � = 0.05}. Also shown is the slow manifold
SM . For this choice of parameters, (β, α) lies between α = R− (β, �) and α = αH (β). It

can be seen that the trajectories shown spiral around L+1 as they contract onto y
+
1 , as

expected.

3. (β, α) lying between α = αH (β) and α = R+ (β, �)
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Figure 3-16: Projection onto the (r − l, ε) plane of some trajectories y (τ) of the burster
system with

°°y (0)− y+1 °° small obtained for α = 256, β = 3.75, � = 0.05. The dotted lines
indicates the slow manifold SM . Arrows indicate the direction of trajectories with time.

In this range µ12, µ13 ∈ C with Re (µ12) = Re (µ13) > 0. The origin is therefore a saddle

focus of ż = DX(y±1 )z, with the stable invariant line Sp
n
(1, 1, 0)T

o
, and the unstable

invariant plane Sp
©
Re
¡
v±12
¢
, Im

¡
v±12
¢ª
on which the origin is an unstable focus [27]. Tra-

jectories z (τ) of ż =DX(y±1 )z with z (0) /∈ Sp
n
(1, 1, 0)T

o
spiral around Sp

n
(1, 1, 0)T

o
as they diverge away from the origin to ∞. As H±

1 is C∞, it therefore follows that y±1
is a nonlinear saddle focus of ẏ = X (y), with a 1-dimensional C∞ local stable man-

ifold H±
1

³
Sp
n
(1, 1, 0)T

o´
which is tangential to L±1 at y±1 , and a 2-dimensional C

∞

local unstable manifold WUF
1±

def
= H±

1

¡
Sp
©
Re
¡
v±12
¢
, Im

¡
v±12
¢ª¢

which is tangential to

Sp
©
Re
¡
v±12
¢
, Im

¡
v±12
¢ª
at y±1 , on which y

±
1 is a nonlinear unstable focus. By the Stable

Manifold Theorem, these local manifolds are unique; in particular H±
1

³
Sp
n
(1, 1, 0)T

o´
can be identified with L±1 . Trajectories y (τ) of ẏ = X(y) with

°°y (0)− y±1 °° small and
y (0) /∈ L±1 spiral around L±1 as they diverge away from y±1 .

4. (β, α) lying between α = R+ (β, �) and α = α+ (β)

In this range, µ12 > µ13 > 0. The origin is therefore a saddle node of ż = DX(y±1 )z, with

the stable invariant line Sp
n
(1, 1, 0)T

o
, and the unstable invariant plane Sp

©
v±12,v

±
13

ª
on which the origin is an unstable node [27]. Typical trajectories z (τ) of ż = DX(y±1 )z

with z (0) /∈ Sp
n
(1, 1, 0)T

o
diverge to ∞ in the direction of Sp

©
v±12
ª
. As H±

1 is C∞, it

therefore follows that y±1 is a nonlinear saddle node of ẏ = X (y), with a 1-dimensional
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Figure 3-17: The stability of y±1 .

C∞ local stable manifold H±
1

³
Sp
n
(1, 1, 0)T

o´
which is tangential to L±1 at y

±
1 , and a

2-dimensional C∞ local unstable manifold WUN
1± = H±

1

¡
Sp
©
v±12,v

±
13

ª¢
which is tangential

to Sp
©
v±12,v

±
13

ª
at y±1 , on which y

±
1 is a nonlinear unstable node. Again, by the Stable

Manifold Theorem, these local manifolds are unique; in particular H±
1

³
Sp
n
(1, 1, 0)T

o´
can be identified with L±1 . Typical trajectories y (τ) of ẏ = X(y) with

°°y (0)− y±1 °° small
and y (0) /∈ L±1 will diverge away from the origin in the direction of Sp

©
v±12
ª
.

Figures (3-17) and (3-18) summarise the results obtained in this section concerning the

stabilities of y±1 and y
±
2 .

3.6.2 Approximation to ε (τ) for large τ ≥ 0 for initial conditions in

B ¡y+1 ¢ ∪ B ¡y−1 ¢ with α− (β) < α < R− (β, �)

Assume that α− (β) < α < R− (β, �), so that y+1 and y
−
1 are stable nodes of ẏ = X (y),

and let y0 lie in the basin of attraction B (y∗) of y∗ = (x1, x1, ε∗)T , where y∗ = y+1 or

y−1 . Define y (τ) = (r (τ) , l (τ) , ε (τ))
T = φτ (y0) ∀τ ≥ 0. In this section, an approximate

expression for ε (τ) is obtained for τ large, based on the fact that sufficiently close to y∗,

the nonlinear dynamics are well approximated by the linearised dynamics. This expression

will come in useful when discussing the modelling of saccades in chapter 6.
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Figure 3-18: The stability of y±2 .

Write Lτ for the flow associated with the linearised dynamics ż = DX (y∗) z, and fix µ

with max1≤j≤3Re
©
µ1j
ª
< µ < 0. It then follows from section 1.2.3 that there is δ > 0

and K > 0 such that if ky − y∗k < δ, then ∀τ ≥ 0

φτ (y)− y∗ = Lτ (y − y∗) + S (τ) (3.74)

where:

kS (τ)k ≤ Kδ2eµτ (3.75)

Choose τL for which
°°φτL (y0)− y∗°° < δ. By (3.74), ∀τ ≥ 0:

φτ
¡
φτL (y0)

¢− y∗ = Lτ

¡
φτL (y0)− y∗

¢
+ S (τ)

Write yL = φτL (y0)− y∗, and define zL (τ) = (uL (τ) , vL (τ) , wL (τ))
T = Lτ (yL) ∀τ ≥ 0.

zL (τ) solves the linearised system ż = DX (y∗) z with initial condition zL (0) = yL.

Moreover, the above expression implies that ∀τ ≥ 0:

y (τ + τL) = y∗ + zL (τ) + S (τ)

It follows that ∀τ ≥ τL
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y (τ) = y∗ + zL (τ − τL) + S (τ − τL) (3.76)

where by (3.75):

kS (τ − τL)k ≤ Kδ2eµ(τ−τL)

Write S (τ) = (Sr (τ) , Sl (τ) , Sε (τ))
T ∀τ ≥ 0. (3.76) implies that ∀τ ≥ τL:

ε (τ) = ε∗ + wL (τ − τL) + Sε (τ − τL) (3.77)

By the equivalence of norms on R3, there is a constant L > 0 such that kyk1 ≤ L kyk
∀y ∈ R3. Thus, ∀τ ≥ τL:

|Sε (τ − τL)| ≤ KLδ2eµ(τ−τL) (3.78)

(3.77) and (3.78) together show that for τ − τL > 0 sufficiently large:

ε (τ) ≈ ε∗ + wL (τ − τL) (3.79)

So far, it has been argued that ∃τL > 0 such that ε (τ) satisfies the approximation (3.79)

for τ − τL > 0 sufficiently large. This is equivalent to the statement that given τL > 0

sufficiently large, ε (τ) satisfies (3.79) ∀τ ≥ τL.

It is shown in section A.1.5 of the Appendix that wL (τ) satisfies

ẅL −∆1ẇL + �
¡
Γ+1 + Γ

−
1

¢
wL = 0

and

ẇL = −� (uL − vL)

on R. The first equation implies that wL (τ) solves the general linear harmonic oscillator

equation Ẍ+aẊ+ bX = 0 with a = −∆1 and b = �
¡
Γ+1 + Γ

−
1

¢
. Since yL = φτL (y0)−y∗,

uL (0) = r (τL)−x1, vL (0) = l (τL)−x1 and wL (0) = ε (τL)−ε∗. The second equation thus
implies that ẇL (0) = −�b (τL) where b (τL) = r (τL)− l (τL). As ∆21 − 4�

¡
Γ+1 + Γ

−
1

¢
> 0
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for the parameter range considered here, it then follows from the discussion of the equation

Ẍ + aẊ + bX = 0 in section A.1.4 of the Appendix that ∀τ ≥ 0

wL (τ) = Aeµ12τ +Beµ13τ (3.80)

where:

d =
q
∆21 − 4�

¡
Γ+1 + Γ

−
1

¢
A = −1d (µ13 (ε (τL)− ε∗) + �b (τL))

B = 1
d (µ12 (ε (τL)− ε∗) + �b (τL))

(3.81)

In conclusion, it has been argued here that given τL > 0 sufficiently large, ε (τ) satisfies

the approximation (3.79) ∀τ ≥ τL, where wL (τ) is defined by (3.80)-(3.81).

3.6.3 Stability of the origin

As mentioned previously, the stability analysis of the origin is complicated by the fact that

X is not smooth at 0. In understanding the stability of 0 as a fixed point of ẏ = X (y)

it is useful to first examine the stability of 0 as a fixed point of the extended systems

ẏ = X+ (y) and ẏ = X− (y) introduced in section 3.1.3.

Stability of the origin in ẏ = X± (y)

Recall from section 3.1.3 that X+ and X− are C∞ smooth. It therefore follows that

if 0 is hyperbolic in ẏ = X± (y), there is a homeomorphism H±
0 which maps an open

neighbourhood V ±0 of 0 to an open neighbourhood U±0 of 0 such that (i) H±
0 (0) = 0, and

(ii) H±
0 maps trajectories of ż = DX± (0) z to trajectories of ẏ = X±(y) in such a way

as to preserve the parameterisation of trajectories with time. In this case, the stability of

0 in ẏ = X±(y) is determined by the eigenvalue spectrum of DX±(0). Setting y = 0 in

equation (3.55) gives

DX− (0)σ = σDX+ (0) (3.82)

which implies that DX+ (0) and DX− (0) have the same eigenvalue spectrum. The sta-

bility of 0 as a fixed point of both ẏ = X+(y) and ẏ = X−(y) is therefore determined by
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the eigenvalue spectrum of DX+(0) in the hyperbolic case. Setting y = 0 in (3.57) gives:

DX+(0) =

⎛⎜⎜⎜⎝
−1 0 Λ+

0 −1 −Λ−
−� � 0

⎞⎟⎟⎟⎠ (3.83)

The eigenvalues {λ1, λ2, λ3} of DX+(0) are then

λ1 = −1
λ2 =

1
2 (−1 +∆)

λ3 =
1
2 (−1−∆)

(3.84)

where ∆ =
p
1− 4�(Λ+ + Λ−). Note that Λ+ + Λ− 6= 0 corresponds to the hyperbolic

case. Also note that λ1 = λ2 + λ3. {λ1, λ2, λ3} therefore have a resonance of order 2, and
so by Sternberg’s Theorem, H±

0 is at most a C
1 diffeomorphism when Λ+ + Λ− 6= 0.

Let
©
w+1 ,w

+
2 ,w

+
3

ª
be the corresponding eigenvectors ofDX+(0) corresponding to {λ1, λ2, λ3}.

(
©
w+1 ,w

+
2 ,w

+
3

ª
are taken to be the generalised eigenvectors of DX+(0) when the eigen-

values are not distinct). Similarly, write
©
w−1 ,w

−
2 ,w

−
3

ª
for the eigenvectors of DX−(0)

corresponding to {λ1, λ2, λ3}. (Again,
©
w−1 ,w

−
2 ,w

−
3

ª
are taken to be the generalised

eigenvectors of DX−(0) when the eigenvalues are not distinct). Using (3.82), it can be

shown that it is possible to choose
©
w−1 ,w

−
2 ,w

−
3

ª
so that

£
w−1 w

−
2 w

−
3

¤
= σ

£
w+1 w

+
2 w

+
3

¤
(cf. the proof that

©
v−i1,v

−
i2,v

−
i3

ª
can be chosen to satisfy

£
v−i1 v

−
i2 v

−
i3

¤
= σ

£
v+i1 v

+
i2 v

+
i3

¤
in section 3.6.1). It can be seen from (3.83) that (1, 1, 0)T is an eigenvector of DX+(0)

corresponding to the eigenvalue −1. w+1 can therefore be set equal to (1, 1, 0)T . Since

σ (1, 1, 0)T = (1, 1, 0)T , w−1 can also be set equal to (1, 1, 0)
T . The fact that (1, 1, 0)T is

an eigenvector of DX±(0) corresponding to −1 means that L0 = Sp
n
(1, 1, 0)T

o
is always

a stable 1-dimensional manifold of the linearised system ż = DX±(0)z. Moreover, the

dynamics of ż = DX±(0)z on L0 is given by

ẋ = −x (3.85)

which is consistent with the linearisation of (3.25) about x = 0 (recall that (3.25) describes

the nonlinear dynamics of ẏ = X± (y) on the invariant line L0). For the generic case when

the eigenvalues {λ1, λ2, λ3} are distinct, the other two eigenvectors w+2 and w+3 of DX+ (0)
are as below:
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w+2 =

⎛⎜⎜⎜⎝
Λ+

−Λ−
1
2 (1 +∆)

⎞⎟⎟⎟⎠ ,w+3 =

⎛⎜⎜⎜⎝
Λ+

−Λ−
1
2 (1−∆)

⎞⎟⎟⎟⎠ (3.86)

It should be noted that when the dependence of X+ on α is being explicitly considered,

the Jacobian matrix DX+(0) is DyX+(0;α), while the eigenvalues and eigenvectors of the

Jacobian are functions of α, λi = λi (α) and w+i = w+i (α) for 1 ≤ i ≤ 3. Similarly for
X−.

Returning to the eigenvalue spectrum of DX+ (0), recall from (3.13) that Λ− = −α
β . It

follows that α 6= Λ+β corresponds to the hyperbolic case Λ++Λ− 6= 0. Thus, since λ1 < 0,
the stability of 0 in ẏ = X± (y) when α 6= Λ+β is determined by the signs of Re (λ2) and
Re (λ3). For α < Λ+β, Λ+ + Λ− > 0 and so ∆ is either complex or is less than 1. This

means that Re (λ2) ,Re (λ3) < 0 and hence the origin is a stable fixed point of ẏ = X± (y).

For α > Λ+β, Λ+ +Λ− < 0 implying that ∆ > 1, and so λ2 > 0, λ3 < 0. In this range the

origin is therefore an unstable fixed point of ẏ = X± (y). The origin thus changes from

being a stable fixed point of ẏ = X± (y) to an unstable fixed point as α − Λ+β increases
through 0. Note that the stability of 0 as a fixed point of ẏ = X± (y) is a function of α and

β: it is independent of �. Also, the extended version of the Hartman-Grobman Theorem

stated in section 1.2.3 implies that H±
0 is a diffeomorphism for α < Λ+β, since Re {λi} < 0

for 1 ≤ i ≤ 3 in this range. For α > Λ+β, λ1 = λ2 + λ3 with Re (λ2) ,−Re (λ3) > 0, and

so H±
0 may not be a diffeomorphism.

Stability of the origin in ẏ = X (y)

A useful expression for the dynamics of ẏ = X (y) about the origin can be obtained by

utilising the extended vector fields {X+,X−}. Since X+ is smooth, X+ can be expanded
as a Taylor series about 0 giving

X+ (y) = DX+ (0)y +R+ (y)

where R+ (y) is O
³
kyk2

´
. Similarly, X− can be written as

X− (y) = DX− (0)y +R− (y)
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where R− (y) is O
³
kyk2

´
. Hence, as X±|N± = X|N± , X can be written in the form

X (y) = LX (y) +R (y) (3.87)

where LX,R : R3→ R3 are defined by

LX (y) =

⎧⎨⎩ DX+ (0)y if y ∈ N+

DX− (0)y if y ∈ N−
(3.88)

and:

R (y) =

⎧⎨⎩ R+ (y) if y ∈ N+

R− (y) if y ∈ N−
(3.89)

Note that R (y) is O
³
kyk2

´
with R (0) = 0. Using (3.87), the burster dynamics about

the origin can therefore be written as below:

ẏ = LX (y) +R (y) (3.90)

The piecewise linear system ż = LX (z) will be referred to in what follows as the lineari-

sation of the burster system about the origin. Using the expression for DX+ (0) given in

(3.83) and the fact that σDX− (0) = DX+ (0)σ, ż = LX (z) can be written as:

ż =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎝
−1 0 Λ+

0 −1 −Λ−
−� � 0

⎞⎟⎟⎟⎠ z if z ∈ N+

⎛⎜⎜⎜⎝
−1 0 Λ−

0 −1 −Λ+
−� � 0

⎞⎟⎟⎟⎠ z if z ∈ N−

(3.91)

Writing z = (u, v,w)T , the equations are given explicitly by:

u̇ = −u+ L (w) |w| (3.92)

v̇ = −v + L (−w) |w| (3.93)

ẇ = −� (u− v) (3.94)
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where L : R3 → R3 is defined as follows:

L (w) =

⎧⎨⎩ Λ+ if w > 0

−Λ− if w < 0
(3.95)

It can be shown that solutions of the linearised system ż = LX (z) exist and can be extended

infinitely far forward in time. Proofs are given in section A.1.6. Note from the definition

of LX that LX|N± = DX± (0) |N± . Hence if z (τ) is a solution of ż = DX± (0) z with

z (τ) ∈ N± on some interval (τ1, τ2), then z (τ) solves ż = LX (z) on (τ1, τ2) also. In

particular this means that the line L0 = Sp
n
(1, 1, 0)T

o
will be a stable 1-dimensional

manifold of the fixed point at the origin in ż = LX (z). It is easy to see that σ◦LX = LX◦σ;
that is σ conjugates both the nonlinear and linearised vector fields of the burster system.

[Let z ∈ N+. Then σLX (z) = σDX+ (0) z = DX− (0) (σz). Now σz ∈ N− and so

LX (σz) = DX− (0) (σz). Thus, σLX (z) = LX (σz). A similar argument proves the case

z ∈ N−]. The conjugacy implies that if z (τ) is a solution of the linearised system, then

σz (τ) is also a solution (cf. section 3.3).

As R (y) = O
³
kyk2

´
, X (y) is approximated by LX (y) for small kyk. This suggests

that trajectories y (τ) of the burster system with ky (τ)k small may be well approximated
by corresponding trajectories of the linearised burster system. In particular, it follows

that the stability properties of the origin in the nonlinear system may be determined by

the stability properties of the origin in the linearised system. This claim is supported by

extensive numerical evidence. However, as the vector field of the burster system is not

smooth at 0, there is no obvious general result, such as the Hartman-Grobman Theorem,

which can be used to prove this statement.

For α > Λ+β, λ1, λ3 < 0 and λ2 > 0. The 1-dimensional set EU
0±

def
= Sp

©
w±2
ª
is there-

fore the unstable manifold of the origin in the system ż = DX± (0) z. Since LX|N± =

DX± (0) |N± , it follows that EU
0 defined by EU

0 =
¡
EU
0+ ∩N+

¢ ∪ ¡EU
0− ∩N−

¢
is a 1-

dimensional unstable invariant set of the origin in the linearised system ż = LX (z) which

maps into itself under σ. The origin is therefore unstable in ż = LX (z) for α > Λ+β. By

considering the explicit form of the linearised equations, it can be shown that the origin is

a stable fixed point of ż = LX (z) for α < Λ+β. A proof is given in section A.1.7.

The claim that trajectories of the nonlinear system lying close to 0 may be well approx-

imated by corresponding trajectories of the linearised system would therefore seem to
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suggest that the origin will be unstable in the nonlinear system for α > Λ+β and stable

for α < Λ+β. The Stable Manifold Theorem implies that for α > Λ+β, the origin has a

unique local unstable manifold WU
0± in the extended system ẏ = X± (y) such that WU

0± is

1-dimensional, C∞ smooth and tangential to EU
0± at 0 [4]. Since X|N± = X±|N± , it follows

thatWU
0 defined byW

U
0 =

¡
WU
0+ ∩N+

¢∪¡WU
0− ∩N−

¢
is a 1-dimensional local unstable in-

variant set of the origin in ẏ = X (y). Moreover, WU
0 is (i) piecewise tangential to E

U
0 at 0

about 0, (ii) piecewise C∞ smooth about 0 and (iii) maps into itself under σ. The existence

of WU
0 implies that the origin is unstable in the burster system for α > Λ+β. Numerical

results suggest that for α < Λ+β the origin is stable, as predicted. This will be assumed

true in what follows. The fact that the origin changes stability with the sign of α − Λ+β
suggests that the burster system undergoes a nonsmooth codimension 1 bifurcation at the

origin when α = Λ+β.

The hypothesis that trajectories y (τ) of the burster system with ky (τ)k small may be well
approximated by corresponding trajectories of the linearised burster system can be used

to obtain a more detailed insight into the stability properties of the origin in the burster

system, by examining the behaviour of the linearised system ż = LX (z). This will be of

use when discussing saccades in chapter 6. There are 3 generic cases to consider: α > Λ+β,¡
Λ+ − 1

4�

¢
β < α < Λ+β, and α <

¡
Λ+ − 1

4�

¢
β. These are now analysed in turn.4

1. α > Λ+β

In this range λ1, λ3 < 0 and λ2 > 0 with |λ3| > |λ1| (cf. (3.84)). The origin is therefore
a saddle node of ż = DX± (0) z, with the stable invariant plane ES

0± = Sp
©
L0,w

±
3

ª
and

the unstable invariant line EU
0± = Sp

©
w±2
ª
. Since |λ3| > |λ1|, typical trajectories z (τ)

of ż = DX± (0) z with z (0) ∈ ES
0± contract onto the origin tangential to L0. Trajectories

with z (0) /∈ ES
0± diverge to ∞ in the direction of EU

0±. Note that as L0 is always a stable

manifold of ż = DX+ (0) z, trajectories of this system with initial condition in ES
0+ ∩N+

will be confined to ES
0+∩N+ for all τ ≥ 0, as they cannot cross L0. Typical trajectories with

initial condition in ES
0+∩N+ will therefore contract to the origin tangential to L0 confined

to N+. It follows that ES
0+ ∩N+ is a stable invariant half-plane of 0 in ż = DX+ (0) z. By

symmetry, ES
0−∩N− is a stable invariant half-plane of 0 in ż = DX− (0) z. Since LX|N± =

DX± (0) |N± , it follows that the set ES
0 defined by ES

0 =
©
ES
0+ ∩N+

ª ∪ ©ES
0− ∩N−

ª
is a

local 2 dimensional invariant stable set of the origin in the linearised system ż = LX (z),

4During the following analysis, it should be kept in mind that if the explicit dependence of X on α were
being considered, all local invariant sets of 0 in ẏ = X (y) would be functions of α, as would all eigenvectors.
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which maps into itself under σ. Typical trajectories z (τ) of ż = LX (z) with z (0) ∈ ES
0

will contract to the origin tangential to L0, confined to either N+ or N−.

It can be shown that trajectories of ż = LX (z) can only cross the plane P an infinite

number of times if 1− 4� (Λ+ + Λ−) < 0 (cf. the remark at the end of section A.1.7). In

the range of interest, Λ+ + Λ− < 0, implying that trajectories cross P a finite number of

times. So let z (τ) be a trajectory of the linearised system with z (0) /∈ ES
0 . The relation

LX|N± = DX± (0) |N± then implies that after crossing P for the final time, z (τ) will be a

trajectory of either ż = DX+ (0) z in N+ or ż = DX− (0) z in N− for all subsequent time,

and so will diverge to ∞ in the direction of either EU
0+ ∩N+ or EU

0− ∩N−. Recalling the
1-dimensional unstable invariant set EU

0 =
¡
EU
0+ ∩N+

¢ ∪ ¡EU
0− ∩N−

¢
defined previously,

it can be concluded that z (τ) will cross P a finite number of times before diverging to ∞
in the direction of EU

0 .

Thus far, it has been argued that for α > Λ+β, the origin is a ‘saddle node’ of ż = LX (z), in

that it has a 2-dimensional stable invariant set ES
0 and a 1-dimensional unstable invariant

set EU
0 . Both these sets map into themselves under σ. It can be shown by applying the

Stable Manifold Theorem to 0 in ż = DX± (0) z and using the relationX|N± = X±|N± that
in ẏ = X (y), the origin has a 2-dimensional local stable invariant set WS

0 containing L0.

Moreover, WS
0 is (i) piecewise tangential to E

S
0 at 0 about L0, (ii) piecewise C

∞ smooth

about L0 and (iii) maps into itself under σ. For α > Λ+β, the origin is therefore a nonlinear

‘saddle node’ of the burster system, in that it has both stable and unstable local invariant

sets, which are tangential to corresponding invariant sets of the linearised system at 0.

Also, the conjecture that trajectories y (τ) of the burster system with ky (τ)k sufficiently
small are well approximated by corresponding trajectories of the linearised burster system

suggests that for y (0) /∈WS
0 with ky (0)k sufficiently small, y (τ) crosses P a finite number

of times before diverging away from the origin in the direction of EU
0 .

Figure (3-19) shows the projection onto the (r − l, ε) plane of some trajectories of the

burster system with y (0) /∈WS
0 and ky (0)k small obtained for {α = 600, β = 7.5, � = 0.001}.

For this choice of parameters, α > Λ+β. Also shown in figure (3-19) is the set EU
0 . It can

be seen that trajectories cross the plane P a finite number of times before diverging away

from the origin in the direction of EU
0 , as predicted.

2.
¡
Λ+ − 1

4�

¢
β < α < Λ+β
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Figure 3-19: Projection onto the (r − l, ε) plane of some trajectories y (τ) of the burster
system with ky (0)k small obtained for α = 600, β = 7.5, � = 0.001. Arrows indicate the
direction of trajectories with time.

In this range, 1 − 4�(Λ+ + Λ−) > 0 and so 0 < ∆ < 1, implying that λ2 and λ3 are real

with λ2, λ3 < 0 and |λ1| > |λ3| > |λ2| (cf. (3.84)). The origin is therefore a stable node
of ż = DX± (0) z, with the stable invariant lines L0, Sp

©
w±2
ª
and Sp

©
w±3
ª
. As |λ1| >

|λ3| > |λ2|, trajectories z (τ) of ż = DX± (0) z with z (0) /∈ L0∪Sp
©
w±3
ª
contract onto the

origin tangential to Sp
©
w±2
ª
. Since LX|N± = DX± (0) |N± , it follows that in ż = LX (z),

the origin will have the stable invariant lines L0, ES
2 , E

S
3 where E

S
i =

©
Sp
©
w+i
ª ∩N+ª ∪©

Sp
©
w−i
ª ∩N−ª for 2 ≤ i ≤ 3. Note that ES

2 and ES
3 map into themselves under σ.

For
¡
Λ+ − 1

4�

¢
β < α < Λ+β, the origin is therefore a ‘stable node’ of ż = LX (z) in that

it is stable, with the 3 symmetric stable invariant lines, L0, ES
2 and ES

3 defined above.

Since 1− 4�(Λ+ + Λ−) > 0 in the range of interest, a given trajectory z (τ) of ż = LX (z)
will cross the plane P a finite number of times before being confined to N+ or N−. i.e.

there will exist s > 0 such that z (τ) ∈ N+ ∀τ ≥ s or z (τ) ∈ N− ∀τ ≥ s. So assume

z (0) /∈ L0 ∪ES
3 . Then as L0 ∪ES

3 is invariant, z (s) /∈ L0 ∪ES
3 . If z (s) ∈ N+, z (τ) will be

a solution of ż = DX+ (0) z on [s,∞) with z (s) /∈ L0 ∪ Sp
©
w+3
ª
. The discussion of the

system ż = DX+ (0) z above then implies that z (τ) will contract to the origin tangential

to Sp
©
w+2
ª
as τ → ∞ from s. A similar argument shows that if z (s) ∈ N−, z (τ) will

contract to the origin tangential to Sp
©
w−2
ª
as τ → ∞ from s. It has thus been argued

that trajectories z (τ) of the linearised system with z (0) /∈ L0 ∪ ES
3 will cross P a finite

number of times before contracting to the origin tangential to ES
2 . This suggests that
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Figure 3-20: Projection onto the (r − l, ε) plane of some trajectories y (τ) of the burster
system with ky (0)k small obtained for α = 80, β = 1.5, � = 0.001. The dotted line
indicates the slow manifold SM . Arrows indicate the direction of trajectories with time.

typical trajectories y (τ) of the nonlinear system with ky (0)k sufficiently small will cross
P a finite number of times before contracting to the origin tangential to ES

2 .

Figure (3-20) shows the projection onto the (r − l, ε) plane of some typical trajectories of

the burster system with ky (0)k small obtained for {α = 80, β = 1.5, � = 0.001}. For this
choice of parameters,

¡
Λ+ − 1

4�

¢
β < α < Λ+β. Also shown in figure (3-20) are the sets ES

2

and ES
3 together with the slow manifold SM . It can be seen that the trajectories shown

cross the plane P a finite number of times before contracting to the origin tangential to

ES
2 , as predicted. For

¡
Λ+ − 1

4�

¢
β < α < Λ+β, the origin is a nonlinear ‘stable node’ of

ẏ = X (y), in that its local behaviour appears to be determined by the dynamics of the

linearised system ż = LX (z), for which the origin is a ‘stable node’ in the sense described

above.

3. α <
¡
Λ+ − 1

4�

¢
β

For α <
¡
Λ+ − 1

4�

¢
β, 1 − 4�(Λ+ + Λ−) < 0 and so λ2 =

1
2 (−1 + ωi) , λ3 =

1
2 (−1− ωi)

where ω =
p
4�(Λ+ + Λ−)− 1 (cf. (3.84)). It follows that the origin is a stable fixed point

of ż = DX± (0) z with invariant directions L0 and Sp
©
Re
©
w±2
ª
, Im

©
w±2
ªª
, such that on

Sp
©
Re
©
w±2
ª
, Im

©
w±2
ªª
the origin is a stable focus. Trajectories z (τ) = (u (τ) , v (τ) , w (τ))T

of ż = DX± (0) z with z (0) /∈ L0 spiral around L0 as they converge to the origin. More-
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Figure 3-21: Projection onto the (r − l, ε) plane of some trajectories y (τ) of the burster
system with ky (0)k small for α = 200, β = 15, � = 0.05 . The dotted line indicates the
slow manifold SM . Arrows indicate the direction of trajectories with time.

over, since ẇ = −� (u− v) in ż = DX+ (0) z and ż = DX− (0) z, the spiralling direction

is the same in both linear systems. As LX|N± = DX± (0) |N± , it follows that trajectories
z (τ) of ż = LX (z) with z (0) /∈ L0 will spiral around L0 as they approach the origin. This

suggests that trajectories y (τ) of the burster system with ky (0)k sufficiently small and
y (0) /∈ L0 will spiral around L0 as they converge to the origin.

Figure (3-21) shows the projection onto the (r − l, ε) plane of some trajectories y (τ) of the

burster system with ky (0)k small and y (0) /∈ L0 obtained for {α = 200, β = 15, � = 0.05}.
For this choice of parameters, α <

¡
Λ+ − 1

4�

¢
β. Also shown in figure (3-21) is the slow

manifold SM . The behaviour of the trajectories is as expected.

Figure (3-22) summarises the work on the stability of the origin in the burster system

given above. It is instructive to consider the effect on the stability of 0 of increasing � for

a fixed α and β with α < Λ+β. This will be useful when discussing saccades in Chapter

6. Figure (3-22) shows that as � is increased for such a choice of (β, α), the origin changes

from a stable node to a stable fixed point for which trajectories y (τ) with y (0) /∈ L0 spiral

around L0 as they contract to the origin. This change can be interpreted in terms of the

slow manifold SM . For � small, trajectories with y (0) /∈ L0 and ky (0)k small contract onto
SM and converge along it to 0 (cf. figure (3-20)). Increasing � causes these trajectories
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Figure 3-22: Stability of the origin as a fixed point of ẏ = X (y).

to contract onto SM more slowly and follow it less closely, until they eventually begin to

spiral around L0 as they approach the origin (cf. figure (3-21)).

3.6.4 Approximation to ε (τ) for large τ ≥ 0 for initial conditions in B (0)
with

¡
Λ+ − 1

4�

¢
β < α < Λ+β or 0 < α <

¡
Λ+ − 1

4�

¢
β

Assume that
¡
Λ+ − 1

4�

¢
β < α < Λ+β, so that 0 is a stable node of ẏ = X (y), or 0 <

α <
¡
Λ+ − 1

4�

¢
β, so that 0 is a stable fixed point for which trajectories spiral around L0

as they approach 0. Let y0 lie in B (0) and define y (τ) = (r (τ) , l (τ) , ε (τ))T = φτ (y0)

∀τ ≥ 0. In this section, an approximate expression for ε (τ) is obtained for large τ , based on
the assumption that sufficiently close to 0, the nonlinear dynamics are well approximated

by the linearised dynamics (cf. the similar analysis of section 3.6.2). This expression

will be used when discussing the modelling of saccades in chapter 6. Write L0τ for the

flow associated with the linearised dynamics ż = Lx (z). Then by assumption, given kyk
sufficiently small, for all sufficiently large τ > 0:

φτ (y) ≈ L0τ (y)

Choose τL for which
°°φτL (y0)°° is sufficiently small. The expression above then implies

that for sufficiently large τ > 0:
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φτ
¡
φτL (y0)

¢ ≈ L0τ
¡
φτL (y0)

¢
Write yL = φτL (y0), and define zL (τ) = (uL (τ) , vL (τ) , wL (τ))

T = L0τyL ∀τ ≥ 0. zL (τ)
solves the linearised system ż = LX (z) with initial condition zL (0) = yL. Moreover, the

expression above implies that for sufficiently large τ > 0:

y (τ + τL) ≈ zL (τ)

It follows that for sufficiently large τ − τL > 0

y (τ) ≈ zL (τ − τL)

which suggests:

ε (τ) ≈ wL (τ − τL) (3.96)

Thus far, it has been shown that ∃τL > 0 such that ε (τ) satisfies the approximation (3.96)

for sufficiently large τ − τL > 0. This is equivalent to the statement that for sufficiently

large τL > 0, ε (τ) satisfies (3.96) ∀τ ≥ τL.

Section A.1.7 of the Appendix implies that wL (τ) satisfies

ẅL + ẇL + � (Λ+ + Λ−)wL = 0

and

ẇL = −� (uL − vL)

on [0,∞). The first equation in this pair shows that wL (τ) solves the general linear

harmonic oscillator equation Ẍ + aẊ + bX = 0 on [0,∞) with a = 1 and b = � (Λ+ + Λ−).

Since yL = φτL (y0), uL (0) = r (τL), vL (0) = l (τL) and wL (0) = ε (τL). The second

equation therefore implies that ẇL (0) = −�b (τL), where b (τL) = r (τL) − l (τL). The

discussion of the equation Ẍ + aẊ + bX = 0 in section A.1.4 of the Appendix leads to

the following expressions for wL (τ) on [0,∞) in the ranges
¡
Λ+ − 1

4�

¢
β < α < Λ+β and

0 < α <
¡
Λ+ − 1

4�

¢
β:
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1.
¡
Λ+ − 1

4�

¢
β < α < Λ+β. In this range, 1− 4� (Λ+ + Λ−) > 0. Thus, ∀τ ≥ 0

wL (τ) = Aeλ2τ +Beλ3τ (3.97)

where:

d =
p
1− 4� (Λ+ + Λ−)

A = −1d (λ3ε (τL) + �b (τL))

B = 1
d (λ2ε (τL) + �b (τL))

(3.98)

2. 0 < α <
¡
Λ+ − 1

4�

¢
β. In this range, 1− 4� (Λ+ + Λ−) < 0. Thus, ∀τ ≥ 0

wL (τ) = Ae−
τ
2 cos (dτ +B) (3.99)

where:

d = 1
2

p
4� (Λ+ + Λ−)− 1

A = 1
d

q¡
1
4 + d2

¢
ε (τL)

2 − �ε (τL) b (τL) + �2b (τL)
2

B = − arctan
³
ε(τL)−2�b(τL)

2dε(τL)

´ (3.100)

In conclusion, it has been argued here that for sufficiently large τL > 0, ε (τ) satisfies the

approximation (3.96) ∀τ ≥ τL, where wL (τ) is defined by either (3.97)-(3.98) or (3.99)-

(3.100).

3.6.5 Stability of the fixed points in the (β, α) plane

Using the analysis of sections 3.6.1 and 3.6.3, the stability of the fixed points in each region

of the (β, α) plane is summarised in figure (3-23).
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2β′ 

α=Λ+β 

α=T(β) 

β1 β2 

α=αH(β) 

0 unstable                
y1

+, y1
-  unstable  

0 stable                                                            
y1

+, y1
- , y2

+, y2
-  unstable                                 

0 unstable         
y1

+, y1
-  stable

                             0 stable

β
     

α 

0 

0 stable                   
y1

+, y1
-  stable; y2

+, y2
-  unstable

Figure 3-23: Stability of the fixed points of the burster system in the (β, α) plane. Codi-
mension 1 bifurcations occur on the curves α = Λ+β, α = αH (β) and α = T (β).
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Chapter 4

Analysis of the burster equations

II: Bifurcations

In this chapter, the bifurcations and attractors of the burster equations ẏ = X (y;α) are

investigated. Consequently, the vector field X will be explicitly considered as a function of

the parameter vector α in the following analysis. To begin with, each of the instabilities

proposed in the previous chapter is analysed. The results of this analysis together with the

restriction on the behaviour of trajectories imposed by the existence of the slow manifold

SM (α, β) will then enable a full picture of the bifurcations and attractors of ẏ = X (y;α)

to be proposed for � small. Finally, the effect on the attractors of ẏ = X (y;α) of increasing

� will be discussed. This will enable a full classification of the bifurcations and attractors of

the burster equations to be proposed for α in a range Π̂P containing the physiological range

ΠP . During this work, several parameter regions will be located in which the error time

series associated with limit cycle attractors of the burster equations resemble congenital

nystagmus waveforms.

Recall from section 3.6 that the burster system ẏ = X (y;α) undergoes a codimension 2

bifurcation at y±1 when {α = α2, β = β2}, a codimension 1 bifurcation at y±1 when α =

αH (β), a codimension 1 bifurcation at y
±
1 when {α = T (β) , β 6= β2} and a codimension 1

bifurcation at the origin when α = Λ+β. Each of these bifurcations is examined in greater

detail during this section. The bifurcation at the origin is perhaps the most interesting,

since it occurs in a region of the state space where the vector field is not smooth. This will

be examined first.
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4.1 The bifurcation at the origin when α = Λ+β

Set µ = − (Λ+ + Λ−). For simplicity µ will be used as the bifurcation parameter during

this section, so that the bifurcation at the origin occurs at µ = 0. It is important to note

that the bifurcation must change type at β = 2β0, since as µ increases through 0 in β ≤ 2β0,
the origin becomes unstable and a pair of stable fixed points

©
y+1 ,y

−
1

ª
are created, while

as µ increases through 0 in β > 2β0 the origin becomes unstable and a pair of unstable

fixed points
©
y+2 ,y

−
2

ª
are destroyed (cf. fig (3-23)). The bifurcation which occurs at µ = 0

can be understood in both these cases by examining the properties of the extended system

ẏ = X+ (y;α) in the neighbourhood of the origin for small µ. It is first shown that given

�, for small µ the origin has a 1-dimensional local invariant set WC
0 (α) in ẏ = X (y;α).

WC
0 (α) is obtained by gluing together the sets W

C
0+ (α)∩N+ and σWC

0+ (α)∩N−, where
WC
0+ (α) is a 1-dimensional C

∞ local invariant manifold of the origin in ẏ = X+ (y;α).

The dynamics on WC
0 (α) are then derived from the smooth dynamics on WC

0+ (α). It is

found that as µ increases through 0 in β ≤ 2β0, y+1 and y−1 are created in a supercritical
pitchfork-type bifurcation on WC

0 (α), while as µ increases through 0 in β > 2β0, y+2 and

y−2 are destroyed in a subcritical pitchfork-type bifurcation on WC
0 (α). For β 6= 2β0, this

‘pitchfork-type’ bifurcation can be attributed to a transcritical bifurcation on WC
0+ (α),

while for β = 2β0, it can be attributed to a pitchfork bifurcation on WC
0+ (α). Finally, the

flow on WC
0 (α) in the immediate neighbourhood of the origin for µ small is characterised.

For simplicity, it will be assumed throughout the following analysis that β is fixed, and α

is being implicitly varied by varying µ.

4.1.1 Derivation of the dynamics on WC
0 (α) for small µ

Fix �, β > 0 and consider the extended system ẏ = X+ (y;α, β, �). From equations (3.12)-

(3.13), µ is given in terms of α and β by:

µ =
α

β
− Λ+

Rearranging for α gives:

α = β (µ+ Λ+)
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Write ẏ = X+ (y;α, β, �) in the µ parameter coordinates as ẏ = X+ (y;µ, β, �), and the

burster system ẏ = X (y;α, β, �) as ẏ = X (y;µ, β, �). Then since X+ (y;α, β, �) is a C∞

function of y and α for y ∈ R3, α ∈ (0,∞), it follows that X+ (y;µ, β, �) is a C∞ function

of y and µ for y ∈ R3, µ ∈ (−Λ+,∞) (cf. section 3.1.3). Expanding each of the components
of X+ (y;µ, β, �) as power series in r, l and ε about 0 leads to the following expression for

X+ (y;µ, β, �):

X+ (y;µ, β, �) = DyX+ (0;µ, β, �)y+R (y;µ, β, �) (4.1)

Here the components of R (y;µ, β, �) contain terms of the form f (µ, β, �) rk1 lk2εk3 , where

ki ≥ 0 for 1 ≤ i ≤ 3 with k1 + k2 + k3 ≥ 2, and f (µ, β, �) is a C∞ function of µ on

(−Λ+,∞). Explicitly, ẏ = X+ (y;µ, β, �) is:

ṙ = −r + Λ+ε− γrl2 − Λ+
2β0

ε2 +
Λ+

6
¡
β0
¢2 ε3 +O

¡
ε4
¢

(4.2)

l̇ = −l + (µ+ Λ+) ε− γlr2 − (µ+ Λ+)
β

ε2 +
(µ+ Λ+)

2β2
ε3 +O

¡
ε4
¢

(4.3)

ε̇ = −�r + �l (4.4)

At µ = 0, the derivative of X+ with respect to y evaluated at 0, DyX+ (0; 0, β, �), is given

by:

DyX+ (0; 0, β, �) =

⎛⎜⎜⎜⎝
−1 0 Λ+

0 −1 Λ+

−� � 0

⎞⎟⎟⎟⎠
(cf. (3.83)). This has eigenvalues −1 with multiplicity 2 and 0 with multiplicity 1. The
eigenvector corresponding to 0 is wP = (Λ+,Λ+, 1)

T . The generalised eigenvectors of

DyX+ (0; 0, β, �) corresponding to−1 can be taken to be (1, 1, 0)T and vP =
³

1
�Λ+

, 0, 1
Λ+

´T
.

Define the 3× 3 matrix P+ (�) by P+ (�) = [(1, 1, 0)T vP wP ]. Then the matrix

P+ (�)
−1DyX+ (0; 0, β, �)P+ (�)

is a normal form for DyX+ (0; 0, β, �). Explicitly:
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P+ (�)
−1DyX+ (0; 0, β, �)P+ (�) =

⎛⎜⎜⎜⎝
−1 1 0

0 −1 0

0 0 0

⎞⎟⎟⎟⎠ (4.5)

Perform the change of coordinates y→ x+ given by x+ = (x+, y+, z+)
T = P+ (�)

−1 y. The

coordinate transformations x+→ y and y→ x+ are given by

x+ = �Λ+r + (1− �Λ+) l − Λ+ε (4.6)

y+ = �Λ+r − �Λ+l (4.7)

z+ = −�r + �l + ε (4.8)

and:

r = x+ +
1

�Λ+
y+ + Λ+z+ (4.9)

l = x+ + Λ+z+ (4.10)

ε =
1

Λ+
y+ + z+ (4.11)

In the new coordinates, the dynamics are ẋ+=G (x+;µ, β, �) where:

G (x+;µ, β, �) = P+ (�)
−1X+ (P+ (�)x+;µ, β, �) (4.12)

SinceX+ (y;µ, β, �) is C∞ in y and µ for y ∈ R3, µ ∈ (−Λ+,∞), it follows thatG (x+;µ, β, �)
is C∞ in x+ and µ over this range. Write:

G (x+;µ, β, �) = (G1 (x+;µ, β, �) ,G2 (x+;µ, β, �) ,G3 (x+;µ, β, �))
T

Then for each 1 ≤ i ≤ 3, Gi (x+;µ, β, �) is also C∞ in x+ and µ for y ∈ R3, µ ∈ (−Λ+,∞).
Substituting y = P+ (�)x+ into (4.1) and then substituting into (4.12) gives

G (x+;µ, β, �) = A (µ, β, �)x+ + S (x+;µ, β, �) (4.13)

where

A (µ, β, �) = P+ (�)
−1DyX+ (0;µ, β, �)P+ (�) (4.14)
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and:

S (x+;µ, β, �) = P+ (�)
−1R (P+ (�)x+;µ, β, �)

Here the components of S (x+;µ, β, �) contain terms of the form g (µ, β, �)xk1+ yk2+ zk3+ where

ki ≥ 0 for 1 ≤ i ≤ 3 with k1 + k2 + k3 ≥ 2, and g (µ, β, �) is a C∞ function of µ on

(−Λ+,∞). Note that this implies G (0;µ, β, �) = 0 ∀µ ∈ (−Λ+,∞).

Consider the system composed of ẋ+ = G (x+,µ;β, �) together with the trivial equation

µ̇ = 0:

ẋ+ =G (x+,µ;β, �) (4.15)

µ̇ = 0 (4.16)

(0, µ)T is a fixed point of this augmented system ∀µ ∈ (−Λ+,∞). Moreover, asG (x+,µ;β, �)
is a C∞ function of (x+, µ)T for x+ ∈ R3, µ ∈ (−Λ+,∞), the vector field of this augmented
system is a C∞ function of (x+, µ)

T over this range. In particular, the vector field is C∞

in a neighbourhood of (0, 0)T .

The derivative of the vector field of the augmented system evaluated at (0, 0)T is:

⎛⎝ Dx+G (0,0;β, �) DµG (0,0;β, �)

0 0

⎞⎠
(4.13) and (4.14) imply that:

Dx+G (0,0;β, �) = P+ (�)
−1DyX+ (0;0, β, �)P+ (�)

DµG (0,0;β, �) = 0

Thus, from (4.5), the derivative at (0,0)T is:

⎛⎜⎜⎜⎜⎜⎜⎝
−1 1 0 0

0 −1 0 0

0 0 0 0

0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎠ (4.17)

Explicitly the equations for the augmented system (4.15)-(4.16) are

124



ẋ+ = −x+ + y+ +
a

Λ+
µy+ + aµz+ + 2�Λ+dy+z+ + �dy2+ + �Λ2+dz

2
+

+Λ+fz
3
+ + Ô (3) (4.18)

ẏ+ = −y+ − �µy+ − �Λ+µz+ + 2�Λ+by+z+ + �by2+ + �Λ2+bz
2
+ + �Λ2+ez

3
+

+Ô (3) (4.19)

ż+ = �µz+ +
�

Λ+
µy+ − 2�by+z+ − �

Λ+
by2+ − �Λ+bz

2
+ − �Λ+ez

3
+ + Ô (3) (4.20)

µ̇ = 0 (4.21)

where a, b, c, d and e are constants given by

a = 1− �Λ+

b = 1
β − 1

2β0

c = �
6(β0)2

− γΛ+

d = b− 1
�βΛ+

e = 1
6(β0)2

− 1
2β2

f = 1
2β2

a+ Λ+c

(4.22)

and Ô (3) denotes terms of order 3 in x+, y+, z+ and µ, excluding z3+. (4.17) implies that

in the linearised augmented system, the origin (0, 0)T has a 2-dimensional stable manifold

ES
0+ =

n
(x+, y+, z+, µ)

T : z+, µ = 0
o

and a 2-dimensional centre manifold:

EC
0+ =

n
(x+, y+, z+, µ)

T : x+, y+ = 0
o

It follows from the Centre Manifold Theorem that in the nonlinear augmented system, the

origin has a 2-dimensional C∞ local stable manifoldWS
0+ (β, �) tangential to E

S
0+ at (0, 0)

T ,

and a 2-dimensional C∞ local centre manifold WC
0+ (β, �) tangential to E

C
0+ at (0, 0)

T [4].

Moreover, as (0, µ)T is a fixed point of the system ∀µ ∈ (−Λ+,∞), (0, µ)T ∈ WC
0+ (β, �)

for sufficiently small µ. Now as WC
0+ (β, �) is tangential to E

C
0+ at (0, 0)

T , WC
0+ (β, �) can

be considered as a graph

n
(h1 (z+, µ;β, �) , h2 (z+, µ;β, �) , z+, µ)

T
o
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over z+ and µ for small
°°°(z+, µ)T°°°, where h1 and h2 are C∞ functions of z+ and µ with

hi (0, µ;β, �) = 0, and ∂hi
∂z+

(0, 0;β, �) = ∂hi
∂µ (0, 0;β, �) = 0 for i = 1, 2. The centre manifold

dynamics can be found up to terms of order 2 and z3+ by calculating h2 (z+, µ;β, �) up to

these terms, and then substituting x+ = h1 (z+, µ;β, �), y+ = h2 (z+, µ;β, �) into equation

(4.20).

So write h2 (z+, µ;β, �) as

h2 (z+, µ;β, �) = k1z
2
+ + k2µz+ + k3µ

2 + k4z
3
+ + Ô (3) (4.23)

where, as above, Ô (3) represents terms of order 3 in y+, z+ and µ, excluding z3+. The con-

stants k1 → k4 can be found by obtaining two different expressions for ẏ+, equating these

expressions and then comparing coefficients. On the centre manifold, y+ = h2 (z+, µ;β, �).

Differentiating gives

ẏ+ =
∂h2
∂z+

(z+, µ;β, �) ż+ +
∂h2
∂µ

(z+, µ;β, �) µ̇ =
∂h2
∂z+

(z+, µ;β, �) ż+

=
³
2k1z+ + k2µ+ 3k4z

2
+ + Ô (2)

´
ż+

where Ô (2) represents terms of order 2 in y+, z+ and µ, excluding z2+. Substituting (4.23)

for y+, and h1 (z+, µ;β, �) for x+ in (4.20), and then substituting the resulting expression

into the above leads to the first expression for ẏ+ on the centre manifold:

ẏ+ = −2�Λ+k1bz3+ + Ô (3) (4.24)

Setting y+ = h2 (z+, µ;β, �), x+ = h1 (z+, µ;β, �) in equation (4.19) and rearranging gives

another expression for ẏ+ on the centre manifold:

ẏ+ =
¡
�Λ2+b− k1

¢
z2+ − (�Λ+ + k2)µz+ − k3µ

2 +
¡
2�Λ+k1b+ �Λ2+e− k4

¢
z3+ + Ô (3)

(4.25)

Equating (4.24) and (4.25) and comparing the coefficients of z2+, µz+, µ
2 and z3+ gives

k1 = �Λ2+b, k2 = −�Λ+, k3 = 0 and k4 = �Λ2+e + 4�Λ+k1b. Thus, up to terms of order 2

and z3+, h2 (z+, µ;β, �) is given by:

h2 (z+, µ;β, �) = �Λ2+bz
2
+ − �Λ+µz+ + �Λ2+

¡
e+ 4�Λ+b

2
¢
z3+ + Ô (3) (4.26)
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Substituting the above for y+ and substituting h1 (z+, µ;β, �) for x+ in (4.20) then gives

the flow on the centre manifold up to terms of order 2 and z3+:

ż+ = �µz+ − �Λ+bz
2
+ − �Λ+

¡
2�Λ+b

2 + e
¢
z3+ + Ô (3) (4.27)

µ̇ = 0 (4.28)

Note that the ż+ equation can be written as ż+ = G (z+, µ;β, �) where:

G (z+, µ;β, �) = G3 (h1 (z+, µ;β, �) , h2 (z+, µ;β, �) , z+, µ;β, �)

SinceG3 (x+, y+, z+, µ;β, �) is a C∞ function of (x+, y+, z+, µ)T for (x+, y+, z+)T ∈ R3, µ ∈
(−Λ+, β), it follows that G (z+, µ;β, �) is a C∞ function of (z+, µ)

T for small
°°°(z+, µ)T°°°.

It follows from the analysis of the augmented system (4.15)-(4.16) above that given µ small,

in the 3-dimensional system ẏ = X+ (y;µ, β, �), the origin has a 1-dimensional C
∞ local

invariant manifold WC
0+ (µ, β, �) defined by

WC
0+ (µ, β, �) =

n
y ∈ R3 : (y, µ)T ∈WC

0+ (β, �)
o

which is tangential to the vector (Λ+,Λ+, 1)
T at 0 when µ = 0. In the normal form

coordinates (x+, y+, z+)
T , the dynamics on WC

0+ (µ, β, �) is ż+ = G (z+;µ, β, �), where G is

given by:

G (z+;µ, β, �) = �µz+ − �Λ+bz
2
+ − �Λ+

¡
2�Λ+b

2 + e
¢
z3+ + Ô (3) (4.29)

For a given µ small, each fixed point z∗ of ż+ = G (z+;µ, β, �) will correspond to a

fixed point y∗ of ẏ = X+ (y;µ, β, �) lying on WC
0+ (µ, β, �) close to the origin. If y∗ ∈

WC
0+ (µ, β, �)∩N+, y∗ is a fixed point of the burster system ẏ = X (y;µ, β, �) with the form

y∗ = (x∗, x∗, ε∗)T , and so (4.8) implies z∗ = ε∗. In particular, as G (0;µ, β, �) = 0, 0 is a

fixed point of ż+ = G (z+;µ, β, �), corresponding to the fixed point of the burster system

at the origin.1 Write µ = (µ, β, �)T for brevity. By using the fact that the burster system

is symmetric under σ, it can be inferred that given µ small, the set WC
0 (µ) defined by

WC
0 (µ) =

¡
WC
0+ (µ) ∩N+

¢ ∪ ¡σWC
0+ (µ) ∩N−

¢
1z∗, x∗, ε∗ and y∗ are all explicitly functions of µ and β (c.f. section 3.5.2). Their (µ, β) dependence is

in general supressed throughout this chapter for simplicity.
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is a 1-dimensional local invariant set of the burster system containing the origin, which

is piecewise C∞ smooth about the origin, and tangential to (Λ+,Λ+, 1)
T in N+ when

µ = 0. The WC
0+ (µ) dynamics induce piecewise dynamics on WC

0 (µ) about the origin.

Moreover, using ε as a coordinate for fixed points of the WC
0 (µ) dynamics, a fixed point

ε∗ of ż+ = G (z+;µ) with ε∗ ≥ 0 will correspond to a pair of fixed points {ε∗,−ε∗} of
the WC

0 (µ) dynamics, with ±ε∗ stable (resp. unstable) according to whether ε∗ is stable
(resp. unstable) in ż+ = G (z+;µ). The pair {ε∗,−ε∗} themselves correspond to a pair of
symmetry-related fixed points y∗ = (x∗, x∗, ε∗)T and y∗ = (x∗, x∗,−ε∗)T of ẏ = X (y;µ)
lying on WC

0 (µ) close to the origin.

Using the observations above, the bifurcation of the burster system that occurs on WC
0 (µ)

at µ = 0 is now characterised.

4.1.2 Bifurcation on the invariant line WC
0 (α) at µ = 0

Assume µ is small, and let ε∗ be a fixed point of the WC
0+ (µ) dynamics ż+ = G (z+;µ). ε∗

satisfies G (ε∗;µ) = 0, which by (4.29) has the form

�µε∗ − �Λ+bε
2
∗ − �Λ+

¡
2�Λ+b

2 + e
¢
ε3∗ + Ô (3) = 0 (4.30)

where now Ô (3) denotes terms of order 3 in ε∗ and µ, excluding ε3∗. The stability of ε∗ is

dependent on the sign of Dz+G (ε∗;µ) [4]. Differentiating (4.29) w.r.t. z+ and evaluating

at ε∗ leads to

Dz+G (ε∗;µ) = �µ− 2�Λ+bε∗ − 3�Λ+
¡
2�Λ+b

2 + e
¢
ε2∗ + Ô (2) (4.31)

where Ô (2) denotes terms of order 2 in ε∗ and µ, excluding ε2∗. There are 2 cases to

consider in solving G (ε∗;µ) = 0: β 6= 2β0 and β = 2β0.

1. β 6= 2β0

Since b = 1
β − 1

2β0 , this case corresponds to b 6= 0. Equation (4.30) suggests trying a power
series solution of G (ε∗;µ) = 0 of the form ε∗ = a1µ+ a2µ

2 + ..... Substituting into (4.30)

gives:

a1� (1− Λ+ba1)µ2 +O
¡
µ3
¢
= 0
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0 

µ 

ε 

= stable 

- - - - - - - = unstable 

Figure 4-1: Schematic of the supercritical pitchfork-type bifurcation which occurs in the
WC
0 (µ) dynamics for β < 2β0 as µ = − (Λ+ + Λ−) increases through 0.

Comparing terms of order µ2 implies a1� (1− Λ+ba1) = 0. There are thus two possible

values of a1: a1 = 0 and a1 =
1

bΛ+
= 2β0β

Λ+(2β
0−β) . The first case gives the trivial solution,

ε∗ = 0. The second case gives a nontrivial solution ε̂ of the form:

ε̂ =
2
¡
β0
¢2
β

α0
¡
2β0 − β

¢µ+O
¡
µ2
¢

From (4.31):

Dz+G (0;µ) = �µ+O
¡
µ2
¢

Dz+G (ε̂;µ) = −�µ+O
¡
µ2
¢

For µ < 0, 0 is stable and ε̂ is unstable, while for µ > 0, 0 is unstable and ε̂ is stable.

Moreover, ε̂ scales linearly with µ. As µ increases through 0, 0 therefore loses stability in

ż+ = G (z+;µ) through a transcritical bifurcation [4].

If β < 2β0, ε̂ < 0 for µ < 0 and ε̂ > 0 for µ > 0. It follows that for µ < 0, the only

fixed point of the WC
0 (µ) dynamics is 0, which is stable, while for µ > 0, the fixed points

are {0, ε̂,−ε̂}, with 0 unstable and {ε̂,−ε̂} stable. Given β < 2β0, the fixed points of the

burster system are 0 for µ < 0 and
©
0,y+1 ,y

−
1

ª
for µ > 0. The correspondence between

fixed points of theWC
0 (µ) dynamics and fixed points of the burster system therefore implies

that ε̂ can be identified with ε1 in this range. As µ increases through 0, the transcritical

bifurcation in ż+ = G (z+;µ) thus induces a supercritical pitchfork-type bifurcation in the

WC
0 (µ) dynamics, in which 0 loses stability creating the stable pair {ε1,−ε1}, where ε1

scales linearly with µ. A schematic of this bifurcation is given in figure (4-1). The values of
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Figure 4-2: Scaling of ε1 and −ε1 with µ for β = 15. β < 2β0, so this choice of β corresponds
to the supercritical linear pitchfork-type bifurcation (cf. fig (4-1)).

0 

µ 

ε 

= stable 
- - - - - - -  = unstable 

Figure 4-3: Schematic of the subcritical pitchfork-type bifurcation which occurs in the
WC
0 (µ) dynamics for β > 2β0 as µ increases through 0.

ε1 and −ε1 as a function of µ are shown in figure (4-2) for β = 15. These were obtained by
varying α over an appropriate range and numerically solving the equation f (ε∗) = h (−ε∗)
for ε∗ > 0. The scaling of ε1 with µ seems to agree with the analysis.

If β > 2β0, ε̂ > 0 for µ < 0 and ε̂ < 0 for µ > 0. It follows that for µ < 0, the fixed points of

theWC
0 (µ) dynamics are 0, ε̂ and −ε̂ , with 0 stable and {ε̂,−ε̂} unstable, while for µ > 0,

the only fixed point is 0, which is unstable. Given β > 2β0, the fixed points of ẏ = X (y;µ)

lying close to 0 are
©
0,y+2 ,y

−
2

ª
for µ < 0 and 0 for µ > 0. The correspondence between

fixed points of the WC
0 (µ) dynamics and fixed points of ẏ = X (y;µ) therefore implies

that ε̂ can be identified with ε2 in this range. As µ increases through 0, the transcritical

bifurcation in ż+ = G (z+;µ) thus induces a subcritical pitchfork-type bifurcation in the

WC
0 (µ) dynamics, in which 0 loses stability destroying the unstable pair {ε2,−ε2}, where

ε2 scales linearly with µ. A schematic of this bifurcation is given in figure (4-3). The values
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Figure 4-4: Scaling of ε2 and −ε2 with µ for β = 21. β > 2β0, so this choice of β corresponds
to the subcritical linear pitchfork-type bifurcation (cf. fig (4-3)).

of ε2 and −ε2 as a function of µ are shown in figure (4-4) for β = 21. Again, the scaling of
ε2 with µ agrees with the analysis.

2. β = 2β0

In this case, b = 0. G (ε∗;µ) = 0 becomes:

�µε∗ − �Λ+eε
3
∗ + Ô (3) = 0 (4.32)

(4.32) suggests trying a power series solution of the form ε∗ = a1µ
1
2 + a2µ+ ... with µ > 0

to obtain a nontrivial solution. Substituting into (4.32) gives:

�a1
¡
1− Λ+ea21

¢
µ
3
2 +O

¡
µ2
¢
= 0

Comparing terms of order µ
3
2 implies �a1

¡
1− Λ+ea21

¢
= 0. Thus, a1 = 0 or a1 = ± 1√

Λ+e
=

±2
q

6(β0)3

α0 . The first case corresponds to the trivial solution ε∗ = 0. The second case gives

a pair of nontrivial solutions {ε̂,−ε̂} with:

ε̂ = 2

⎛⎝
s
6
¡
β0
¢3

α0

⎞⎠µ
1
2 +O (µ)

Setting b = 0 in (4.31) gives

Dz+G (ε∗;µ) = �µ− 3�Λ+eε2∗ + Ô (2)

which leads to:
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Figure 4-5: Schematic of the supercritical pitchfork-type bifurcation which occurs in the
WC
0 (µ) dynamics for β = 2β

0 as µ increases through 0.

Dz+G (0;µ) = �µ+O
¡
µ2
¢

Dz+G (ε̂;µ) = −2�µ+O
³
µ
3
2

´
ε̂ is stable, while 0 is stable for µ < 0 and unstable for µ > 0. Moreover, ε̂ scales like µ

1
2 . As

µ increases through 0, 0 therefore loses stability in ż+ = G (z+;µ) through a supercritical

pitchfork bifurcation [4].

ε̂ exists for µ > 0, where it is greater than 0. It follows that for µ < 0, the only fixed point

of theWC
0 (µ) dynamics is 0, which is stable, while for µ > 0, the fixed points are {0, ε̂,−ε̂},

with 0 unstable and {ε̂,−ε̂} stable. Given β = 2β0, the fixed points of the burster system

are 0 for µ < 0 and
©
0,y+1 ,y

−
1

ª
for µ > 0. The correspondence between fixed points of

the WC
0 (µ) dynamics and fixed points of the burster system therefore implies that ε̂ can

be identified with ε1 for β = 2β0. As µ increases through 0, the supercritical pitchfork

bifurcation in ż+ = G (z+;µ) thus induces a supercritical pitchfork-type bifurcation in the

WC
0 (µ) dynamics, in which 0 loses stability creating the stable pair {ε1,−ε1}, where ε1

scales like µ
1
2 . A schematic of this bifurcation is shown in figure (4-5). The values of ε1

and −ε1 as a function of µ are shown in figure (4-6) for β = 18. The scaling of ε1 with µ

is seen to agree with the analysis.

In conclusion it has been shown during this section that given �, for |α− Λ+β| small, the
origin of the burster system ẏ = X (y,α) has a local 1-dimensional invariant set WC

0 (α)

which maps into itself under the symmetry operator σ, and is tangential to (Λ+,Λ+, 1)
T
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Figure 4-6: Scaling of ε1 and −ε1 with µ for β = 18. β = 2β0, so this choice of β corresponds
to the supercritical square-root pitchfork-type bifurcation (cf. fig (4-5)).

at 0 in N+ when α = Λ+β. As α increases through Λ+β in β ≤ 2β0, 0 goes unstable

and
©
y+1 ,y

−
1

ª
are created on WC

0 (α), via the fixed point 0 of the W
C
0 (α) dynamics going

unstable in a supercritical pitchfork-type bifurcation, which creates the stable fixed points

{ε1,−ε1}. As α increases through Λ+β in β > 2β0, 0 goes unstable and
©
y+2 ,y

−
2

ª
are

destroyed on WC
0 (α), via the fixed point 0 of the W

C
0 (α) dynamics going unstable in a

subcritical pitchfork-type bifurcation, which destroys the unstable fixed points {ε2,−ε2}.
For β 6= 2β0, the pitchfork-type bifurcation can be attributed to a transcritical bifurcation
in theWC

0+ (α) dynamics, while for β = 2β
0, it can be attributed to a supercritical pitchfork

bifurcation in the WC
0+ (α) dynamics.

4.1.3 Local dynamics on WC
0 (α)

In order to obtain a fuller understanding of the bifurcation at the origin, it is useful to have

a more detailed picture of the local dynamics on WC
0 (α) in the immediate neighbourhood

of the origin for |α− Λ+β| small.

First consider the dynamics for β > 2β0 and |α− Λ+β| small. For β > 2β0 and α−Λ+β < 0

small, the fixed points of the burster system in the immediate neighbourhood of 0 are 0,

y+2 and y−2 . 0 is stable in the WC
0 (α) dynamics and so as y

±
2 lies on WC

0 (α), this

means that WC
0 (α) must contain a 1-dimensional local unstable manifold of y

±
2 in N±.

Recall from section 3.6.1 that y±2 is a saddle node with a unique 1-dimensional C
∞ local

unstable manifold WU
2± (α), which is tangential to Sp

©
v±22 (α)

ª
at y±2 . If follows that

in the parameter range of interest, WC
0 (α) must contain WU

2± (α) in N±. Moreover, as

WC
0 (α) contains a unique invariant manifold in both N+ and N−, it is also unique.
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Figure 4-7: Projection of the flow on WC
0 (α) in the neighbourhood of 0 onto the (r − l, ε)

plane for β > 2β0 and α− Λ+β < 0 small.

For β > 2β0 and α−Λ+β > 0 small, the only fixed point in the immediate neighbourhood of

0 is 0. 0 is unstable in theWC
0 (α) dynamics, and soW

C
0 (α) must contain a 1-dimensional

local unstable invariant set of the origin in the burster system. As the unique such unstable

invariant set of 0 in the parameter range of interest is the setWU
0 (α) introduced in section

3.6.3, WC
0 (α) must contain WU

0 (α). Also, as W
C
0 (α) contains a unique invariant set, it

must itself be unique. Figures (4-7)-(4-8) are schematics of the projection of the flow on

WC
0 (α) in the neighbourhood of 0 onto the (r − l, ε) plane for β > 2β0 and |α− Λ+β|

small, based on these arguments.

Now consider the dynamics for β ≤ 2β0 and |α− Λ+β| small. For β ≤ 2β0 and α−Λ+β < 0

small, the only fixed point of the burster system is 0. 0 is stable in the WC
0 (α) dynamics

and so WC
0 (α) is a 1-dimensional local stable invariant set of the origin in the burster

system. For β ≤ 2β0 and α−Λ+β > 0 small, the fixed points are 0, y+1 and y
−
1 . 0 is unstable

in the WC
0 (α) dynamics and so W

C
0 (α) contains a 1-dimensional local unstable invariant

set of the origin in the burster system. Again, the unique such set in the parameter range

of interest is WU
0 (α), implying that W

C
0 (α) contains W

U
0 (α), and is therefore unique.

Also, since WC
0 (α) contains y

±
1 , W

C
0 (α) must intersect a local stable manifold of y

±
1 in

N±. Figures (4-9)-(4-10) are schematics of the projection of the flow on WC
0 (α) in the

neighbourhood of 0 onto the (r − l, ε) plane for β ≤ 2β0 and |α− Λ+β| small, based on
these arguments.
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Figure 4-8: Projection of the flow on WC
0 (α) in the neighbourhood of 0 onto the (r − l, ε)

plane for β > 2β0 and α− Λ+β > 0 small.

r-l 

ε 

0 

WC
0(α )

Figure 4-9: Projection of the flow on WC
0 (α) in the neighbourhood of 0 onto the (r − l, ε)

plane for β ≤ 2β0 and α− Λ+β < 0 small.
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Figure 4-10: Projection of the flow onWC
0 (α) in the neighbourhood of 0 onto the (r − l, ε)

plane for β ≤ 2β0 and α− Λ+β > 0 small.

Using the analysis of this section together with the work of the previous chapter, the

provisional local bifurcation scheme for the burster system in the (β, α) plane shown in

figure (4-11) can be obtained. Also indicated on the figure are the fixed points of the

burster system, together with their stabilities.

4.2 The codimension 2 bifurcation at α = α2, β = β2

The bifurcation which occurs in the burster system ẏ = X (y;α, β, �) at y±1 when (α, β) =

(α2, β2) will be examined in this section. Although this occurs in a region of the state space

where the vector field is smooth, and so is amenable to standard centre manifold theory, it

will be analysed fully in this case for completeness. The bifurcation at y+1 will be examined

first. The nature of the bifurcation at y−1 can then be inferred from the symmetry of the

system.2

Fix � > 0. Also fix an open set R̄P of the (α, β) plane containing (α2, β2), and consider

the burster system ẏ = X (y;α, β, �) for y ∈ N+\P , (α, β)T ∈ R̄P . X is a C∞ function

of both y and (α, β)T in this range. Let ȳ+1 = y+1 (α2, β2). Explicitly, ȳ
+
1 is given by

2As in the disussion of the pitchfork-type bifurcation in the previous section, the dependence of y±i on
α and β will be generally supressed throughout this section.
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Figure 4-11: Provisional local bifurcation scheme for the burster system. α = αH (β)
is a line of Hopf bifurcations at y±1 , α = T (β) is a line of saddlenode bifurcations at
y±1 , α = Λ+β is a line of pitchfork-type bifurcations at the origin. The pitchfork-type
bifurcation is supercritical for β ≤ 2β0 and subcritical for β > 2β0 (red line). Also shown
are the fixed points of the system.

ȳ+1 =
³
1√
γ ,

1√
γ , εH

´T
. Change to local parameter coordinates by setting a = α − α2 and

b = β − β2, and let

X̄ (y;a, b, �) = X (y;α2 + a, β2 + b, �)

so that the burster system is ẏ = X̄ (y;a, b, �) in the new coordinates. In these coordinates,

the bifurcation at ȳ+1 occurs when (a, b)
T = (0, 0)T . Also, X̄ (y;a, b, �) is a C∞ function of

y and (a, b)T for y ∈ N+\P , (a, b)T ∈ RP where RP = R̄P − (α2, β2). At (a, b)T = (0, 0)T ,
the derivative of X̄ evaluated at ȳ+1 , DyX̄

¡
ȳ+1 ; 0, 0, �

¢
, is given by

DyX̄
¡
ȳ+1 ; 0, 0, �

¢
= DyX

¡
ȳ+1 ;α2, β2, �

¢
=

⎛⎜⎜⎜⎝
−2 −2 ¡

Γ+1
¢
H

−2 −2 ¡
Γ+1
¢
H

−� � 0

⎞⎟⎟⎟⎠
where

¡
Γ+1
¢
H
= Γ+1 (αH (β) , β) (cf. (3.71)). The eigenvalues of this matrix are −4 with

multiplicity 1, and 0 with multiplicity 2. The eigenvector corresponding to −4 is (1, 1, 0)T .
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The generalised eigenvectors corresponding to 0 can be taken as vC (�) and wC (�) where:

vC (�) =

⎛⎜⎜⎜⎝
¡
Γ+1
¢
H¡

Γ+1
¢
H

4

⎞⎟⎟⎟⎠ ,wC (�) =

⎛⎜⎜⎜⎜⎝
0

4

8

(Γ+1 )H
+ �

⎞⎟⎟⎟⎟⎠ (4.33)

Define the 3× 3 matrix P (�) by P (�) = [(1, 1, 0)T vC (�) wC (�)]. Then the matrix

A (�) = P (�)−1DyX̄
¡
ȳ+1 ; 0, 0, �

¢
P (�)

is a normal form for DyX̄
¡
ȳ+1 ; 0, 0, �

¢
. Explicitly:

A (�) =

⎛⎜⎜⎜⎝
−4 0 0

0 0 1

0 0 0

⎞⎟⎟⎟⎠ (4.34)

Now with the change of coordinates y → y0 = (r0, l0, ε0)T defined by y0 = y − ȳ+1 , the
burster system can be written as

ẏ0= F
¡
y0; a, b, �

¢
where:

F
¡
y0; a, b, �

¢
= X̄

³
y0 + ȳ+1 ;a, b, �

´
(4.35)

(Note that since X̄ (y;a, b, �) is a C∞ function of y and (a, b)T for y ∈ N+\P, (a, b)T ∈ RP ,

F (y0; a, b, �) is a C∞ function of y0 and (a, b)T for y0 ∈ N+\P − ȳ+1 , (a, b)T ∈ RP .) A final

change of coordinates y0 → x defined by

x = (x, y, z)T = P (�)−1 y0 + P (�)−1D1 (�)
−1D2 (�)a (4.36)

where a = (a, b)T , D1 (�) = DyX̄
¡
ȳ+1 ; 0, 0, �

¢
and D2 (�) = DaF (0; 0, 0, �) brings the

burster system into the following useful form

ẋ =G (x; a, b, �) (4.37)
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with:

G (x; a, b, �) = P (�)−1F
³
P (�)x−D1 (�)

−1D2 (�)a;a, b, �
´

Since F (y0;a, b, �) is a C∞ function of y0 and (a, b)T for y0 ∈ N+\P − ȳ+1 , (a, b)T ∈ RP ,

there is an open set RC of R3 containing 0 = (0, 0, 0)T such that G (x; a, b, �) is a C∞

function of x and (a, b)T for x ∈ RC , (a, b)
T ∈ RP . For (a, b)

T = (0, 0)T , the change of

coordinates y0 → x is x = P (�)−1 y0, and so 0 is a fixed point of (4.37) corresponding to

the fixed point ȳ+1 in the y coordinates. Write:

G (x;a, b, �) = (G1 (x;a, b, �) ,G2 (x;a, b, �) ,G3 (x;a, b, �))
T

Then as G (x;a, b, �) is C∞ in x and (a, b)T for x ∈ RC , (a, b)
T ∈ RP , Gi (x;a, b, �) is also

C∞ over this range for 1 ≤ i ≤ 3.

Now consider the 5-dimensional system composed of ẋ =G (x, a, b; �) together with the

trivial equations ȧ = 0 and ḃ = 0:

ẋ =G (x, a, b; �)

ȧ = 0

ḃ = 0

(4.38)

(0,0, 0)T is a fixed point of this augmented system. Also, the vector field of the system

is a C∞ function of (x,a, b)T for x ∈ RC , (a, b)
T ∈ RP . In particular, the vector field is

C∞ in a neighbourhood of (0, 0, 0)T . Using (4.35), it can be shown that in the (y0, a, b)T

coordinates, the derivative of the vector field of the augmented system evaluated at (0,0, 0)T

is: ⎛⎝ D1 (�) D2 (�)

02×3 02×2

⎞⎠
It follows that the derivative of the vector field of (4.38) evaluated at (0,0, 0)T has the

form:⎛⎝ P (�)−1 P (�)−1D1 (�)
−1D2 (�)

02×3 12×2

⎞⎠⎛⎝ D1 (�) D2 (�)

02×3 02×2

⎞⎠⎛⎝ P (�) −D1 (�)
−1D2 (�)

02×3 12×2

⎞⎠
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Evaluating this product and using (4.34) leads to the following expression for the derivative:

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−4 0 0 0 0

0 0 1 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
In the x coordinates, the linearised augmented system thus has a 1-dimensional stable

manifold

ES
1+ =

n
(x, y, z, a, b)T : y = z = a = b = 0

o
and a 4-dimensional centre manifold:

EC
1+ =

n
(x, y, z, a, b)T : x = 0

o
It therefore follows from the Centre Manifold Theorem that in the nonlinear augmented

system, (0,0, 0)T has a C∞ 1-dimensional local stable manifold WS
1+ (�) tangential to E

S
1+

at (0,0, 0)T and a C∞ 4-dimensional local centre manifold WC
1+ (�) tangential to EC

1+ at

(0,0, 0)T [4]. Also, since the nonzero eigenvalue is negative, WC
1+ (�) will be attracting.

Now as WC
1+ (�) is tangential to E

C
1+ at (0,0, 0)

T , it can be considered as a graph

n
(h (y, z, a, b; �) , y, z, a, b)T

o
over y, z, a and b, for

°°°(y, z, a, b)T°°° small, where h is a C∞ function of (y, z, a, b)T with

h (0, 0, 0, 0; �) = 0, and ∂h
∂u (0, 0, 0, 0; �) = 0 for u = y, z, a and b. Setting x = h (y, z, a, b; �)

in the equations for ẏ and ż in (4.38) gives the following expression for the dynamics on

WC
1+ (�):

ẏ = G2 (h (y, z, a, b; �) , y, z,a, b; �)

ż = G3 (h (y, z, a, b; �) , y, z,a, b; �)

ȧ = 0

ḃ = 0
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Define z = (y, z)T . Then the y and z equations can be written as ż =H (z,a, b; �) where

H (y, z,a, b; �) =

⎛⎝ G2 (h (y, z, a, b; �) , y, z,a, b; �)

G3 (h (y, z, a, b; �) , y, z,a, b; �)

⎞⎠
Note that since G2 (x, a, b; �) and G3 (x, a, b; �) are C∞ functions of (x, a, b)T for x ∈
RC , (a, b)

T ∈ RP , H (z,a, b; �) is a C∞ function of (z, a, b)T for
°°°(z, a, b)T°°° small. Also

H (0, 0,0, 0; �) =

⎛⎝ 0

0

⎞⎠ and DzH (0, 0,0, 0; �) =

⎛⎝ 0 1

0 0

⎞⎠.
The analysis of the augmented system (4.38) implies that given a fixed (a, b)T with

°°°(a, b)T°°°
small, for kxk small, the nonaugmented system (4.37) has an attracting 2-dimensional C∞

invariant manifold WC
1+ (a, b, �) defined by:

WC
1+ (a, b, �) =

n
x ∈ R3 : (x,a, b)T ∈WC

1+ (�)
o

Moreover, (0, 0)T ∈WC
1+ (0, 0, �) andW

C
1+ (0, 0, �) is tangential to the plane

n
(x, y, z)T : x = 0

o
at (0, 0)T . On WC

1+ (a, b, �), the dynamics is given by ż = H (z;a, b, �), where H is defined

above. For (a, b)T with
°°°(a, b)T°°° small, ż = H (z;a, b, �) can be considered a small pertur-

bation of the system ż = H (z;0, 0, �), the linear part of which is

⎛⎝ 0 1

0 0

⎞⎠. The dynamics
of systems with this linear part have been analysed in detail by both Takens and Bogadanov

independently. The discussion here follows the summary of their results given in Chapter

7.3 of [25].

It is shown in [25] that the following 2-parameter families of 2-dimensional systems provide

a universal unfolding of ż = H (z;0, 0, �)

Ẏ = Z

Ż = −µ2 − µ1Z + Y 2 ± Y Z
(4.39)

in the sense that either the (+) or the (-) family provides a family of vector fields whose local

flows contain all possible small perturbations of the degenerate flow of ż = H (z;0, 0, �), up

to a smooth change of coordinates. It is necessary to establish which of these families is

relevant to the given problem. This family will be referred to as the canonical family. It

follows that given (a, b)T with
°°°(a, b)T°°° small, there will exist µ1 = µ1 (a, b) and µ2 =

µ2 (a, b) such that the flow of ż = H (z;a, b, �) local to (0, 0)
T will be equivalent to the flow
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of the canonical family local to (0, 0)T , up to a smooth change of coordinates. Hence, for

a and b with
°°°(a, b)T°°° small, one would expect to find a 1 to 1 correspondence between

curves in the (b, a) plane of bifurcations of ż = H (z;a, b, �), and curves in the (µ1, µ2) plane

of bifurcations of the canonical family.

Recall that system (4.37) represents the dynamics of the burster system ẏ = X (y;α, β, �)

in the local spatial coordinates x and the local parameter coordinates (a, b)T . The analysis

of system (4.37) above therefore implies that given α and β with
°°°(α, β)T − (α2, β2)T°°°

small, for
°°y − ȳ+1 °° small the burster system has an attracting 2-dimensional C∞ invariant

manifold WC
1+ (α) in N+, such that ȳ+1 ∈ WC

1+ (α2, β2, �) and WC
1+ (α2, β2, �) is tangential

to the plane Sp {vC (�) ,wC (�)} at ȳ+1 , where vC (�) and wC (�) are defined in (4.33).

Moreover, given α and β with
°°°(α, β)T − (α2, β2)T°°° small, there will exist µ1 = µ1 (α, β)

and µ2 = µ2 (α, β) for which the flow on WC
1+ (α) local to ȳ

+
1 will be equivalent to the

flow of the canonical family local to (0, 0)T , up to a smooth change of coordinates. This

implies that there will be a 1 to 1 correspondence between curves in the (β, α) plane of

bifurcations of ẏ = X (y;α) which occur on WC
1+ (α), and curves in the (µ1, µ2) plane of

bifurcations of the canonical family. Note that in the parameter range of interest, fixed

points y∗ (α, β) of the burster system with
°°y∗ (α, β)− ȳ+1 °° small will lie on WC

1+ (α) and

correspond to fixed points of the WC
1+ (α) dynamics. It follows that there will be a 1 to

1 correspondence between such fixed points of the burster system and fixed points of the

canonical family close to (0, 0)T . Moreover as WC
1+ (α) is locally attracting, a fixed point

of the canonical system corresponding to a fixed point y∗ (α, β) of the burster system will

be stable (resp. unstable) according to whether y∗ (α, β) is stable (resp. unstable).

The bifurcation set and local phase portraits of the (-) family of (4.39) is shown in figure

(4-12). In the (-) family, as µ2 increases through 0, a pair of fixed points r1 =
¡−√µ2, 0¢

and r2 =
¡√

µ2, 0
¢
are created in a saddlenode bifurcation. r2 is a saddle while r1 is

created stable in µ1 < 0 and unstable in µ1 > 0. The curve µ2 = µ21 in µ1 < 0 is a line

of supercritical Hopf bifurcations. As µ2 increases through µ21 in µ1 < 0, r1 goes unstable

and a stable limit cycle enclosing r1 is created. The curve µ2 = HSC (µ1) =
49
25µ1+O

¡
µ31
¢

in µ1 < 0 is a line of homoclinic bifurcations. As µ2 increases from µ21 to HSC (µ1) in

µ1 < 0, the limit cycle increases in size and its period tends to infinity. At µ2 = HSC (µ1),

there is an orbit homoclinic to r2. For µ2 > HSC (µ1), the limit cycle does not exist. The

bifurcation set and local phase portraits of the (+) family can be obtained from the (-)

family by what amounts to a time reversal. Hence, in the (+) family, µ2 = µ21 will be
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Figure 4-12: The bifurcation set and local phase portraits of the (-) family of (4.39).

a curve of subcritical Hopf bifurcations with r1 changing from unstable to stable as µ2

increases through µ21.

The fixed points and bifurcation curves of the burster system for α and β with
°°°(α, β)T − (α2, β2)T°°°

small can now be matched up with those of the canonical system. The fact that y+1 and

y+2 are created in a saddlenode bifurcation at α = T (β) means that the pair
©
y+1 ,y

+
2

ª
can be identified with the pair {r1, r2}, while α = T (β) can be identified with the µ1

axis (see figure (4-11)). Moreover, since y+1 undergoes a Hopf bifurcation at α = αH (β),

y+1 can be identified with r1 and y+2 with r2, while α = αH (β) can be identified with

µ2 = µ21. Also, since y
+
1 can be identified with r1, it follows that, for α and β such that

y+1 exists, y
+
1 ∈ WC

1+ (α), and thus W
C
1+ (α) is a local invariant manifold of y

+
1 . It was

argued above that r1 is stable (resp. unstable) in the canonical family when y+1 is stable

(resp. unstable) in the burster system. Hence, since y+1 changes from stable to unstable

as α increases through αH (β), it follows that in the canonical family, r1 must change from

stable to unstable as µ2 increases through µ21 . This identifies the canonical system as the

(-) family. α = αH (β) is therefore a curve of supercritical Hopf bifurcations of theWC
1+ (α)

dynamics. Hence, as WC
1+ (α) is locally attracting, the supercritical Hopf bifurcation at

α = αH (β) will create a limit cycle which is stable in the full 3-D system. This limit cycle

will be referred to in what follows as C+.
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The existence in the (µ1, µ2) plane of the curve µ2 = HSC (µ1) of homoclinic bifurcations of

the canonical family at r2 implies that there will be a corresponding curve α = αh (β, �) in

the (β, α) plane of homoclinic bifurcations of theWC
1+ (α) dynamics at y

+
2 . Moreover since

y+2 exists for (β, α) between α = Λ+β and α = T (β), α = αh (β, �) will lie between the line

α = Λ+β in β ≥ β1 and the union of the two curves α = αH (β) and α = α+ (β) in β ≥ β1.
3

As (β, α) approaches α = αh (β, �) from the left, C+ will increase in size and approach y+2 .
At α = αh (β, �), C+ will be homoclinic to y+2 on WC

1+ (α), while for (β, α) to the right

of α = αh (β, �), C+ will no longer exist. Finally, note that as the saddlenode bifurcation
at α = T (β) which creates y+1 and y

+
2 is a 1-dimensional bifurcation, it will occur on a

1-dimensional invariant manifold of the burster system lying in WC
1+ (α). Also, since y

+
1

is unstable for (β, α) lying between α = αH (β) and α = α+ (β), WC
1+ (α) will contain a

2-dimensional local unstable manifold of y+1 in this range. This manifold can be identified

as WUF
1+ (α) for (β, α) between α = αH (β) and α = R+ (β, �), and as WUN

1+ (α) for (β, α)

between α = R+ (β, �) and α = α+ (β), where WUF
1+ (α) and WUN

1+ (α) are the unique

2-dimensional local manifolds of y+1 defined in section 3.6.1 (cf. figure (3-17)). WC
1+ (α)

thus contains a unique 2-dimensional manifold for (β, α) lying between α = αH (β) and

α = α+ (β), and so will itself be unique in this range.

To conclude-and by way of a summary-the symmetry of the system under σ implies that

the following will hold for a given �:

1. For α and β with
°°°(α, β)T − (α2, β2)T°°° small, the burster system ẏ = X (y,α) has

an attracting 2-dimensional C∞ local invariant manifold WC
1− (α) in N−, which can be

considered to be the image of WC
1+ (α) under σ. For (β, α) lying between α = α− (β) and

α = α+ (β), WC
1− (α) contains y

−
1 , while for {α = α2, β = β2}, WC

1− (α) is tangential to

the plane σ Sp {vC (�) ,wC (�)} at y−1 . Also, WC
1− (α) is unique for (β, α) lying between

α = αH (β) and α = α+ (β).

2. As α increases through T (β), y−1 and y
−
2 are created in a saddlenode bifurcation on a

1-dimensional invariant manifold of the system lying in WC
1− (α). This can be considered

to be the image under σ of a corresponding invariant manifold in WC
1+ (α).

3. As α increases through αH (β), y
−
1 goes unstable in a supercritical Hopf bifurcation on

WC
1− (α), creating a stable limit cycle C− where C−

def
= σC+.

3The curve α = α+ (β) was defined in section 3.6.1 as the restriction of the curve α = T (β) to the range
(β2,∞).
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4. As (β, α) crosses α = αh (β, �) from left to right, C− is destroyed in a homoclinic

bifurcation on WC
1− (α) at y

−
2 .

The Takens-Bogadanov analysis thus enables a full description of the bifurcations of the

burster system close to the codimension 2 point (α2, β2) to be proposed for a fixed �. In

order to construct a picture of the bifurcations of the system away from this point, the

Hopf, saddlenode and homoclinic bifurcations will now be examined in greater detail. This

will enable a full bifurcation diagram to be suggested for α with � small.

4.3 The Hopf bifurcation at α = αH (β)

The Hopf bifurcation which occurs at y+1 when α = αH (β) for a given � will be examined

in this section. The properties of the bifurcation which occurs at y−1 for α = αH (β) can

then be understood by using the symmetry of the system under σ.

Fix �, β > 0. Also fix αm and αM with α− (β) < αm < αH (β) < αM and consider

the burster system ẏ = X (y;α, β, �) for y ∈ N+\P , α ∈ (αm, αM). At α = αH (β),

y+1 =
³
1√
γ ,

1√
γ , εH

´T
, which is independent of α. In keeping with section 4.2, write this as

ȳ+1 . Recall from (3.59) that the eigenvalues {µ11 (α) , µ12 (α) , µ13 (α)} of DyX(y+1 ;α) are

µ11 (α) = − (1 + 3 (∆1 (α, β) + 1))
µ12 (α) = 1

2

µ
∆1 (α, β) +

q
∆1 (α, β)

2 − 4� ¡Γ+1 (α, β) + Γ−1 (α, β)¢¶
µ13 (α) = 1

2

µ
∆1 (α, β)−

q
∆1 (α, β)

2 − 4� ¡Γ+1 (α, β) + Γ−1 (α, β)¢¶
(4.40)

where ∆1 (α, β) = γx1 (α, β)
2 − 1. Also recall that the corresponding eigenvectors are

n
(1, 1, 0)T ,v12 (α) ,v13 (α)

o
where v12 (α) and v13 (α) are given by:
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v+12 (α) =

⎛⎜⎜⎜⎝
¡
Γ+1 (α, β)− Γ−1 (α, β)

¢
µ13 (α)−

¡
Γ+1 (α, β) + Γ

−
1 (α, β)

¢
(µ12 (α)− µ11 (α))¡

Γ+1 (α, β)− Γ−1 (α, β)
¢
µ13 (α) +

¡
Γ+1 (α, β) + Γ

−
1 (α, β)

¢
(µ12 (α)− µ11 (α))

2µ13 (α) (µ12 (α)− µ11 (α))

⎞⎟⎟⎟⎠

v+13 (α) =

⎛⎜⎜⎜⎝
¡
Γ+1 (α, β)− Γ−1 (α, β)

¢
µ12 (α)−

¡
Γ+1 (α, β) + Γ

+
1 (α, β)

¢
(µ13 (α)− µ11 (α))¡

Γ+1 (α, β)− Γ−1 (α, β)
¢
µ12 (α) +

¡
Γ+1 (α, β) + Γ

−
1 (α, β)

¢
(µ13 (α)− µ11 (α))

2µ12 (α) (µ13 (α)− µ11 (α))

⎞⎟⎟⎟⎠
(4.41)

Let
¡
µj
¢
H
(β, �) = µ1j (αH (β) , β, �) for 1 ≤ j ≤ 3. On the curve α = αH (β), ∆1 = 0, and

so (4.40) implies

(µ1)H (β, �) = −4
(µ2)H (β, �) = i

q
�
¡¡
Γ+1
¢
H
+
¡
Γ−1
¢
H
(β)
¢

(µ3)H (β, �) = −i
q
�
¡¡
Γ+1
¢
H
+
¡
Γ−1
¢
H
(β)
¢

where
¡
Γ+1
¢
H
= Γ+1 (αH (β) , β) and

¡
Γ−1
¢
H
(β) = Γ−1 (αH (β) , β) (cf. (3.71) and (3.72)).

Introduce the vectors vH (β, �) = Re
©
v+12 (αH (β) , β, �)

ª
andwH (β, �) = Im

©
v+12 (αH (β) , β, �)

ª
.

Setting α = αH (β) in (4.41) gives:

vH (β, �) =

s¡
Γ+1
¢
H
+
¡
Γ−1
¢
H
(β)

�

⎛⎜⎜⎜⎝
2

−2
−�

⎞⎟⎟⎟⎠ ,wH (β, �) =

⎛⎜⎜⎜⎝
¡
Γ+1
¢
H

− ¡Γ−1 ¢H (β)
4

⎞⎟⎟⎟⎠ (4.42)

These quantities allow the reduction of DyX
¡
ȳ+1 ;αH (β) , β, �

¢
to its Jordan normal form.

Define the 3×3matrix P (β, �) by P (β, �) = [(1, 1, 0)T vH (β, �)wH (β, �)] and write A (β, �)

for the real 3×3matrix P (β, �)−1DyX
¡
ȳ+1 ;αH (β) , β, �

¢
P (β, �). By construction, A (β, �)

has the form:

A (β, �) =

⎛⎜⎜⎜⎝
−4 0 0

0 0
q
�
¡¡
Γ+1
¢
H
+
¡
Γ−1
¢
H
(β)
¢

0 −
q
�
¡¡
Γ+1
¢
H
+
¡
Γ−1
¢
H
(β)
¢

0

⎞⎟⎟⎟⎠

Bringing these results together, it is now possible to analyse the bifurcation that occurs on

α = αH (β). Change to local coordinates y0 by setting y0 = y− y+1 (α, β), and then perform

146



the normal form change of coordinates y0 → x defined by x = (x, y, z)T = P (β, �)−1 y0.

Using a similar analysis to that of section 4.1, it can be shown that the following hold for

|α− αH (β)| small:

1. y+1 has an attracting 2-dimensional C
∞ local invariant manifoldWH

1+ (α) in ẏ = X (y;α),

such that WH
1+ (α) is tangential to the plane Sp {vH (β, �) ,wH (β, �)} at y+1 when α =

αH (β). Also, in the normal form coordinates x = (x, y, z)T , WH
1+ (α) can be considered as

a graph

n
(h (y, z;α) , y, z)T

o
over y and z for

°°°(y, z)T°°° small, where h is a C∞ function of y and z such that (i)

h (0, 0;α) = 0 ∀α and (ii) ∂h
∂y (0, 0;αH (β) , β, �) =

∂h
∂z (0, 0;αH (β) , β, �) = 0.

2. The dynamics onWH
1+ (α) has the form

n
ż =G (z;α) : z = (y, z)T

o
, whereG (z;α) is a

C∞ function of z and α such that (i)G (0, 0;α) =

⎛⎝ 0

0

⎞⎠ ∀α and (ii)DzG (0, 0;αH (β) , β, �)

is given by:

DzG (0, 0;αH (β) , β, �) =

⎛⎝ 0
q
�
¡¡
Γ+1
¢
H
+
¡
Γ−1
¢
H
(β)
¢

−
q
�
¡¡
Γ+1
¢
H
+
¡
Γ−1
¢
H
(β)
¢

0

⎞⎠
(4.43)

The fixed point (0, 0)T of the WH
1+ (α) dynamics corresponds to the fixed point y

+
1 of the

burster dynamics.

It was shown in 3.6.1 that y+1 is stable in the burster system for α < αH (β). This implies

that (0, 0)T is a stable fixed point of ż =G (z;α) for α−αH (β) < 0 small. It was also shown
that for α−αH (β) > 0 small, y

+
1 has a unique 2-dimensional C

∞ local unstable manifold

WUF
1+ (α) (cf. figure (3-17)). In this range WH

1+ (α) must therefore contain WUF
1+ (α),

and so is itself unique. Moreover, (0, 0)T will be an unstable fixed point of ż =G (z;α).

As DzG (0, 0;αH (β) , β, �) has the form shown in (4.43), and (0, 0)T becomes unstable in

ż =G (z;α) as α increases through αH (β), it follows from the Hopf Bifurcation Theorem

that generically, there are two possibilities for the WH
1+ (α) dynamics [4]:

1. (0, 0)T is a stable focus for α < αH (β), and an unstable focus surrounded by a stable

limit cycle for α > αH (β) (supercritical Hopf).
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Figure 4-13: Projection of the stable limit cycle C+ onto the (r − l, ε) plane for α = 108.62,
β = 1.5, � = 0.001. This choice of parameters corresponds to α− αH (β) ≈ 0.008.

2. (0, 0)T is a stable focus surrounded by an unstable limit cycle for α < αH (β), and an

unstable focus for α > αH (β) (subcritical Hopf).

In both cases, for |α− αH (β)| small, the limit cycle is approximately harmonic, and its
amplitude grows like

p|α− αH (β)| [4], [27]. In keeping with section 4.2, the limit cycle
created by the Hopf will be referred to in what follows as C+. The Takens-Bogadanov
analysis of section 4.2 showed that the Hopf is supercritical for β − β2 < 0 small. Nu-

merical results suggest that the Hopf is in fact supercritical for all β > 0. As WH
1+ (α)

is attracting, this implies that ∀β > 0, C+ will be stable in the full burster system for

α − αH (β) > 0 small. Figure (4-13) shows the projection of C+ onto the (r − l, ε)

plane for {α = 108.62, β = 1.5, � = 0.001}. This choice of parameters is equivalent to

α−αH (β) ≈ 0.008, close to the bifurcation point. It can be seen that C+ is an approximate
ellipse in this case, as predicted by the Hopf Bifurcation Theorem. Figure (4-14) shows

the projection of C+ onto the (r − l, ε) plane for {α = 110, β = 1.5, � = 0.001}. This choice
of parameters is equivalent to α − αH (β) ≈ 1.39 À 0.008. It can be seen that C+ has
increased significantly in size and is now anharmonic.

In summary, given a fixed �, for |α− αH (β)| small, y+1 has a 2-dimensional C∞ local

invariant manifold WH
1+ (α). WH

1+ (α) is tangential to the plane Sp {vH (β, �) ,wH (β, �)}
at y+1 when α = αH (β), where vH (β, �) and wH (β, �) are given by (4.42). Also, WH

1+ (α)

is unique for α > αH (β). Finally, as α increases through αH (β), y
+
1 loses stability in a

supercritical Hopf bifurcation on WH
1+ (α), creating a stable limit cycle C+. Note that the
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Figure 4-14: Projection of the stable limit cycle C+ onto the (r − l, ε) plane for α = 110,
β = 1.5, � = 0.001. This choice of parameters corresponds to α− αH (β) ≈ 1.39.

uniqueness of WH
1+ (α) for α > αH (β) means that for β − β2 < 0 small in this range, it

can be thought of as a subset of the invariant manifold WC
1+ (α) introduced in section 4.2.

The symmetry of the system under σ implies that the following holds for a given �:

1. For |α− αH (β)| small, y−1 has a 2-dimensional C∞ local invariant manifold WH
1− (α),

which can be considered to be the image of WH
1+ (α) under σ. WH

1− (α) is tangential to

the plane σ Sp {vH (β, �) ,wH (β, �)} at y−1 when α = αH (β). Also, WH
1− (α) is unique for

α > αH (β), and can be thought of as a subset of WC
1− (α) for β − β2 < 0 small in this

range.

2. As α increases through αH (β), y
−
1 loses stability in a supercritical Hopf bifurcation on

WH
1− (α), creating a stable limit cycle C−, where C− = σC+.

It was argued at the end of section 3.4.1 that for small �, trajectories of the burster system

cannot cross the plane P . As limit cycles are trajectories, it follows that for small �, C+
lies entirely in N+ and C− lies entirely in N−.

4.4 The saddlenode bifurcation

The bifurcation which occurs at y+1 when α = T (β), β 6= β2 will be examined in this

section. Again, the properties of the bifurcation at y−1 when α = T (β), β 6= β2 can then

be inferred by the symmetry of the system under σ.
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2β0 < β < β2 β > β2
(µ1)T (β, �) = − (1 + 3 ((∆1)T (β) + 1)) < 0
(µ2)T (β, �) = 0
(µ3)T (β, �) = (∆1)T (β) < 0

(µ1)T (β, �) = − (1 + 3 ((∆1)T (β) + 1)) < 0
(µ2)T (β, �) = (∆1)T (β) > 0
(µ3)T (β, �) = 0

Table 4.1: Values and signs of {(µ1)T (β, �) , (µ2)T (β, �) , (µ3)T (β, �)}.

Fix � > 0 and β > 2β0. Also fix αm and αM with 0 < αm < T (β) < αM < Λ+β and

consider the burster system ẏ = X (y;α, β, �) for y ∈ N+\P , α ∈ (αm, αM). It was shown
in section 3.6.1 that the eigenvalues {µ21 (α) , µ22 (α) , µ23 (α)} of DyX

¡
y+2 ;α

¢
are always

real and have the signs below:

{µ21 (α) < 0, µ22 (α) > 0, µ23 (α) < 0}

Following the notation of 3.6.1, let
n
(1, 1, 0)T ,v+22 (α) ,v

+
23 (α)

o
be the eigenvectors of

DyX
¡
y+2 ;α

¢
corresponding to {µ21 (α) , µ22 (α) , µ23 (α)}. As was stated in 3.6.1, y+2 has

a unique 1-dimensional C∞ local unstable manifoldWU
2+ (α) which is tangential to v

+
22 (α)

at y+2 . y
+
2 also has a unique 2-dimensional C

∞ local stable manifold WSN
2+ (α) which is

tangential to the plane Sp
n
(1, 1, 0)T ,v+23 (α)

o
at y+2 , on which it is a stable node.

Write ŷ+1 (β) = (xT (β) , xT (β) , εT (β))
T for y+1 (T (β) , β) and let the eigenvalues ofDyX

¡
ŷ+1 (β) ;T (β) , β, �

¢
be {(µ1)T (β, �) , (µ2)T (β, �) , (µ3)T (β, �)}. It then follows from the stability analysis of

y+1 (α, β) in section 3.6.1 that {(µ1)T (β, �) , (µ2)T (β, �) , (µ3)T (β, �)} have the values and
signs shown in table (4.1), where (∆1)T (β) = γxT (β)

2−1. Let the generalised eigenvectors
ofDyX

¡
ŷ+1 (β) ;T (β) , β, �

¢
corresponding to the eigenvalues {(µ1)T (β, �) , (µ2)T (β, �) , (µ3)T (β, �)}

be
n
(1, 1, 0)T ,vT (β, �) ,wT (β, �)

o
. It can be shown that vT (β, �) and wT (β, �) are given

by

vT (β, �) =

⎧⎨⎩ aT (β, �) if 2β0 < β < β2

bT (β, �) if β > β2

wT (β, �) =

⎧⎨⎩ bT (β, �) if 2β0 < β < β2

aT (β, �) if β > β2

where

aT (β, �) =

⎛⎜⎜⎜⎜⎝
1

1

− (µ1)T (β,�)
(Γ+1 )T (β)

⎞⎟⎟⎟⎟⎠ ,bT (β, �) =

⎛⎜⎜⎜⎜⎝
�(Γ+1 )T (β)−2γxT (β)

2(∆1)T (β)

4�γxT (β)
2

�(Γ+1 )T (β)+2γxT (β)
2(∆1)T (β)

4�γxT (β)
2

1

⎞⎟⎟⎟⎟⎠ (4.44)
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and
¡
Γ+1
¢
T
(β) = Γ+1 (T (β) , β). Define the 3× 3 matrix P (β, �) by

P (β, �) = [(1, 1, 0)T vT (β, �)wT (β, �)]

and the 3× 3 normal form matrix A (β, �) by:

A (β, �) = P (β, �)−1DyX
¡
ŷ+1 (β) ;T (β) , β, �

¢
P (β, �)

Table (4.1) then implies that A (β, �) has the form:

A (β, �) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎝
− (1 + 3 ((∆1)T (β) + 1)) 0 0

0 0 0

0 0 (∆1)T (β)

⎞⎟⎟⎟⎠ if 2β0 < β < β2

⎛⎜⎜⎜⎝
− (1 + 3 ((∆1)T (β) + 1)) 0 0

0 (∆1)T (β) 0

0 0 0

⎞⎟⎟⎟⎠ if β > β2

(4.45)

Perform the change of coordinates y → y0 defined by y0 = y − ŷ+1 (β). Next perform the

normal form change of coordinates y0 → x defined by

x = P (β, �)−1 y0 + P (β, �)−1DyX
¡
ŷ+1 (β) ;T (β) , β, �

¢−1
DαF (0;T (β) , β, �) (α− T (β))

where

F
¡
y0;α, β, �

¢
= X

³
y0 + ŷ+1 (β) ;α, β, �

´
and

x =

⎧⎨⎩ (x, z, y)T if 2β0 < β < β2

(x, y, z)T if β > β2

Using a similar analysis to that of section 4.2, it can be shown that the following hold for

|α− T (β)| small, β 6= β2:

1. ẏ = X (y;α) has a 1-dimensional C∞ invariant manifold WSD
1+ (α) such that ŷ+1 (β) ∈

WSD
1+ (T (β) , β, �) and WSD

1+ (T (β) , β, �) is tangential to the vector aT (β, �) at ŷ+1 (β).
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Also, in the normal form coordinates x, WSD
1+ (α) can be considered as a graph

n
(h1 (z;α) , h2 (z,α) , z)

T
o

over z for |z| small, where for i = 1, 2, hi is a C∞ function of z such that(i) hi (0;T (β) , β, �) =
0 and (ii) ∂hi

∂z (0;T (β) , β, �) = 0.

2. The dynamics on WSD
1+ (α) have the form ż = G (z;α), where G (z;α) is a C∞ function

of both z and α with G (0;T (β) , β, �) = 0 and DzG (0;T (β) , β, �) = 0. At α = T (β) the

fixed point 0 of theWSD
1+ (α) dynamics corresponds to the fixed point ŷ+1 (β) of the burster

dynamics.

Since DzG (0;T (β) , β, �) = 0, it follows from the Saddlenode Bifurcation Theorem that,

generically, there are two possibilities for the WSD
1+ (α) dynamics.

1. There is a pair of fixed points of opposite stability in α < T (β) and no fixed points in

α > T (β).

2. There are no fixed points in α < T (β) and a pair of fixed points of opposite stability in

α > T (β).

[4].

The burster system has the fixed point 0 for α < T (β) and the fixed points
©
0,y+1 ,y

−
1 ,y

+
2 ,y

−
2

ª
for α > T (β) (cf. figure (3-23)). Thus, since fixed points of the G (z;α) dynamics will

correspond to nontrivial fixed points of ẏ = X (y;α) close to ŷ+1 (β), this suggests that case

2 above holds: as α increases through T (β), two fixed points of the WSD
1+ (α) dynamics of

opposite stability are created, corresponding to the fixed points y+1 and y
+
2 of the burster

system. Moreover, as the positions of y+1 and y
+
2 in the r = l plane are determined by

ε1 and ε2 respectively, ε can be used as a coordinate for the fixed points of the WSD
1+ (α)

dynamics.

The stability of ε1 and ε2 as fixed points of the WSD
1+ (α) dynamics for α − T (β) > 0

small can be determined by noting that since WSD
1+ (α) contains y+1 and y

+
2 , W

SD
1+ (α) is a

local invariant manifold of both y+1 and y
+
2 . i.e. it is a heteroclinic connection of the two

fixed points [27]. Thus, since ε1 and ε2 have opposite stability, if WSD
1+ (α) is a local stable

manifold of y+1 , ε1 is stable and ε2 is unstable. Conversely, if WSD
1+ (α) is a local unstable

manifold of y+1 , ε1 is unstable and ε2 is stable. Now when 2β0 < β < β2, y
+
1 is a stable
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⊂ WSD
1+ (α ) 

r-l 

ε 

0 

ε1 

ε2 

WU
2+(α ) 

Figure 4-15: Schematic of the projection of the flow on WSD
1+ onto the (r − l, ε) plane for

small α− T (β) > 0 in the case 2β0 < β < β2.

node for small α−T (β) > 0 (cf. figure (3-17)). In this range, WSD
1+ (α) is therefore a local

stable manifold of y+1 , and so ε1 is stable in the WSD
1+ (α) dynamics. [Also, WSD

1+ (α) is

a local unstable manifold of y+2 , and so must contain the unique such manifold WU
2+ (α).

Moreover, as WSD
1+ (α) contains a unique set, it is itself unique in this range]. For β > β2,

y+1 is a saddle node for small α−T (β) > 0 (cf. figure (3-17) again). It is possible to argue-
by contradiction-that WSD

1+ (α) is an unstable local manifold of y+1 , and hence that ε1 is

unstable in theWSD
1+ (α) dynamics. Assume thatWSD

1+ (α) is a local stable manifold of y+1 .

It is then a local unstable manifold of y+2 , and must therefore contain WU
2+ (α). Now as

α→ T (β)+, y+2 → y+1 . Thus, since W
U
2+ (α) is tangential to v

+
22 (α) at y

+
2 and WSD

1+ (α)

is tangential to aT (β, �) at y
+
1 when α = T (β), it would be expected that v+22 → aT (β, �)

as α → T (β)+, implying that vT (β, �) = aT (β, �). By (4.44), vT (β, �) = bT (β, �) for

β > β2, giving the contradiction.

Figures (4-15) and (4-16) are schematics of the projection of the flow onWSD
1+ (α) onto the

(r − l, ε) plane for small α−T (β) > 0 in the cases 2β0 < β < β2 and β > β2, based on this

analysis. The exact values of ε1 and ε2 as a function of α−T (β) for β = 21 and β = 30 are
shown in figures (4-17) and (4-18) respectively. These are obtained in each case by varying

α over an appropriate range and numerically solving the equation f (ε∗) = h (−ε∗) for
ε∗ > 0. It can be seen from figures (4-17) and (4-18) that ε1 and ε2 scale like

p
α− T (β)

for small α− T (β) > 0, which is consistent with the existence of a saddlenode bifurcation
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r-l 

ε 

0 

ε1 

ε2 

WSD
1+ (α ) 

WU
2+(α ) 

Figure 4-16: Schematic of the projection of the flow on WSD
1+ onto the (r − l, ε) plane for

small α− T (β) > 0 in the case β > β2.
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Figure 4-17: Scaling of ε1 and ε2 with α− T (β) for β = 21.
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Figure 4-18: Scaling of ε1 and ε2 with α− T (β) for β = 30.

at α = T (β) [4]. Note that for |β − β2| small, WSD
1+ (α) can be thought of as a subset of

the local invariant manifold WC
1+ (α) of y

+
1 introduced in section 4.2.

Using the results of this section together with the symmetry of the burster system under

σ leads to the following conclusions about y−1 :

1. For |α− T (β)| small, ẏ = X (y;α) has a 1-dimensional C∞ invariant manifoldWSD
1− (α),

which can be considered as the image of WSD
1+ (α) under σ. WSD

1− (α) is tangential to the

vector σaT (β, �) at y−1 for α = T (β). Also, WSD
1− (α) is unique for 2β0 < β < β2, and can

be thought of as a subset of WC
1− (α) for |β − β2| small.

2. As α increases through T (β), y−1 and y−2 are created on WC
1− (α) via a saddlenode

bifurcation in the WC
1− (α) dynamics which creates the fixed points {−ε1,−ε2}. For 2β0 <

β < β2, −ε1 is stable and −ε2 is unstable while for β > β2 the stabilities are reversed.

4.5 The homoclinic bifurcation

Using the Takens-Bogadanov analysis, it was argued in section 4.2 that given � > 0, for

α and β with
°°°(α, β)T − (α2, β2)T°°° small, there exists a line of homoclinic bifurcations

α = αh (β, �) in the (β, α) plane between the line α = Λ+β in β ≥ β1 and the union of the

two curves α = αH (β) and α = α+ (β) in β ≥ β1, such that as (β, α) crosses α = αh (β, �)

from left to right, C± is destroyed in a homoclinic bifurcation on WC
1± (α) at y

±
2 . The

fact that the curves of Hopf and saddlenode bifurcations extend out away from the point
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(β2, α2) in the (β, α) plane suggests that the curve of homoclinic bifurcations may do the

same. Before addressing this issue, it will be useful to briefly summarise some results

concerning homoclinic bifurcations in smooth systems.

4.5.1 Homoclinic bifurcations of smooth systems

Consider the general 1-parameter family of systems ẋ = F (x;µ), with x ∈ W where W is

an open subset of Rn for some n ≥ 2, µ ∈ (µ1, µ2) with −∞ ≤ µ1 < µ2 < ∞, and
F :W×(µ1, µ2)→ Rn is a C∞ function of x and µ. Assume that for each µ ∈ (µ1, µ2), y (µ)
is a hyperbolic saddle of ẋ = F (x;µ), and that for some µ = µ̄, ẋ = F (x;µ) has an orbit Γ

homoclinic to y (µ) which is bounded away from any other fixed points, and has no homo-

clinic orbits for µ ∈ (µ1, µ2) \µ̄. Further assume that y (µ) is C1 linearisable in ẋ = F (x;µ)
∀µ ∈ (µ1, µ2), and that the eigenvalues of DxF (y (µ̄) ;µ̄) are distinct. Homoclinic bifur-
cations in systems of this type will henceforth be referred to as regular homoclinic

bifurcations. Since the eigenvalues of DxF (y (µ̄) ;µ̄) are distinct, they can be divided

into two sets {li : 1 ≤ i ≤ du} and {mj : 1 ≤ j ≤ ds}, such that 0 < Re {li} ≤ Re {li+1} for
1 ≤ i < du and 0 < −Re {mj} ≤ −Re {mj+1} for 1 ≤ j < ds. In ẋ = F (x;µ̄), typical

trajectories which approach y (µ̄) as t→∞ do so tangential to the eigenspace correspond-

ing to eigenvalues with Re {mj} = Re {m1}. Similarly, typical trajectories which approach
y (µ̄) as t→ −∞ do so tangential to the eigenspace corresponding to the eigenvalues with

Re {li} = Re {l1} [4], [32]. There are then 3 possibilities for the behaviour of solutions
of ẋ = F (x;µ̄) close to Γ according to the dimensions of these eigenspaces: 1) Both of

the eigenspaces are 1-dimensional, in which case the behaviour is typically 2-dimensional

(a saddle homoclinic orbit). 2) One of the eigenspaces is 1-dimensional and the other is

2-dimensional, in which case the behaviour is 3-dimensional (a saddle-focus homoclinic

orbit). 3) Both of the eigenspaces are 2-dimensional, in which case the behaviour is 4

dimensional (a bi-focus homoclinic orbit). In each case, the behaviour of ẋ = F (x;µ) in

a tubular neighbourhood of Γ for |µ− µ̄| small is determined by a quantity known as the
saddle index [4], [32]. If the homoclinic orbit is of the saddle type, the saddle index

δ is defined as δ = −m1
l1
. If the orbit is a saddle-focus, the saddle index is defined as

δ = −Re{m1}
l1

if m1 is complex and δ = − m1
Re{l1} if l1 is complex. If the orbit is a bi-focus,

the saddle index is defined as δ = −Re{m1}
Re{l1} . The case that will be of interest in the follow-

ing analysis is the bifurcation associated with a saddle homoclinic orbit. For the saddle

homoclinic bifurcation, a single limit cycle is created at µ̄ which exists in either µ < µ̄ or
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Figure 4-19: Putative bifurcation diagram for small �. α = Λ+β is a line of nonsmooth
pitchfork bifurcations at 0. The bifurcations are supercritical for β ≤ 2β0 (black line) and
subcritical for β > 2β0 (red line). α = αH (β) is a line of supercritical Hopf bifurcations
at y±1 . α = T (β) is a line of saddlenode bifurcations at y±1 . α = αh (β, �) is a line of
homoclinic bifurcations at y±2 . Identified attractors of the system are also shown.

µ > µ̄. If du = 1, the limit cycle is stable for δ > 1 and is a saddle for δ < 1 [4], [32].

4.5.2 Homoclinic bifurcation of ẏ = X (y;α) at α = αh (β, �)

In section 3.4, it was argued on the basis of the existence of the slow manifold that for

small �, the only possible attractors of the burster system are limit cycles and fixed points.

For (β, α) lying between α = αH (β) in β ≤ β1 and the line α = Λ+β in β ≥ β1, the burster

system has no stable fixed points (cf. figure (4-11)). This suggests that C+ and C− will exist
in this range, where they are the attractors. Incorporating this observation leads to figure

(4-19) which shows the bifurcations and attractors of the burster system identified thus

far. It was also argued in section 3.4 that for a given β, if α is sufficiently small, the origin

is the unique attractor. This implies that for a fixed β > β2 and � small, C± is destroyed in
a bifurcation as α is decreased (cf. figure (4-19)). The bifurcation that destroys C± must
be the homoclinic bifurcation at y±2 for β − β2 > 0 small. Hence, since C± was argued to
be confined to N± for � small at the end of section 4.3, it seems reasonable to suggest that

the bifurcation will continue to be a homoclinic bifurcation at y±2 as β is increased from
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β2. This argument thus suggests that for a given small �, in the (β, α) plane the curve

α = αh (β, �) will extend out from (β2, α2) in the positive β direction between α = T (β)

and α = Λ+β, and that the limit cycles C+ and C− will exist for (β, α) lying between
α = αH (β) and α = αh (β, �). Numerical evidence supports this hypothesis. Additionally,

numerics indicate that for each � small, αh (β, �) converges quickly to Λ+β as β → ∞.
This makes the homoclinic bifurcation difficult to resolve accurately for large values of β.

Additionally, β2− β1 is very small (≈ 0.022614) which makes it hard to ascertain whether
the curve α = αh (β, �) extends out into (β1, β2) or not. Write βH (�) for the minimum β

value of the curve in the (β, α) plane. Then for β < βH (�), C± is destroyed by the Hopf
bifurcation as α is decreased to 0, while for β > βH (�), C± is destroyed by the homoclinic
bifurcation as α is decreased to 0.4

Since X (y;α) is a C∞ function of (y,α)T on R3\P ×Π and y±2 , C± ⊂ N±\P , the homo-
clinic bifurcation at y±2 for � small and β > β1 is regular, and so the analysis of section

4.5.1 can be used to determine some properties of the bifurcation. Keeping with the nota-

tion of 3.6.1, let {µ21 (α) , µ22 (α) , µ23 (α)} be the eigenvalues of DyX
¡
y±2 (α, β) ;α

¢
, andn

(1, 1, 0)T ,v±22 (α) ,v
±
23 (α)

o
be the corresponding eigenvectors. Also, denote the orbit of

ẏ = X (y;αh (β, �) , β, �) homoclinic to y
±
2 (αh (β, �) , β) by H± (β, �). Note that by the

symmetry, H− (β, �) = σH+ (β, �). It was shown in section 3.6.1 that µ21 (α) , µ23 (α) < 0

and µ22 (α) > 0. The homoclinic bifurcation is therefore of the saddle type, with du = 1.

As was stated in section 3.6.1, the eigenvalue spectrum of DyX
¡
y±2 (α, β) ;α

¢
implies that

y±2 (α, β) has a unique 1-dimensional C
∞ local unstable manifold WU

2± (α) which is tan-

gential to Sp
©
v±22 (α)

ª
at y±2 (α, β). H± (β, �) must therefore intersectWU

2± (αh (β, �) , β, �)

in the system ẏ = X (y;αh (β, �) , β, �), and so converges to y
±
2 (αh (β, �) , β) tangentially to

Sp
©
v±22 (αh (β, �) , β, �)

ª
as τ → −∞. Additionally, if µ21 (αh (β, �) , β, �) < µ23 (αh (β, �) , β, �),

H± (β, �) will converge to y±2 (αh (β, �) , β) tangential to Sp
©
v±23 (αh (β, �) , β, �)

ª
as τ →∞,

while if µ23 (αh (β, �) , β, �) < µ21 (αh (β, �) , β, �), H± (β, �) will converge to y±2 (αh (β, �) , β)

tangential to Sp
n
(1, 1, 0)T

o
as τ →∞.

Figures (4-20) and (4-21) are plots of H+ (β, �) for {β = 18.6375, � = 0.001}. For this

choice of parameters, µ21 (αh (β, �) , β, �) < µ23 (αh (β, �) , β, �). It can be seen that the

convergence of H+ (β, �) to y+2 (αh (β, �) , β) is tangential to Sp
©
v+23 (αh (β, �) , β, �)

ª
as

τ →∞, and is tangential to Sp©v+22 (αh (β, �) , β, �)ª as τ → −∞.
4 It is being assumed here that there are no other bifurcations of the system for β1 < β < β2 other than

those predicted by the Takens-Bogadanov analysis.
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Figure 4-20: Projection onto the (r − l, ε) plane of H+ (β, �) for β = 18.6375, � = 0.001.
Arrows indicate the direction of motion with time. αh (β, �) ≈ 1242.26 for this choice of β
and �.
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Figure 4-22: Plot of 6
p
δr (α) against α on the interval (T (β) ,Λ+β) for β = 18.6375,

� = 0.001. The dotted line indicates δr (α) = 1. The arrow indicates the numerical
approximation to αh (β, �). [The quantity 6

p
δr (α) is plotted instead of δr (α) so that the

point at which δr (α) increases through 1 can be seen].

Since the homoclinic bifurcation involves the destruction of the stable limit cycle C±, the
saddle index δ (β, �) must be greater than 1. Given a fixed � small and β > βH (�), this

restriction enables a range of existence of αh (β, �) to be constructed, thereby reducing the

amount of numerical work necessary to approximate αh (β, �). More explicitly, for each

T (β) < α < Λ+β, define the quantity δr (α) as below:

δr (α) =

⎧⎨⎩ −
µ23(α)
µ22(α)

if µ21 (α) < µ23 (α)

−µ21(α)
µ22(α)

if µ23 (α) < µ21 (α)
(4.46)

Then αh (β, �) must lie in a subinterval of (T (β) ,Λ+β) where δr (α) is greater than 1.

The union of these subintervals gives the possible range of existence of αh (β, �). Figure

(4-22) is a plot of 6
p
δr (α) against α on the interval (T (β) ,Λ+β) for the choice of β and

� used to generate figures (4-20) and (4-21). αh (β, �) is seen to lie in a small subinterval

of (T (β) ,Λ+β) close to Λ+β on which δr (α) > 1.
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Figure 4-23: Projections of C+ and SM onto the (r − l, ε) plane for α = 100, β = 1,
� = 0.001. C+ is in black, with the dots representing points spaced equally in time. SM is
in red.

4.6 Relaxation oscillations and canards

Given α ∈ Π with (β, α) lying between α = αH (β) and αh (β, �), define ρε (α) by:

ρε (α) = max
y∈C+(α)

{ε}− min
y∈C+(α)

{ε} (4.47)

ρε (α) can be taken as a measure of the amplitude of C± (α). Numerical results indicate
that for small �, ρε (α) is a monotonically increasing function of α for fixed {β, �}. Assume
� is small. Then the existence of the slow manifold, SM , suggests the possibility that

for sufficiently large ρε (α), C± can consist of parts lying on SM (on which the dynamics

is slow motion along SM) together with parts parallel to the (r, l) plane which connect

different regions of SM (on which the dynamics is rapid motion in one direction). Figure

(4-23) is a plot of the projection of C+ and the slow manifold SM onto the (r − l, ε) plane

for {α = 100, β = 1, � = 0.001}, while figure (4-24) is a plot of a corresponding burster
time series, {b (τ) = r (τ)− l (τ) : τ ≥ 0}. Figures (4-25) and (4-26) are similar plots for
{α = 2000, β = 27, � = 0.002}. The figures show that for both parameter choices, ρε (α)

is sufficiently large for C+ to have the anticipated form. The rapid contractions onto SM
are manifested as large jumps in the corresponding burster time series, as can be observed

in figures (4-24) and (4-26). The existence of the slow manifold thus means that for �

sufficiently small and α sufficiently large, ẏ = X (y;α) is a relaxation oscillator [4]. In
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Figure 4-24: Plot of a burster time series {b (τ) : τ ≥ 0} associated with C+ for α = 100,
β = 1, � = 0.001. Dots indicate points spaced equally in time.
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Figure 4-25: Projections of C+ and SM onto the (r − l, ε) plane for α = 2000, β = 27,
� = 0.002. C+ is in black, with the dots representing points spaced equally in time. SM is
in red.
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Figure 4-26: Plot of a burster time series {b (τ) : τ ≥ 0} associated with C+ for α = 2000,
β = 27, � = 0.002. Dots indicate points spaced equally in time.

such parameter ranges, the limit cycle C± (α) is a relaxation oscillation with 2 time scales:
a ‘fast’ time scale corresponding to rapid contraction onto SM (α, β) and a ‘slow’ time scale

corresponding to motion along SM (α, β).

Numerical work indicates that given � small, for β > β2, C± is always a relaxation oscil-
lation, while for small β, ρε (α) increases steadily with α, generating a steady transition

to a relaxation oscillation. This steady transition can be seen in figures (4-27) and (4-28).

Figure (4-27) shows a plot of ρε (α) against α−αH (β) for {β = 0.15, � = 0.001}. In figure
(4-28), a plot of a numerical estimate D̂αρε (α) of Dαρε (α) against α − αH (β) is shown

for the same choice of β and �.5 The steady increase in ρε (α) with α is characterised by

the monotonicity of the derivative Dαρε (α).

The transition to a relaxation oscillation for intermediate values of β is more interest-

ing. Figures (4-29) and (4-30) are plots of ρε (α) and D̂αρε (α) against α − αH (β) for

{β = 0.75, � = 0.001}. For this choice of parameters, ρε (α) increases steadily with α until

5Given the set of points

{ρε (α1, β, �) , ρε (α1 + h, β, �) , . . . , ρε (α1 +Nh, β, �)}
the numerical estimate D̂αρε (α1 + kh, β, �) to Dαρε (α1 + kh, β, �) is defined by

D̂αρε (α1 + kh, β, �) =
ρε (α1 + (k + 1)h, β, �)− ρε (α1 + kh, β, �)

h

for all 0 ≤ k ≤ N − 1.
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Figure 4-27: Plot of ρε (α) against α− αH (β) for β = 0.15, � = 0.001.
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Figure 4-28: Plot of a numerical estimate D̂αρε (α) of the derivative Dαρε (α) against
α− αH (β) for β = 0.15, � = 0.001.
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Figure 4-29: Plot of ρε (α) against α− αH (β) for β = 0.75, � = 0.001.
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Figure 4-30: Plot of a numerical estimate D̂αρε (α) of the derivative Dαρε (α) against
α− αH (β) for β = 0.75, � = 0.001.
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Figure 4-31: Projection of C+ (black) and SM (coloured dots) onto the (r − l, ε) plane for
α = 59.5328, β = 0.75, � = 0.001.

at a critical value αC (β, �) of α, ρε (α) suddenly jumps to a larger value. The sudden

increase in ρε (α) at αC (β, �) can be seen to correspond to a local maximum of Dαρε (α).

For α > αC (β, �), the rate of increase of ρε (α) is comparable to the rate of increase for

α < αC (β, �). The sudden jump in the increase of the amplitude of C± is referred to

as a canard. Canards are associated with relaxation oscillators in which limit cycles can

interact with the slow manifold as a parameter of the system is varied [4], [30]. For the

purposes of this discussion, canards will be identified with local maxima of Dαρε (α).

In the burster system, the canard can be understood by observing the evolution of the slow

manifold SM as α increases through the critical value. Figures (4-31)-(4-33) show how both

C+ and SM vary as α increases through αC (β, �) for {β = 0.75, � = 0.001}. Figure (4-31)
is a plot of C+ and SM for α = 59.5328. This corresponds to α − αH (β) ≈ 0.105, just
after the Hopf bifurcation. It can be seen that SM ∩ N+ comprises C+1 , together with a
closed curve C+2 . For this value of α, C+ is confined entirely to C+1 . Figure (4-32) is a

plot of C+ and SM for α = 59.8486. This corresponds to α − αH (β) ≈ 0.42, just before
the critical value. SM ∩ N+ now consists solely of C+1 , where C

+
1 has a double loop for

intermediate values of ε ≥ 0, and is asymmetric about the plane r = l. The change in the

shape of SM has occurred through the curve C+2 intersecting C
+
1 as α is increased through

some value ᾱC (β). The double loop form of C+1 means that for α > ᾱC (β), C+1 can be

subdivided into 2 portions
¡
C+1
¢
L
and

¡
C+1
¢
R
, on the basis of the projections of the loops
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Figure 4-32: Projection of C+ (black) and SM (coloured dots) onto the (r − l, ε) plane for
α = 59.8486, β = 0.75, � = 0.001.
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Figure 4-33: Projection of C+ (black) and SM (coloured dots) onto the (r − l, ε) plane for
α = 59.9539, β = 0.75, � = 0.001.
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Figure 4-34: Plot of ρε (α) against α− αH (β) for β = 15, � = 0.002.

onto the (r − l, ε) plane.
¡
C+1
¢
L
is defined to be the part of C+1 connecting the origin to

the maximum of the leftmost loop, and
¡
C+1
¢
R
is defined as C+1 \

¡
C+1
¢
L
. For the value of

α corresponding to figure (4-32), only the region of
¡
C+1
¢
L
closest to

¡
C+1
¢
R
is attracting,

thereby limiting the extent of C+ in the ε direction. Figure (4-33) is a plot of C+ and SM

for α = 59.9539. This corresponds to α − αH (β) ≈ 0.52, just after the critical value. It
can be seen from the figure that all of

¡
C+1
¢
L
has now become attracting, resulting in a

sudden jump in the extent of C+ in the ε direction.

Numerical results indicate that for all values of β lying between β2 and some cut-off value

βC ≈ 0.615, SM ∩N+ comprises the two curves C+1 and C+2 for α−αH (β) > 0 sufficiently

small. Moreover, there is some value ᾱC (β) > αH (β) at which C+1 and C+2 coalesce to

form the asymmetric double loop form of C+1 . Additionally, given βC < β < β2, for each

small � there is a value αC (β, �) > ᾱC (β) of α such that αC (β, �) is a local maximum of

Dαρε (α), corresponding to a sudden jump in ρε (α). This jump appears to be attributable

to
¡
C+1
¢
L
becoming attracting, as in the example above. Figures (4-34)-(4-36) are plots

showing the canard for {β = 15, � = 0.002}.

For βC < β < β2 and � small, as α is increased from αH (β), C± thus becomes a relaxation
oscillation through a canard at α = αC (β, �). Numerics suggest that for a fixed βC < β <

β2, αC (β, �) is an increasing function of � with αC (β, �)→ ᾱC (β) as �→ 0. Additionally,

numerics indicate that ᾱC (β) − αH (β) is a decreasing function of β on (βC , β2) with
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Figure 4-35: Projection of C+ (black) and SM (coloured dots) onto the (r − l, ε) plane for
α = 1001.51, β = 15, � = 0.002. This choice of parameters corresponds to α just before
the critical value αC (β, �).
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Figure 4-36: Projection of C+ (black) and SM (coloured dots) onto the (r − l, ε) plane for
α = 1001.62, β = 15, � = 0.002. This choice of parameters corresponds to α just after the
critical value αC (β, �).
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ᾱC (β) − αH (β) → 0 as β → β2. Also, for each fixed value of �, αC (β, �) − αH (β) is a

decreasing function of β on (βC , β2) with αC (β, �) − αH (β) → 0 as β → β2. In terms of

curves in the (β, α) plane, α = ᾱC (β) and α = αC (β, �) intersect at the codimension 2

point, and α = αC (β, �) converges to α = ᾱC (β) from above as �→ 0.

4.6.1 Error time series associated with relaxation oscillations for βC <

β < β2, αC (β, �) < α < 2.5α0 and � small

Given βC < β < β2, for ᾱC (β) < α < 2.5α0, the slow manifold curves C+1 (α, β) and

C−1 (α, β) appear to have the asymmetric double-loop form of figure (4-23), where in the

(r − l, ε) plane, C+1 has greater extension in the positive r− l direction than in the negative
r− l direction, and by symmetry, C−1 has greater extension in the negative r− l direction

than in the positive r − l direction. This configuration of C+1 and C−1 has an important

effect on the error time series {ε (τ) : τ ≥ 0} corresponding to the post-canard limit cycles
which are observed for α and β in this range with � small. Since ε̇ = −� (r − l), the

contraction of C+ onto C+1 parallel to the (r, l) plane results in ε̇ changing rapidly from

small and positive to large and negative. By symmetry, the contraction of C− onto C−1
parallel to the (r, l) plane results in ε̇ changing rapidly from small and negative to large

and positive. This means that the error time series associated with C+ and C− for such
parameter choices in the range of interest consist of a slow drift away from ε = 0 followed

by a sudden switch to a faster return towards ε = 0. Figures (4-37) and (4-38) show two

such error time series associated with C+ while figure (4-39) shows a time series of this
form associated with C−. The error time series are seen to have a ‘slow-fast’ form which

resembles jerk nystagmus (cf. section 1.1.3).

4.7 Bifurcations and attractors for small �

The results of this chapter and the previous chapter suggest the bifurcation diagram of the

burster system for small � given in figure (4-40). Also shown in this figure are the attractors

of the system. It can be seen from the figure that the dynamics of ẏ = X (y;α) for small �

are organised by the codimension 2 points
¡
2β0, 2α0

¢
and (β2, α2). The point (β1, α1) is not

a codimension 2 point, as may be inferred from the diagram. At (β1, α1), three separate

bifurcations occur simultaneously: a nonsmooth subcritical pitchfork bifurcation occurs at
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Figure 4-37: Plot of an error time series {ε (τ) : τ ≥ 0} associated with C+ for α = 90,
β = 1.2, � = 0.001 (black). The corresponding velocity time series {ε̇ (τ) : τ ≥ 0} is also
shown (red). ε̇ (τ) has been rescaled to enable it to be compared with ε (τ) on the same
plot.
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Figure 4-38: Plot of an error time series {ε (τ) : τ ≥ 0} associated with C+ for α = 210,
β = 3, � = 0.003 (black). The corresponding velocity time series {ε̇ (τ) : τ ≥ 0} is also
shown (red). ε̇ (τ) has been rescaled to enable it to be compared with {ε (τ)} on the same
plot.
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Figure 4-39: Plot of an error time series {ε (τ) : τ ≥ 0} associated with C− for α = 620,
β = 9, � = 0.002 (black). The corresponding velocity time series {ε̇ (τ) : τ ≥ 0} is also
shown (red). ε̇ (τ) has been rescaled to enable it to be compared with ε (τ) on the same
plot.

the origin together with a pair of symmetry related supercritical Hopfs at y±1 . It should

be noted that since X (y;α) = X± (y;α) ∀y ∈N±, the saddlenode and Hopf bifurcations
at y±1 , and the homoclinic bifurcation at y

±
2 can be thought of as occurring in the smooth

system ẏ = X± (y;α). The nonsmooth pitchfork bifurcation at α = Λ+β, however, is

specific to the piecewise smooth system ẏ = X (y;α).

Figures (4-42)-(4-44) are schematic bifurcation diagrams showing how the ω-limit sets of

the burster system evolve as the parameter α describes three representative closed curves

in the (β, α) plane for a fixed small �, shown in figure (4-41). In the bifurcation diagrams,

for each choice of α, the corresponding values on the vertical axis are the minimum and

maximum ε values of the ω-limit sets which exist for that α. Attractors are indicated

by solid lines and nonattractors by dotted lines. The saddlenode bifurcation in β < β2

is labelled ‘a’, the homoclinic bifurcation is labelled ‘b’, ‘c’ labels the Hopf, ‘d’ labels the

saddlenode bifurcation in β > β2, ‘e’ labels the nonsmooth subcritical pitchfork bifurcation

and ‘f’ labels the nonsmooth supercritical pitchfork bifurcation.
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Figure 4-40: Bifurcations and attractors of the burster system for small �. α = Λ+β is a
line of nonsmooth pitchfork bifurcations at 0. The bifurcations are supercritical for β ≤ 2β0
(black line) and subcritical for β > 2β0 (red line). α = αH (β) is a line of supercritical Hopf
bifurcations at y±1 . α = T (β) is a line of saddlenode bifurcations at y±1 . α = αh (β, �) is a
line of homoclinic bifurcations at y±2 .
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Figure 4-41: Three representative closed parameter paths in the (β, α) plane for a fixed
small �.
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Figure 4-42: Bifurcation diagram corresponding to parameter path A in figure (4-41).

174



α

0 

α0
B α0

B a b e c e d 

0 

y1
+ 

y2
+ 

y2
-  

y1
-  

C 

C 

+ 

- 

ε 

Figure 4-43: Bifurcation diagram corresponding to parameter path B in figure (4-41).
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Figure 4-44: Bifurcation diagram corresponding to parameter path C in figure (4-41).
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Figure 4-45: Bifurcations and attractors of the burster system for small � and βC < β < 2β0.
α = Λ+β is a line of supercritical pitchfork-type bifurcations. α = αH (β) is a line of
supercritical Hopfs. α = αC (β, �) is a line of canards. α = ᾱC (β) is the limiting curve of
α = αC (β, �) as �→ 0.

4.8 The effect of increasing � from 0 to 0.05 for βC < β < 2β0

In this section the effect on the burster dynamics of increasing � from 0 to 0.05 in the

reduced range βC < β < 2β0 is discussed. The findings of this section will be used to

propose a description of the bifurcations and attractors of the burster system in an α

range Π̂P containing the physiological range ΠP .

Figure (4-45) is a proposed picture of the bifurcations and attractors of the burster sys-

tem for � small and βC < β < 2β0, including the canard, based on the findings of this

chapter thus far. Figure (4-45) was obtained by combining local analysis of the system

with the global information that can be inferred from the observation that trajectories are

constrained by the slow manifold for small �. As � is increased, trajectories are no longer

constrained by the slow manifold, creating the possibility of bifurcations and attractors

other than those shown in figure (4-45). In particular, the restriction that limit cycles

cannot cross the plane P no longer holds. The effect of increasing � for α > αH (β) is
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discussed first, followed by the effect of increasing � for α < αH (β).

4.8.1 The effect of increasing � from 0 to 0.05 in βC < β < 2β0, α > αH (β)

For small �, the attractors of the system in this range are the pair of symmetry related

limit cycles C± (α) (cf. figure (4-45)). An important consequence of increasing � in this

range is that eventually C± stops undergoing a canard as α is increased from 0 for a fixed β.
Recall from section 4.6 that given � small, for each βC < β < 2β0, C± undergoes a canard
at αC (β, �) > ᾱC (β), characterised by a local maximum of Dαρε (α) on (ᾱC (β) ,∞). The
natural objects of interest in section 4.6 were the curves of canards α = αC (β, �) in the

(β, α) plane. Since the idea in this section is to consider the effect of increasing �, the

natural object of interest is the surface of canards in (α, β, �) space. This will be thought

of as the graph of a function �C (α, β).

Properties of the surface � = �C (α, β)

Given βC < β < 2β0 and � > 0, define αL (β, �) to be the maximum value of α such that

C± (α) exists on (ᾱC (β) , α). (For � small, αL (β, �) = ∞). Numerics indicate that for
β − βC > 0 small, Dαρε (αC (β, �) , β, �) decreases with increasing � until at some critical

value �̂ (β) of �, Dαρε (α) no longer has a local maximum on (ᾱC (β) , αL (β, �)). For

� > �̂ (β), no canards are observed to occur as α is increased from α = ᾱC (β). Figures

(4-46) and (4-47) illustrate the termination of the canard through this mechanism for

β = 0.75. The decrease in Dαρε (αC (β, �) , β, �) as � is increased can be clearly seen.

For β greater than some cut-off β̂C ≈ 0.9, the situation is different. Dαρε (α) does not

evolve into a monotonic function on (ᾱC (β) , αL (β, �)) as � is increased. Instead, the canard

keeps occurring until at some sufficiently large value of �, a bifurcation appears in which

C± is destroyed as α is increased from ᾱC (β). In addition to the destruction of C+ and
C−, this bifurcation also involves the creation of a σ-invariant limit cycle. In keeping with
the notation above, write �̂ (β) for the critical value of � at which the bifurcation begins to

occur. It follows that for all βC < β < 2β0, no canards occur for � > �̂ (β). Given β with

βC < β < 2β0, write α̂C (β) for lim�→�̂(β)− αC (β, �). The findings of this section can then

be summarised as below:

1. For a given �0 ∈
³
0,max(βc,2β0) �̂ (β)

´
, the curve α = αC (β, �

0) is the projection onto the
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Figure 4-46: Plots of ρε (α) against α on (ᾱC (β) , αL (β, �)) when β = 0.75. The red line
corresponds to a value of � greater than �̂ (β).
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Figure 4-47: Plots of a numerical estimate D̂αρε (α) of the derivative Dαρε (α) against α
on (ᾱC (β) , αL (β, �)) when β = 0.75. The red line corresponds to a value of � greater than
�̂ (β).
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Figure 4-48: Schematic of the canard surface � = �C (α, β) (see text for details).

(β, α) plane of the intersection of � = �C (α, β) with the plane � = �0.

2. � = �C (α, β) is bounded above by the curve EC =
n
(α̂C (β) , β, �̂ (β))

T : βC < β < 2β0
o
.

The projection of this line onto the (β, α) plane is the curve α = α̂C (β).

3. � = �C (α, β) is bounded below on the (β, α) plane by the curve α = ᾱC (β).

4. For β̂C < β < 2β0, the canard surface intersects a surface of bifurcations on the curve EC .

As α increases through α̂C (β) from ᾱC (β) for � > �̂ (β), this bifurcation simultaneously

destroys {C+ (α) , C− (α)} and creates a symmetric limit cycle.

Figure (4-48) is a schematic of the surface � = �C (α, β), while (4-49) is a schematic of a

cross-section through � = �C (α, β) for a fixed βC < β < 2β0, to aid visualisation of the

surface.

Bifurcations in the range βC < β < 2β0, α > αH (β), 0 < � < 0.05

The discussion of the surface � = �C (α, β) in the previous section implies that any param-

eter path in (α, β, �) space which crosses � = �C (α, β) will involve a canard. In particular,

for a fixed α and β with βC < β < 2β0 and ᾱC (β) < α < α̂C (β), increasing � through

179



 

αC(β) αC(β)  - 
 

^

∈ 

αH(β) αC(β,∈′) 

∈′ 

∈(β) ^

α 

Figure 4-49: Schematic of a cross-section through the canard surface � = �C (α, β) for a
fixed βC < β < 2β0.

�C (α, β) will cause C± to go through the canard ‘backwards’. For � > �C (α, β), C± will
no longer be a relaxation oscillation (cf. fig (4-45)). Figures (4-50)-(4-52) illustrate such a

parameter path for the case {α = 59.9539, β = 0.75}.

For a fixed α and β with βC < β < 2β0 and α − α̂C (β) > 0 small, C± (α) does not
go through the canard backwards as � is increased from 0. In fact, numerics indicate

that for such a choice of α and β, the distance d (C± (α) ,0) between C± (α) and the
origin 0 decreases as � is increased, until C± (α) becomes homoclinic to the origin at
some value �G (α, β). Since X (y;α) = X± (y;α) ∀y ∈ N±, and C± (α) ⊂ N±, C± (α)
is homoclinic to 0 in the C∞ system ẏ = X± (y;α)when � = �G (α, β). Assuming that 0

is C1 linearisable in ẏ = X± (y;α) for |�− �G (α, β)| small, the homoclinic bifurcation of
ẏ = X± (y;α) at 0 when � = �G (α, β) is regular, and so the analysis of 4.5.1 can be used to

determine some properties of the bifurcation.6. It was shown in 3.6.3 that the eigenvalues

{λ1 (α) , λ2 (α) , λ3 (α)} of DyX± (0;α) are

λ1 (α) = −1
λ2 (α) =

1

2
(−1 +∆ (α))

λ3 (α) =
1

2
(−1−∆ (α))

6Recall from section 3.6.3 that for α > Λ+β, the C1 linearisability of the origin in ẏ = X±(y;α) cannot
be assumed from the extended version of Hartman’s Theorem.
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Figure 4-50: Plot of the minimum and maximum ε values of the limit cycle C+ against �
for α = 59.9539, β = 0.75. For this choice of α and β, ᾱC (β) < α < α̂C (β). C+ can be
seen to go through the canard backwards as � increases through �C (α, β).
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Figure 4-51: Plot of a burster time series {b (τ) : τ ≥ 0} associated with C+ for α = 59.9539,
β = 0.75 and � = �1 = 0.0092. Dots represent points spaced equally in time. �1 < �C (α, β)
for these values of α and β, as can be seen in figure (4-50) on which �1 is indicated. The
time series shows that C+ is a relaxation oscillation for this choice of parameters.
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Figure 4-52: Plot of a burster time series {b (τ) : τ ≥ 0} associated with C+ for α = 59.9539,
β = 0.75 and � = �2 = 0.0195. Dots represent points spaced equally in time. �2 > �C (α, β)
for these values of α and β, as can be seen in figure (4-50) on which �2 is indicated. The
time series shows that C+ is not a relaxation oscillation for this choice of parameters.

where ∆ (α) =
p
1− 4� (Λ+ + Λ− (α, β)) (cf. (3.84)). Recalling the notation of 3.6.3, write

the corresponding eigenvectors of DyX± (0;α) as
n
(1, 1, 0)T ,w±2 (α) ,w

±
3 (α)

o
. Writing

G± (α, β) for the homoclinic orbit of the system ẏ = X± (y;α, β, �G (α, β)), the effect of

the symmetry can be expressed as G− (α, β) = σG+ (α, β). For α > Λ+β, λ2 (α) > 0

and λ3 (α) < λ1 (α) < 0. The homoclinic bifurcation at � = �G (α, β) is therefore of

the saddle type, with du = 1 (cf. section 4.5.1). As was stated in section 3.6.3, the

eigenvalue spectrum of DyX± (0;α) for α > Λ+β implies that in this parameter range,

the origin has a unique 1-dimensional C∞ local unstable manifold WU
0± (α) in the sys-

tem ẏ = X± (y;α), which is tangential to Sp
©
w±2 (α)

ª
at the origin. G± (α, β) must

therefore intersect WU
0± (α, β, �G (α, β)) in the system ẏ = X± (y;α, β, �G (α, β)). In ẏ =

X± (y;α, β, �G (α, β)), G± (α, β) thus converges to the origin tangential to Sp
©
w±2 (α, β, �G (α, β))

ª
as τ → −∞. Also, since λ3 (α) < λ1 (α), G± (α, β) converges to the origin tangentially to

the stable manifold L0 as τ → ∞. It follows from these observations that in the system

ẏ = X (y;α, β, �G (α, β)), both G+ (α, β) and G− (α, β) intersect the 1-dimensional local

unstable invariant set WU
0 (α, β, �G (α, β)) of the origin, defined by:

WU
0 (α, β, �G (α, β)) =

©
WU
0+ (α, β, �G (α, β)) ∩N+

ª ∪ ©WU
0− (α, β, �G (α, β)) ∩N−

ª
(cf. section 3.6.3). Additionally, as τ → −∞, G+ (α, β) will converge to 0 tangential to
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Figure 4-53: Projection onto the (r + l, ε) plane of G+ (α, β) (black line) and G− (α, β) (red
line) for α = 620, β = 9. Arrows indicate the direction of motion with time. �G (α, β) ≈
0.004823385 for this choice of α and β.

Sp
©
w+2 (α, β, �G (α, β))

ª∩N+ andG− (α, β) will converge to 0 tangential to Sp©w−2 (α, β, �G (α, β))ª∩
N−, while as τ → ∞, both G+ (α, β) and G− (α, β) will converge to 0 tangential to L0.

Figures (4-53) and (4-54) are plots of G+ (α, β) and G− (α, β) for {α = 620, β = 9}. It can
be seen that the behaviour of the homoclinic orbits close to the origin is consistent with

these arguments.

Since the homoclinic bifurcation in ẏ = X± (y;α) at � = �G (α, β) involves a stable limit

cycle, the discussion of section 4.5.1 implies that ẏ = X± (y;α) has no stable limit cycles

passing close to the origin for small � − �G (α, β) > 0, and that the saddle index δ (α, β)

is greater than 1. This means that for small � − �G (α, β) > 0, the piecewise smooth

system ẏ = X (y;α) has no limit cycles passing close to the origin which are attributable

to the existence of corresponding limit cycles in the smooth systems ẏ = X+ (y;α) and

ẏ = X− (y;α). However, numerical work does indicate that for small �− �G (α, β) > 0, the
piecewise smooth system ẏ = X (y;α) has a σ-invariant limit cycle which passes close to

the origin, and that this is produced by the ‘gluing’ together of C+ (α) and C− (α). Figures
(4-55)-(4-57) illustrate the gluing process for {α = 110, β = 1.5}.

The simultaneous homoclinic bifurcations of the asymmetric limit cycles C+ and C− at the
origin to form a symmetric limit cycle is very similar to a smooth bifurcation known as the
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Figure 4-55: Projection onto the (r − l, ε) plane of the pre-gluing asymmetric limit cycles
C+ (α) (black) and C− (α) (red) for α = 110, β = 1.5, � = 0.004.
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Figure 4-56: Projection onto the (r − l, ε) plane of the symmetry-related homoclinic orbits
G+ (α, β) (black) and G− (α, β) (red) for α = 110, β = 1.5, � = �G (α, β) ≈ 0.005076305.

-100 -80 -60 -40 -20 0 20 40 60 80 100
-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

r-l

ε 

 

 

Figure 4-57: Projection onto the (r − l, ε) plane of the post-gluing symmetric limit cycle
for α = 110, β = 1.5, � = 0.006.
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Figure 4-58: Possible configurations of the gluing bifurcation in 3-D. (a) the figure-eight;
(b) the butterfly; (c) the saddle focus. (Reproduced from figure 12.6 of [4]).

gluing bifurcation. Gluing bifurcations are homoclinic bifurcations of smooth systems in

which a pair of limit cycles merge at a saddle point which has a single unstable eigenvalue

to form a large limit cycle [4], [33], [34], [35]. These bifurcations are typically observed in

systems possessing a reflection symmetry that maps a saddle point onto itself. For such

systems, the existence of an orbit homoclinic to the saddle point implies the existence of

another, which is the image of the first under the reflection. In 3 dimensions, the gluing

bifurcation can occur in one of three configurations. Two of these-the ‘butterfly’ and ‘figure-

of-eight’ configurations-are associated with a saddle homoclinic bifurcation, while the third

is associated with a saddle-focus homoclinic bifurcation (cf. section 4.5.1). Schematics of

the 3 possible configurations are given in figure (4-58).

As may be expected, the value of the saddle index δ is significant in determining the

dynamics for each of the configurations. If δ > 1 gluing bifurcations occur in all 3 configu-

rations and the limit cycles involved are stable. If δ < 1, a gluing bifurcation occurs for the

figure-of-eight configuration, but the limit cycles involved are unstable. No gluing bifur-

cation occurs for the butterfly configuration for δ < 1. Instead a pair of homoclinic orbits

arise through a homoclinic explosion and no large-amplitude limit cycles exist beyond the

bifurcation point. No gluing bifurcation occurs for the saddle-focus configuration either for

δ < 1 [4], [33], [34], [35]. The bifurcation which occurs in the burster system ẏ = X (y;α)

as � passes through �G (α, β) appears to be qualitatively equivalent to a smooth gluing

bifurcation of the saddle type with saddle index δ > 1.

The observation that the saddle index δ (α, β) > 1 for the homoclinic bifurcation of

ẏ = X± (y;α) at the origin can be used to obtain a restriction on the value of �G (α, β) for
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a given α and β. Since λ3 (α) < λ1 (α) < 0, δ (α, β) is given by:

δ (α, β) = −λ1 (α, β, �G (α, β))
λ2 (α, β, �G (α, β))

=
2

−1 +p1− 4�G (α, β) (Λ+ + Λ− (α, β)) (4.48)

It follows from (4.48) and Λ− (α, β) = −α
β that δ (α, β) > 1 is equivalent to �G (α, β) <

�̂G (α, β) where:

�̂G (α, β) =
2β

α− Λ+β (4.49)

This implies that in (α, β, �) space, the surface of gluing bifurcations � = �G (α, β) lies

below the surface � = �̂G (α, β). The relation �G (α, β) < �̂G (α, β) reduces the amount of

numerical work necessary to approximate �G (α, β).

In addition to the gluing bifurcation and the canard, there is a further global bifurcation

which occurs in the burster system as � is increased from 0 to 0.05 for a fixed α and β

with βC < β < 2β0 and α > ᾱC (β). This bifurcation has only been observed numerically.

It also produces a stable symmetric limit cycle, although the mechanism by which this

occurs is unclear and-unlike the gluing bifurcation-does not seem related to any global

bifurcations which occur in the smooth systems ẏ = X+ (y;α) and ẏ = X− (y;α). The

bifurcation will be henceforth referred to as the hard oscillation bifurcation, or H-

bifurcation for short. Actually, it appears that there are two different bifurcations which

might sensibly be designated ‘H-type’. In addition to the basic creation of a symmetric

limit cycle, the simultaneous destruction of the symmetry-related pair {C+ (α) , C− (α)}
can also occur. The H-bifurcation which only involves the creation of the symmetric limit

cycle will be referred to as the type I H-bifurcation, while the H-bifurcation which also

involves the destruction of the asymmetric limit cycles will be referred to as the type II

H-bifurcation.

For a given α and β in the range of interest, the value of � at which a type I H-bifurcation

occurs will be denoted �S (α, β), and the value of � at which a type II H-bifurcation occurs

will be denoted �̄S (α, β). The existence of the gluing and H-bifurcations means that there

are choices of α for which the burster system has 2 distinct symmetric limit cycles. For

such parameter choices, the limit cycle with the greatest amplitude in the ε direction will

be labelled C2 and the other limit cycle C1. More specifically, C1 and C2 are labelled so as
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to satisfy:

max
y∈C2

{ε}− min
y∈C2

{ε} > max
y∈C1

{ε}− min
y∈C1

{ε}

For parameter choices for which there is only one symmetric limit cycle, this will usually

be labelled C2, unless convenience dictates otherwise.

A natural question to ask is what happens to the surfaces of gluing and H-bifurcations as

α is varied for a fixed βC < β < 2β0. Numerical work seems to indicate that the type

I H-bifurcation exists for all 0 < α < α̂C (β), with �S (α, β) increasing without bound

as α → 0+. Numerics also indicate that as α is increased from α̂C (β), the type I H-

bifurcation and gluing bifurcation both persist, with �G (α, β) a decreasing function of α,

and � = �S (α, β) an eventually increasing function of α. Both bifurcations certainly exist

for α̂C (β) < α < 2.5α0. For a fixed β with βC < β < β̂C , the type II H-bifurcation does

not occur. Also, as α → αH (β)+, �G (α, β) increases without bound. Figure (4-59) is

a schematic of the surfaces � = �C (α, β), � = �G (α, β), � = �̂G (α, β) and � = �S (α, β)

for β = 0.75, αH (β) < α < 2.5α0, 0 < � < 0.05, based on numerics. Also shown are

the attractors in this range. Figure (4-60) is a bifurcation diagram obtained numerically

for a closed parameter path in the (α, �) plane for β = 0.75. Figure (4-59) is the typical

bifurcation picture observed in the (α, �) plane for a fixed β with βC < β < β̂C , and

αH (β) < α < 2.5α0, 0 < � < 0.05.

For a fixed β with β̂C < β < 2β0, both the type I and type II H-bifurcations occur.

Figure (4-61) is a schematic of the surfaces � = �C (α, β), � = �G (α, β), � = �̂G (α, β),

� = �S (α, β) and � = �̄S (α, β) for β = 3, αH (β) < α < 2.5α0, 0 < � < 0.05, based on

numerics. Also shown are the attractors in this range. Figures (4-62)-(4-65) are bifurcation

diagrams obtained numerically for parameter paths in the (α, �) plane for β = 3. Figure

(4-61) is the typical bifurcation picture observed in the (α, �) plane for a fixed β with

β̂C < β < 2β0, and αH (β) < α < 2.5α0, 0 < � < 0.05. In this range, numerics suggest that

the surface of gluing bifurcations � = �G (α, β) and the surface of type II H-bifurcations

� = �̄S (α, β) both intersect the canard surface � = �C (α, β) at the point (α̂C (β) , �̂ (β)) in

the (α, �) plane. It is the surface of type II H-bifurcations which terminates the canards

for β̂C < β < 2β0 (cf. section 4.8.1). The surfaces � = �G (α, β) and � = �̄S (α, β) also

intersect the surface of type I H-bifurcations � = �S (α, β) at a point (ᾱ (β) , �S (ᾱ (β) , β))

in the (α, �) plane with αH (β) < ᾱ (β) < α̂C (β). The surface � = �̄S (α, β) exists between
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Figure 4-59: Schematic of the global bifurcation surfaces for β = 0.75, αH (β) < α < 2.5α0,
0 < � < 0.05, based on numerical results. Also shown are the attractors for this parameter
range, the parameter path used to generate figure (4-60), and the limiting surface � =
�̂G (α, β) of � = �G (α, β).
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Figure 4-60: Bifurcation diagram obtained numerically for a closed parameter path in the
(α, �) plane for β = 0.75. A schematic of the parameter path is shown in figure (4-59).
α = 60.0591 at αA, α = 61.4275 at αD, � = 0.0001 at αA, � = 0.04 at αB. For each choice
of α, the corresponding values shown on the vertical axis are the minimum and maximum
ε values of the attractors which exist for that α. ‘a’ denotes the canard, ‘b’ denotes the
type I H-bifurcation and ‘c’ denotes the nonsmooth gluing bifurcation.
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Figure 4-61: Schematic of the global bifurcation surfaces for β = 3, αH (β) < α < 2.5α0,
0 < � < 0.05, based on numerical results. Also shown are the attractors for this parameter
range, the parameter paths used to generate figures (4-62)-(4-64), and the limiting surface
� = �̂G (α, β) of � = �G (α, β)
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Figure 4-62: Bifurcation diagram obtained numerically for a closed parameter path in the
(α, �) plane for β = 3. A schematic of the parameter path is shown in figure (4-61) (solid
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the canard, ‘b’ denotes the type I H-bifurcation and ‘c’ denotes the nonsmooth gluing
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Figure 4-63: Close up of figure (4-62) to reveal the details of the canard and the type I
H-bifurcation which occurs between αB and αC .
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Figure 4-64: Bifurcation diagram obtained numerically by varying α between α1 =
207.6744 and α2 = 209.6544 for β = 3, � = 0.0054. A schematic of this parameter path is
shown in figure (4-69) (dotted line). For each choice of α, the corresponding values shown
on the vertical axis are the minimum and maximum ε values of the attractors which exist
for that α. ‘d’ denotes the type II H-bifurcation.
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Figure 4-65: Close up of figure (4-64) to reveal the details of the type II H-bifurcation which
simultaneously destroys the asymmetric pair {C+ (α) , C− (α)} and creates the symmetric
limit cycle C2 (α).

the two points of intersection (ᾱ (β) , �S (ᾱ (β) , β)) and (α̂C (β) , �̂ (β)), while � = �G (α, β)

exists for α < ᾱ (β) and α > α̂C (β). Numerics also indicate that as α → αH (β)+,

�G (α, β) increases without bound. Note that in both the β ranges considered above, the

curves � = �G (α, β) and � = �S (α, β) can intersect, meaning that there are regions of the

(α, �) plane where C1 and C2 both exist, and regions where C+ and C− coexist with C2.
Figures (4-66) and (4-67) are plots of the attractors of the burster system corresponding

to both these situations. It should also be noted that the bifurcation picture of the burster

equations in the range βC < β < 2β0, αH (β) < α < 2.5α0, 0 < � < 0.05 proposed here

seems to suggest that the surface of type II H-bifurcations is created by the surface of

gluing bifurcations intersecting the canard surface as β increases through β̂C (cf. figures

(4-59) and (4-61)).

Numerics indicate that for β greater than some value β̄C ≈ 1.35, �S (α, β) > 0.05 for

α > α̂C (β). Consequently for a fixed α and β with β̄C < β < 2β0, α > α̂C (β), only the

gluing bifurcation occurs as � is increased from 0 to 0.05: the canard and H-bifurcation do

not occur.
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Figure 4-66: Attractors of the burster system for α = 64.6, β = 0.825 and � = 0.02. This
choice of parameters corresponds to βC < β < β̂C , α < α̂C (β), �S (α, β) < � < �G (α, β).
The attractors are the pair of asymmetric limit cycles C+ and C− (black) produced by the
Hopf bifurcation at α = αH (β), and the symmetric limit cycle C2 (red) produced by the
type I H-bifurcation at � = �S (α, β).
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Figure 4-67: Attractors of the burster system for α = 88.1822, β = 1.1591 and
� = 0.0338. This choice of parameters corresponds to β̂C < β < 2β0, α > α̂C (β),
� > �G (α, β) > �S (α, β). The attractors are the symmetric limit cycle C1 (black) pro-
duced by the nonsmooth gluing bifurcation at � = �G (α, β), and the symmetric limit cycle
C2 (red) produced by the type I H-bifurcation at � = �S (α, β).

193



0 500 1000 1500
-20

-15

-10

-5

0

5

10

15

20

τ

ε(τ) 

Figure 4-68: Plot of an error time series {ε (τ) : τ ≥ 0} associated with C− for α = 408.0569,
β = 6, � = 0.0047 (black). The corresponding velocity time series {ε̇ (τ) : τ ≥ 0} is also
shown (red). ε̇ (τ) has been rescaled to enable it to be compared with ε (τ) on the same
plot.

4.8.2 Error time series for β̄C < β < 2β0, α̂C (β) < α < 2.5α0 and � < 0.05

For � < �G (α, β) in this range, the attractors are C+ and C−. Thus since α > α̂C (β), if

�G (α, β) is not too large, then for � < �G (α, β), C+ and C− lie close to the slow manifold
SM , and so are large-amplitude relaxation oscillations. Moreover, SM has the asymmetric

double-loop form discussed in section 4.6.1, and therefore the corresponding error time

series {ε (τ) : τ ≥ 0} will have the associated slow-fast form, which resembles jerk nystag-
mus. As � → �G (α, β)−, the period of C± goes to ∞ as it becomes homoclinic to the

origin. The effect of this on {ε (τ) : τ ≥ 0} is that the waveform develops longer and longer
intervals on which ε (τ) ≈ 0. This effect can be seen in figure (4-68) which shows a plot of
an error time series corresponding to C− for a choice of α in the range of interest at which
C− is near-homoclinic. ε (τ) can be seen to resemble a jerk nystagmus waveform with an

extended foveation period (cf. section 1.1.3).

For � − �G (α, β) > 0 small, the symmetric limit cycle C2 created by the gluing of C+ and
C− has the form of a relaxation oscillation, as parts of it still lie close to SM . Moreover, the
asymmetric double-loop form of SM means that the error time series associated with C2
are of slow-fast form, consisting of a slow drift away from ε = 0 in the positive ε direction

followed by a faster motion back towards ε = 0 in the negative ε direction, and then a slow
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Figure 4-69: Projections of C2 (black line) and SM (red dots) onto the (r − l, ε) plane for
α = 209.6544, β = 3, � = 0.006.

drift away from ε = 0 in the negative ε direction followed by a faster motion back towards

ε = 0 in the positive ε direction. Figures (4-69) and (4-71) show projections of C2 and SM

onto the (r − l, ε) plane for two choices of α in the range of interest, while figures (4-70)

and (4-72) are plots of error time series associated with C2 for these parameter choices.
In both cases, ε (τ) resembles a bilateral jerk nystagmus waveform (cf. section 1.1.3). As

� → �G (α, β)+, the period of C2 goes to ∞ as it becomes homoclinic to the origin. This

causes the same effect on {ε (τ) : τ ≥ 0} as the homoclinicity of C±, with the waveform
developing increasingly long intervals on which ε (τ) ≈ 0. Figure (4-73) illustrates this

effect, showing a plot of an error time series corresponding to C2 for a choice of α in the

range of interest, at which C2 is near-homoclinic. It can be seen that ε (τ) resembles a
bilateral jerk waveform with an extended foveation period.

As � is increased to 0.05 from �G (α, β), C2 is progressively less confined to SM , and so no
longer has the form of a relaxation oscillation. Consequently, the corresponding error time

series {ε (τ) : τ ≥ 0} lose the slow-fast form, and become increasingly sinusoidal. This
transition is illustrated in figures (4-74)-(4-77) which show the effect of increasing � for

{α = 408.0569, β = 6}. The figures indicate that increasing � seems to generate error time
series which resemble pendular nystagmus (cf. section 1.1.3).
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Figure 4-70: Plot of an error time series {ε (τ) : τ ≥ 0} associated with C2 for α = 209.6544,
β = 3, � = 0.006 (black). The corresponding velocity time series {ε̇ (τ) : τ ≥ 0} is also
shown (red). ε̇ (τ) has been rescaled to enable it to be compared with ε (τ) on the same
plot.
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Figure 4-71: Projections of C2 (black line) and SM (red dots) onto the (r − l, ε) plane for
α = 805.0171, β = 12, � = 0.0065.
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Figure 4-72: Plot of an error time series {ε (τ) : τ ≥ 0} associated with C2 for α = 805.0171,
β = 12, � = 0.0065 (black). The corresponding velocity time series {ε̇ (τ) : τ ≥ 0} is also
shown (red). ε̇ (τ) has been rescaled to enable it to be compared with ε (τ) on the same
plot.
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Figure 4-73: Plot of an error time series {ε (τ) : τ ≥ 0} associated with C+ for α = 408.0569,
β = 6, � = 0.0049 (black). The corresponding velocity time series {ε̇ (τ) : τ ≥ 0} is also
shown (red). ε̇ (τ) has been rescaled to enable it to be compared with ε (τ) on the same
plot.
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Figure 4-74: Plots of C2 in the (r − l, ε) plane for increasing values of � > �G (α, β), given
α and β fixed at the values α = 408.0569, β = 6. The slow manifold SM is also shown (red
dots). �1 = 0.065, �2 = 0.0214, �3 = 0.05.
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Figure 4-75: Plot of an error time series {ε (τ) : τ ≥ 0} associated with C2 for α = 408.0569,
β = 6, � = �1 = 0.0065 (cf. figure (4-74)).
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Figure 4-76: Plot of an error time series {ε (τ) : τ ≥ 0} associated with C2 for α = 408.0569,
β = 6, � = �2 = 0.0214 (cf. figure (4-74)).
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Figure 4-77: Plot of an error time series {ε (τ) : τ ≥ 0} associated with C2 for α = 408.0569,
β = 6, � = �3 = 0.05 (cf. figure (4-74)).
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Figure 4-78: Bifurcations and attractors of the burster equations for βC < β < 2β0,
0 < α < αH (β), 0 < � < 0.05.

4.8.3 The effect of increasing � from 0 to 0.05 in βC < β < 2β0, 0 < α <

αH (β)

As mentioned above, numerics suggest that for a fixed β with βC < β < 2β0, the surface

of gluing bifurcations � = �G (α, β) and the surface of type II H-bifurcations � = �̄S (a, β)

do not exist in α < αH (β), while the surface of type I H-bifurcations � = �S (α, β) does

exist in α < αH (β), with �S (α, β) becoming unbounded as α → 0+. Assume that α and

β are fixed with βC < β < 2β0, 0 < α < Λ+β. In this range, the attractor of the system

is the origin 0 for � small (cf. figure (4-45)). If �S (α, β) > 0.05, no bifurcation occurs

as � is increased from 0 to 0.05, while if �S (α, β) < 0.05, the type I H-bifurcation occurs,

and so C2 coexists with 0 for �S (α, β) < � < 0.05. Now assume α and β are fixed with

βC < β < 2β0, Λ+β < α < αH (β). In this range, the attractors of the system are the

pair of symmetry-related nontrivial fixed points y+1 and y
−
1 for � small (cf. figure (4-45)

again). If �S (α, β) > 0.05, no bifurcation occurs as � is increased from 0 to 0.05, while if

�S (α, β) < 0.05, the type I H-bifurcation occurs, and so C2 coexists with y+1 and y−1 for
�S (α, β) < � < 0.05. This discussion is summarised in figure (4-78).
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4.9 Bifurcations and attractors for α ∈ Π̂P

The work of the previous section suggests the bifurcation diagram of the burster system

for α in the range Π̂P defined by

Π̂P =
©
β̄C < β < 2β0, 0 < α < 2.5α0, 0 < � < 0.05

ª
given in figure (4-79) (cf. figures (4-61) and (4-78)). Also shown in this figure are the

attractors of the system, and the corresponding modelled nystagmus waveforms, where

applicable. Π̂P contains the physiological range ΠP defined in (2.17). The bifurcation

diagram has been split into sectors labelled A-J for future reference. In the following,

these labels will be taken to represent the corresponding subsets of Π̂P in (α, β, �) space.

For example, A will be taken to represent the range:

©
β̄C < β < 2β0, 0 < α < Λ+β, 0 < � < min {0.05, �S (α, β)}

ª
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Figure 4-79: Bifurcations and attractors of the burster equations for α in Π̂P . Here
JN=jerk nystagmus and BJN=bilateral jerk nystagmus.
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Chapter 5

Analysis of the saccadic equations

This chapter is an analysis of the saccadic equations ż = Z (z). The results described

here are based on knowledge of the behaviour of the burster equations ẏ = Y (y) obtained

in the previous two chapters.1 The first part of this chapter is similar to the first part

of chapter 3, examining the existence and uniqueness of solutions, symmetry and fixed

points. It is then shown that there is a one-to-one correspondence between attractors

of ẏ = Y (y) and ż = Z (z) for the parameter ranges considered in chapter 4, where the

attractors of ẏ = Y (y) were found to be stable fixed points and stable limit cycles. Next it

is argued that the gluing bifurcation of the burster equations described in chapter 4 induces

a gluing bifurcation in the full saccadic equations. Following this, Fourier analysis is used

to approximate a relationship between the gaze and error time series associated with limit

cycles of ż = Z (z). The approximation is in turn used to describe the morphology of the

gaze time series associated with stable limit cycles of ż = Z (z) in the parameter range Π̂P .

In particular, it is found that error time series resembling congenital nystagmus waveforms

correspond to gaze time series resembling the same type of waveform. The chapter finishes

with a suggested description of the attractors of ż = Z (z) in the range Π̂P , analogous to

that obtained in chapter 4 (cf. figure (4-79)).

During the analysis of the saccadic equations in this chapter, much use will be made of the

projection operator π : R6 → R3 defined through the 3× 6 matrix:

1Recall that the equations dy
dτ = X (y) analysed in chapters 3 and 4 are obtained from ẏ = Y (y) by

setting τ = t
�
.
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π =
³
03×3 13

´
(5.1)

Clearly ∀x,y ∈ R3, π (x,y) = y. It can be shown that π is linear, continuous and maps
open sets of R6 to open sets of R3. Proofs are given in section A.2.1.

5.1 Vector field

Recall from chapter 2 that the vector field Z : R6→ R6 of the saccadic equations is defined

by

Z (z) =

⎛⎝ Ax+By

Y (y)

⎞⎠ (5.2)

where

Y (y) =
1

�
X (y) =

⎛⎜⎜⎜⎝
1
�

¡−r − γrl2 + F (ε)
¢

1
�

¡−l − γlr2 + F (−ε)¢
−(r − l)

⎞⎟⎟⎟⎠ (5.3)

and:

A =

⎛⎜⎜⎜⎝
0 1 0

−P2 −P1 P2

0 0 − 1
TN

⎞⎟⎟⎟⎠ (5.4)

B =

⎛⎜⎜⎜⎝
0 0 0

P1 −P1 0

1 −1 0

⎞⎟⎟⎟⎠ (5.5)

P1 =
1

T1
+
1

T2
(5.6)

P2 =
1

T1T2
(5.7)

(Here x = (g, v, n)T , y = (r, l, ε)T and z = (x,y)T are the state vectors. Also, P1 = 90 and

P2 = 555
5
9). The saccadic equations ż = Z (z) can thus be expressed as the skew product
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ẋ = Ax+By (5.8)

ẏ = Y (y) (5.9)

where (5.8) are the plant equations. Written explicitly, the full saccadic equations are:

ġ = v (5.10)

v̇ = −P1v − P2g + P2n+ P1 (r − l) (5.11)

ṅ = − 1

TN
n+ r − l (5.12)

ṙ =
1

�

¡−r − γrl2 + F (ε)
¢

(5.13)

l̇ =
1

�

¡−l − γlr2 + F (−ε)¢ (5.14)

ε̇ = − (r − l) (5.15)

It should be noted that as X is continuous on R3, Y is continuous on R3 and so the

form of Z implies that Z is continuous on R6. Also, as X (0) = 0 where 0 = (0, 0, 0)T ,

Y (0) = 0. Setting x = y = 0 in (5.2) therefore gives Z (0,0) = (0,0)T . The origin

(0,0)T = (0, 0, 0, 0, 0, 0)T is thus always a fixed point of the saccadic system ż = Z (z).

This fixed point corresponds to a gaze angle and gaze velocity equal to zero. i.e. to the

eye being at rest in its natural resting position.

5.1.1 Smoothness of the vector field

It was established in section 3.1.1 thatX is C∞ on R3\P where P ⊂ R3 is the plane defined
by P =

n
(r, l, ε)T ∈ R3 :, r, l ∈ R, ε = 0

o
. As Y = 1

�X, Y is also C∞ on R3\P . Define the
hyperplane P̂ ⊂ R6 by:

P̂ =
n
(g, v, n, r, l, ε)T ∈ R6 : g, v, n, r, l ∈ R, ε = 0

o
= R3 × P

The form of Z then implies that Z is C∞ on the set R6\P̂ . Z is however not differentiable
at P̂ since, as was shown in section 3.1.1, F is not differentiable at 0. Z is therefore not

smooth at P̂ , and so is a piecewise C∞ function about P̂ . Note that πP̂ = P .
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Smoothness of the vector field as a function of z and α

It can be seen from the form of the saccadic vector field Z that the dependence of Z on

the parameter vector α comes from the dependence of the burster vector field Y on α.

When considered as a function of both z and α, Z : R6 ×Π→ R6, Z (z;α) can be written

as below:

Z (z;α) =

⎛⎝ Ax+By

Y (y;α)

⎞⎠
It was shown in section 3.1.3 that X (y;α) is C∞ on R3\P ×Π. Since Y = 1

�X, it follows

that Y (y;α) is also C∞ on R3\P ×Π. The form of Z (z;α) then implies that Z (z;α) is

C∞ on R6\P̂ ×Π.

5.1.2 Existence and uniqueness of solutions of the saccadic system

It can be shown that the vector field Z is locally Lipschitz. A proof is given in section

A.2.2 of the appendix. Solutions of ż = Z (z) therefore exist and are unique (cf. section

1.2). Additionally, solutions can be extended infinitely far forward in time. To show

this, it is first necessary to establish some notation relating to solutions of the unscaled

burster system ẏ = Y (y). Given y ∈ R3, the maximal open interval on which the unique
solution y (t) of ẏ = Y (y) with y (0) = y exists will be written as JB (y). Also, the flow

of ẏ = Y (y) will be denoted by ϕ. The relation τ = t
� therefore implies that given y ∈ R3,

JB (y) = �J (y) and ϕ (y,t) = φ
¡
y, t�

¢ ∀t ∈ JB (y).

Returning to solutions of the saccadic system, for each z ∈ R6, write JS (z) for the maximal
open interval on which the unique solution z (t) of ż = Z (z) with z (0) = z exists. Further,

denote the flow of ż = Z (z) by ψ, the time set by T̂ , and the t set by Ût for each t ∈ T̂ .

It is now shown that ∀z ∈ R6, JS (z) = JB (πz). Since [0,∞) ⊂ JB (y) ∀y ∈ R3, this
implies that solutions of ż = Z (z) can be extended infinitely far forward in time. i.e.

[0,∞) ⊂ JS (z) ∀z ∈ R6.

Let z0 = (x0,y0)
T ∈ R6, and define yR (t) by yR (t) = ϕt (y0) ∀t ∈ JB (y0). Then yR (t)

solves ẏ = Y (y) on JB (y0) with yR (0) = y0. Now it can be shown that if r (t) is a C1

function defined on some open interval (t1, t2) containing 0 (t1may be −∞ and t2 may be

∞), then the unique solution of the initial value problem {ẋ = Ax+Br (t) : x (0) = x̂} on
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(t1, t2) is xr (t), where ∀t ∈ (t1, t2):

xr (t) = eAtx̂+

Z t

0
eA(t−s)Br (s) ds

Moreover, there is a constant PC ≥ 1 such that ∀t ∈ [0, t2):

kxr (t)k1 ≤ PC

µ
e
− t
TN kx̂k1+

Z t

0
e
− (t−s)

TN kBr (s)k1 ds
¶

A proof of this can be found in the appendix in section A.2.3. Since yR (t) is C1, this

means that the function xR (t) defined ∀t ∈ JB (y0) by

xR (t) = eAtx0+

Z t

0
eA(t−s)ByR (s) ds

solves ẋ = Ax+ByR (t) on JB (y0) with xR (0) = x0. Also, as [0,∞) ⊂ JB (y0), ∀t ≥ 0:

kxR (t)k1 ≤ PC

µ
e
− t
TN kx0k1+

Z t

0
e
− (t−s)

TN kByR (s)k1 ds
¶

Define zR (t) by zR (t) = (xR (t) ,yR (t))
T ∀t ∈ JB (y0). It then follows from the fact that

the saccadic equations can be written as the skew product (5.8)-(5.9) that zR (t) solves

ż = Z (z) on JB (y0) with zR (t) = z0. Hence JB (y0) ⊆ JS (z0) and zR (t) = ψt (z0)

∀t ∈ JB (y0). Extend zR (t) to JS (z0) by setting zR (t) = (xR (t) ,yR (t))
T = ψt (z0)

∀t ∈ JS (z0). The skew product form of ż = Z (z) implies that yR (t) solves ẏ = Y (y) on

JS (z0) with yR (0) = y0. Hence JS (z0) ⊆ JB (y0) and so JB (y0) = JS (z0). This holds

for each z0 = (x0,y0)
T ∈ R6, showing that JS (z) = JB (πz) ∀z ∈ R6, as claimed.

Using the analysis of the saccadic system thus far, the following facts can be easily estab-

lished:

1. ψ is continuous.

2. T̂ = R.

3. ∀t ∈ R, Ût = R3 × U t
�
and ψt : Ût → ψt

³
Ût

´
is a homeomorphism with ψ−1t = ψ−t.

4. ∀t ≥ 0, Ût = R6.

5. For z ∈ R6 and t1, t2 ∈ R such that ψt2 (z) , ψt1

¡
ψt2 (z)

¢
and ψt1+t2 (z) all exist,

ψt1

¡
ψt2 (z)

¢
= ψt1+t2 (z). In particular, given z ∈ R6, ψt1

¡
ψt2 (z)

¢
= ψt1+t2 (z) ∀t1, t2 ≥ 0.
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6. If z (t) is a solution of ż = Z (z), z (t) is C1 on JB (πz (0)).

7. Given t ∈ R and z = (x,y)T ∈ Ût, ψt (z) is defined by

ψt (z) =

⎛⎝ Lt (x,y)

ϕt (y)

⎞⎠ (5.16)

where:

Lt (x,y) = eAtx+

Z t

0
eA(t−s)Bϕs (y) ds (5.17)

Also, given z = (x,y)T ∈ R6, ∀t ≥ 0:

kLt (x,y)k1 ≤ PC

µ
e
− t
TN kxk1+

Z t

0
e
− (t−s)

TN kBϕs (y)k1 ds
¶

(5.18)

The form of ψt implies that for each t ∈ R, π ◦ ψt (z) = ϕt ◦ π (z) ∀z ∈ Ût (or equivalently

for each z ∈ R6, π ◦ ψt (z) = ϕt ◦ π (z) ∀t ∈ JB (πz)). The projection operator π thus

semi-conjugates the time t maps of ż = Z (z) and ẏ = Y (y). In particular:

π ◦ ψt = ϕt ◦ π : t ≥ 0 (5.19)

5.1.3 C∞ extensions of the vector field

Define the sets N̂+, N̂− ⊂ R6 by:

N̂+ =
n
(g, v, n, r, l, ε)T ∈ R6 : g, v, n, r, l ∈ R, ε ≥ 0

o
= R3 ×N+ (5.20)

N̂− =
n
(g, v, n, r, l, ε)T ∈ R6 : g, v, n, r, l ∈ R, ε ≤ 0

o
= R3 ×N− (5.21)

Then R6 = N̂+∪N̂− and N̂+∩N̂− = P̂ . Also πN̂± = N±. It will be useful in the analysis of

the saccadic system to extend Z|N̂+ out into N̂− and Z|N̂− out into N̂+ in such a way as to
generate two C∞ vector fields Z+ and Z− which agree with Z in N̂+ and N̂− respectively.

This can be done easily by using the extended vector fields X+,X− : R3 → R3. Define

Z+,Z− : R6 → R6 by
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Z+ (z) =

⎛⎝ Ax+By

Y+ (y)

⎞⎠ (5.22)

Z− (z) =

⎛⎝ Ax+By

Y− (y)

⎞⎠ (5.23)

where Y± (y) = 1
�X± (y). The relation X|N± = X±|N± implies Y|N± = Y±|N± . Let z =

(x,y)T ∈ N̂+. Then y ∈ N+ and so Z (z) = (Ax+By,Y (y))T = (Ax+By,Y+ (y))
T =

Z+ (z). This holds ∀z ∈ N̂+, and so Z|N̂+ = Z+|N̂+ . A similar argument implies that

Z|N̂− = Z−|N̂− . As X± is C∞ on R3, Y± is C∞ on R3. The form of Z± therefore implies

that Z± is C∞ on R6.

Smoothness of the extended vector fields as functions of y and α

Equations (5.22) and (5.23) show that the dependence of the extended saccadic vector field

Z± on the parameter vector α comes from the dependence of the extended burster vector

field Y± on α. When considered as a function of both z and α, Z± : R6 × Π → R6,

Z± (z;α) can be written as below:

Z± (z;α) =

⎛⎝ Ax+By

Y± (y;α)

⎞⎠
Recall from section 3.1.3 that X± (y;α) is C∞ on R3 × Π. Since Y± = 1

�X±, it follows

that Y± (y;α) is also C∞ on R3×Π. The form of Z± (z;α) then implies that Z± (z;α) is

C∞ on R6 ×Π.

5.1.4 Existence and uniqueness of solutions of the extended systems

ż = Z+ (z) and ż = Z− (y)

As the extended vector field Z± is C∞, it is Lipschitz, and so solutions of ż = Z± (z) exist

and are unique (cf. section 1.2.1). Given z ∈ R6, denote the maximal open interval on which
the unique solution z± (t) of ż = Z± (z) with z± (0) = z exists by J±S (z). Additionally,

denote the flow of ż = Z± (z) by ψ±, the time set by T̂± and the t set by Û±t for each

t ∈ T̂±. Rescaling time in the extended burster system ẏ = Y± (y) via τ = t
� gives the
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system dy
dτ = X± (y) discussed in section 3.1.4. Given y ∈ R3, write the maximal open

interval on which the unique solution y (t) of ẏ = Y±(y) with y (0) = y exists as J
±
B (y).

Also, denote the flow of ẏ = Y± (y) by ϕ±. The relation τ = t
� therefore implies that

given y ∈ R3, J±B (y) = �J± (y) and ϕ± (y,t) = φ±
¡
y, t�

¢ ∀t ∈ J±B (y). Similar arguments

to those used in the discussion of the existence and uniqueness of solutions of ż = Z (z)

together with the fact that Z± is C∞ on R6 and T± = R then allow the following facts to

be established:

1. ∀z ∈ R6, J±S (z) = J±B (πz).

2. ψ± is C∞.

3. T̂± = R.

4. For each t ∈ T̂±, Û±t = R3×U±t
�

and ψ±t : U
±
t → ψ±t

¡
U±t
¢
is a C∞ diffeomorphism with¡

ψ±t
¢−1

= ψ±−t.

5. Given t ∈ T̂± and z = (x,y)T ∈ Û±t , ψ
±
t (z) is defined by

ψ±t (z) =

⎛⎝ L±t (x,y)

ϕ±t (y)

⎞⎠ (5.24)

where:

L±t (x,y) = eAtx+

Z t

0
eA(t−s)Bϕ±s (y) ds (5.25)

Also, given z = (x,y)T ∈ R6, ∀t ∈ J±S (z) ∩ [0,∞):

°°L±t (x,y)°°1 ≤ PC

µ
e
− t
TN kxk1+

Z t

0
e
− (t−s)

TN

°°Bϕ±s (y)°°1 ds¶ (5.26)

6. For z ∈ R6 and t1, t2 ∈ R such that ψ±t2 (z) , ψ
±
t1

¡
ψ±t2 (z)

¢
and ψ±t1+t2 (z) all exist,

ψ±t1
¡
ψ±t2 (z)

¢
= ψ±t1+t2 (z).

The form of ψ±t implies that for each t ∈ T±, π ◦ ψ±t (z) = ϕ±t ◦ π (z) ∀z ∈ Û±t (or

equivalently, for each z ∈ R6, π ◦ψ±t (z) = ϕ±t ◦π (z) ∀t ∈ J±S (z)). The projection operator

π thus semi-conjugates the time t maps of ż = Z± (z) and ẏ = Y± (y). Also, note that

Z± (0,0) = (0,0)T and so the origin (0,0)T is a fixed point of ż = Z± (z).
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The relation between the vector fields Z± and Z can be translated into a relation between

the associated flows ψ±t and ψt. Using a similar argument to that at the end of section 3.1.4,

it can be shown that if z ∈ R6 such that (t1, t2) ⊆ JS (z) with ψt (z) ∈ N̂± ∀t ∈ (t1, t2),
then (t1, t2) ⊆ J±S (z) with ψ±t (z) = ψt (z) ∀t ∈ (t1, t2).

5.2 Physiological state space and attractors

The state space of the saccadic system ż = Z (z) is R6. However, since r and l are nonneg-

ative quantities, all biologically feasible trajectories of ż = Z (z) must be confined to the

set Ŝ ⊂ R6 defined by

Ŝ = R3 × S

where

S =
n
(r, l, ε)T ∈ R3 : r, l ≥ 0, ε ∈ R

o
is the physiological state space of the burster system ẏ = Y (y) introduced in section 3.2

(cf. 3.18). Ŝ will be referred to as the physiological state space of the saccadic system.

As S is a positively invariant set of ẏ = Y (y), Ŝ is a positively invariant set of the sac-

cadic system. Hence, since the trajectories of interest have initial conditions of the form

(g (0) , 0, 0, 0, 0,∆g)T , these are confined to Ŝ for all t ≥ 0. This limits the possibility of
biologically unrealistic behaviour in the saccadic equations.

Recall from section 3.2 that-by assumption-all trajectories of the burster system ẏ = Y (y)

are eventually confined to a compact set C = C (α) ⊂ S of the form:

C =
n
(r, l, ε)T ∈ R3 : 0 ≤ r, l ≤ αM , |ε| ≤ εM

o
(5.27)

(cf. (3.19)). It is possible to show that this implies the existence of an Mε̄ =Mε̄ (α) > 0,

such that all trajectories of the saccadic system ż = Z (z) are eventually confined to the

compact set Ĉ = Ĉ (α) ⊂ Ŝ, defined by

Ĉ = B̄Mε̄ (0)× C
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where:

B̄Mε̄ (0) =
©
x ∈ R3 : kxk1 ≤Mε̄

ª
A proof of this can be found in the appendix in section A.2.4. Since solutions of the

saccadic system ż = Z (z) can be extended infinitely forward in time, and are by assumption

eventually confined to the compact subset Ĉ of the state space R6, ż = Z (z) is eventually

compact. Given z ∈ R6, denote the ω-limit set of z in ż = Z (z) by ω (z). Then as discussed
in section 1.2.4, there is an index set IS and a set of points

n
zi = (xi,yi)

T : i ∈ IS

o
in R6

such that R6 can be written as the disjoint union
S
i∈IS [zi], and the ω-limit sets as the

distinct collection {ω (zi) : i ∈ IS} where for each i ∈ IS:

[zi] =
©
z ∈ R6 : ω (z) = ω (zi)

ª
Moreover, ∀i ∈ IS, ω (zi) is a compact, invariant set lying in Ĉ such that all points in [zi]

converge to ω (zi) as t → ∞. Conveniently, IS can be chosen to be equal to IB, where

IB is the index set of the ω-limit sets of the burster equations ẏ = Y (y), as will now be

demonstrated.

It can be shown that given y ∈ R3, ω
³
(x1,y)

T
´
= ω

³
(x2,y)

T
´
∀x1,x2 ∈ R3. Conse-

quently, for each i ∈ JS , [zi] =
h
(0,yi)

T
i
. R6 can therefore be written as the disjoint unionS

i∈IS
h
(0,yi)

T
i
, and the ω-limit sets as the distinct collection

n
ω
³
(0,yi)

T
´
: i ∈ IS

o
. It

can also be proven that πω (z) = ω (πz) ∀z ∈ R6. This in turn can be used to demonstrate
that given i1, i2 ∈ IB,

h
(0,yi1)

T
i
∩
h
(0,yi2)

T
i
= φ if i1 6= i2. The latter implies that IS

can be chosen so that IB ⊆ IS . Choose such an IS. Then it can be shown that ∀i ∈ IS,h
(0,yi)

T
i
= R3 × [yi]. Thus,

h
(0,yi)

T
i
= R3 × [yi] ∀i ∈ IB and so:

[
i∈IB

h
(0,yi)

T
i
=
[
i∈IB

R3 × [yi] = R3 ×
[
i∈IB

[yi] = R3 ×R3 = R6

Since R6 =
S
i∈IS

h
(0,yi)

T
i
is a disjoint union, this implies IS = IB, as claimed.

In conclusion, R6 can be written as the disjoint union
S
i∈IB

h
(0,yi)

T
i
, and the ω-limit

sets as the distinct collection
n
ω
³
(0,yi)

T
´
: i ∈ IB

o
, where for each i ∈ IB:

h
(0,yi)

T
i
= R3 × [yi]
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Moreover, since πω
³
(0,yi)

T
´
= ω (yi) ∀i ∈ IB, the projection operator π provides a

bijection from the set of ω-limit sets of the saccadic system ż = Z (z) to the set of ω-limit

sets of the burster system ẏ = Y (y).

Note that since the ω-limit sets of ż = Z (z) all lie in Ĉ, they must all lie in Ŝ. Thus all

fixed points, limit cycles and attractors of the saccadic equations lie in the physiological

state space.

Using the results concerning the ω-limit sets of the saccadic system that have been stated

so far, it is straightforward to prove that if Â = ω
³
(0,yi)

T
´
is an attractor of ż = Z (z)

then πÂ = ω (yi) is an attractor of ẏ = Y (y). The proof of this and the other results

stated here without proof can be found in section A.2.5 of the appendix.

5.3 Symmetry

Recall from section 3.3 that the map σ : R3 → R3 defined through the 3× 3 matrix

σ =

⎛⎜⎜⎜⎝
0 1 0

1 0 0

0 0 −1

⎞⎟⎟⎟⎠
is a symmetry of the rescaled burster system vector fieldX. The equivalence of the solutions

of dy
dτ = X (y) and ẏ = Y (y) under the rescaling of time τ → t implies that σ is also a

symmetry of the vector field Y. This symmetry can be regarded as a consequence of a

corresponding symmetry of the saccadic vector field Z. Define the map Σ : R6 → R6

through the 6× 6 matrix below:

Σ =

⎛⎝ −13 03×3

03×3 σ

⎞⎠ (5.28)

Note that the form of Σ implies π ◦ Σ = σ ◦ π. Given z = (x,y)T ∈ R6, Σz =(−x,σy)T .
Hence, by (5.2):

Z (Σz) = Z (−x,σy) =
⎛⎝ −Ax+Bσy

Y (σy)

⎞⎠ (5.29)
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It was shown in section 3.3 that X◦σ = σ ◦X. Thus, since Y (y) = 1
�X (y), Y◦σ = σ ◦Y.

Also, by (5.5):

Bσ =

⎛⎜⎜⎜⎝
0 0 0

P1 −P1 0

1 −1 0

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
0 1 0

1 0 0

0 0 −1

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
0 0 0

−P1 P1 0

−1 1 0

⎞⎟⎟⎟⎠ = −B

Setting Y (σy) = σY (y) and Bσ = −B in (5.29) gives:

Z (Σz) =

⎛⎝ − (Ax+By)

σY (y)

⎞⎠ = ΣZ (z)

This holds ∀z ∈ R6, and so:

Z ◦Σ = Σ ◦ Z (5.30)

Σ thus conjugates the vector field Z. Also, as σ2 = 13, Σ2 = 16. A similar argument

to that which showed σ is a symmetry of X in section 3.3 therefore implies that Σ is a

symmetry of Z. Moreover, since Σ2 = 16, the symmetry group GΣ generated by Σ is

GΣ = {16,Σ}, which is isomorphic to Z2. The symmetry of Z under Σ simplifies the

analysis of the saccadic equations. In particular since ż = Z (z) is eventually compact, the

discussion at the end of section 1.2.5 implies that ż = Z (z) has the following properties:

1. ∀t ≥ 0

ψt ◦Σ = Σ ◦ ψt : t ≥ 0 (5.31)

2. ∀i ∈ IB, Σω
³
(0,yi)

T
´
= ω

³
Σ (0,yi)

T
´
and

h
Σ (0,yi)

T
i
= Σ

h
(0,yi)

T
i
.

3. z̄ is a fixed point of ż = Z (z) iff Σz̄ is a fixed point. Also, z̄ is stable iff Σz̄ is stable,

while z̄ is unstable iff Σz̄ is unstable.

4. Ĉ is a limit cycle of ż = Z (z) of period T iff ΣĈ is a limit cycle of period T . Also, Ĉ is
stable iff ΣĈ is stable and Ĉ is unstable iff ΣĈ is unstable.

5. Â = ω
³
(0,yi)

T
´
is an attractor of ż = Z (z) with basin of attraction B

³
Â
´
iff Σ

³
Â
´
=

ω
³
Σ (0,yi)

T
´
is an attractor with basin of attraction Σ

³
B
³
Â
´´
.
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6. The set ẑ (Σ) defined by

ẑ (Σ) =
©
z ∈ R6 : Σz = zª

is positively invariant.

(cf. the similar list in section 3.3). Properties 3-5 imply fixed points, limit cycles and

attractors of ż = Z (z) are either symmetry invariant, or come in symmetry-related pairs.

Explicitly, the positively invariant set ẑ (Σ) is given by

ẑ (Σ) =
n
(x, y, z, r, l, ε)T : (−x,−y,−z, l, r,−ε)T = (x, y, z, r, l, ε)T

o
from which it follows that ẑ (Σ) is the line L̂0 where:

L̂0 = {(0, 0, 0, x, x, 0)T : x ∈ R} (5.32)

Thus, L̂0 = 0 × L0 where L0 is the stable invariant line of 0 in ẏ = Y (y). On L̂0 the

dynamics are described by:

ẋ = −1
�
(1 + γx2)x (5.33)

The system (5.33) has the unique fixed point x = 0. Additionally, ẋ > 0 for x < 0 and

ẋ < 0 for x > 0 and so x = 0 is globally attracting. In terms of the full system ż = Z (z),

it can be concluded that L̂0 is a stable 1-dimensional manifold of the origin (0,0)
T .

In addition to conjugating the vector field Z, the symmetry map Σ also conjugates the

extended vector fields Z+ and Z− introduced in section 5.1.3. To see this, let z = (x,y)T ∈
R6. Then by (5.22):

Z+ (Σz) = Z+ (−x,σy) =
⎛⎝ −Ax+Bσy

Y+ (σy)

⎞⎠ =

⎛⎝ −Ax−By

Y+ (σy)

⎞⎠
It was shown in section 3.3 that X+ ◦ σ = σ ◦ X−. Thus, since Y± (y) = 1

�X± (y),

Y+ ◦ σ = σ ◦Y−. Substituting this into the above yields:
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Z+ (Σz) =

⎛⎝ −Ax−By

σY− (y)

⎞⎠ = Σ

⎛⎝ Ax+By

Y− (y)

⎞⎠
(5.23) therefore implies that Z+ (Σz) = ΣZ− (z). This holds ∀z ∈ R6, and so

Z+ ◦Σ = Σ ◦ Z− (5.34)

as claimed. This conjugacy implies that for each z ∈ R6, J−S (Σz) = J+S (z) with ψ
−
t (Σz) =

Σψ+t (z) ∀t ∈ J+S (z).

Finally, the relation between the flows of ż = Z±(z) and ż = Z (z) can be used to show that

L̂0 is a stable 1-dimensional manifold of the origin (0,0)
T in ż = Z±(z), with the dynamics

of ż = Z±(z) given by (5.33) (cf. the similar discussion at the end of section 3.3).

5.4 Fixed points

In this section the fixed points of the saccadic equations are characterised. Let z∗ =

(x∗,y∗)T be a fixed point of ż = Z (z). Then (5.2) implies that x∗ and y∗ satisfy:

Ax∗ +By∗ = 0 (5.35)

Y (y∗) = 0 (5.36)

(5.36) shows that y∗ is a fixed point of the burster system ẏ = Y (y). y∗ thus has the form

y∗ = (x∗, x∗, ε∗)T (cf. section 3.5). (5.4) implies that det (A) = − P2
TN
= − 1

T1T2TN
6= 0. A is

therefore invertible and so (5.36) implies x∗ = −A−1By∗. By (5.5):

By∗ =

⎛⎜⎜⎜⎝
0 0 0

P1 −P1 0

1 −1 0

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝

x∗

x∗

ε∗

⎞⎟⎟⎟⎠ = 0

Hence, x∗ = 0. Fixed points z∗ of ż = Z (z) therefore have the form z∗ = (0,y∗)
T where

y∗ is a fixed point of the burster system ẏ = Y (y). (In terms of the projection operator

π, z∗ is a fixed point of ż = Z (z) iff πz∗ is a fixed point of ẏ = Y (y)). The analysis

of section 3.5 therefore implies that the possible fixed points of ż = Z (z) are (0,0)T and
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z±i
def
=
¡
0,y±i

¢T
, for 1 ≤ i ≤ 2. By the definition of Σ, for 1 ≤ i ≤ 2, z−i =

¡
0,y−i

¢T
=¡−0,σy+−¢T = Σ ¡0,y+−¢T = Σz+i .

Note that when z±i is considered as a function of α, z±i = z±i (α, β) as y
±
i = y±i (α, β).

Moreover, the region of existence of z±i in the (β, α) plane is the same as that of y
±
i .

5.5 Stability of the fixed points

During the first part of this section, the skew product nature of the saccadic equations is

used to relate the stability of a given fixed point z∗ = (0,y∗)
T of ż = Z (z) to the stability

of the corresponding fixed point y∗ of ẏ = Y (y). This analysis is used in the next section,

when discussing the relation between attractors of the burster and saccadic systems. Next,

the eigenvalues and eigenvectors of DZ± (0) are examined, showing that (0,0)T is a hyper-

bolic fixed point of ż = Z±(z) iff 0 is a hyperbolic fixed point of ẏ = Y±(y). Finally, it is

demonstrated that π maps the local stable and unstable manifolds of ż = Z±(z) at (0,0)T

to the local stable and unstable manifolds of ẏ = Y±(y) at 0, when (0,0)
T is hyperbolic.

This fact is used later on in the chapter when discussing gluing bifurcations of the saccadic

system.

5.5.1 Using the stability of y∗ to determine the stability of z∗ = (0,y∗)
T

It is shown here that the stability of a given fixed point z∗ = (0,y∗)T of the saccadic

equations ż = Z (z) is determined by the stability of the corresponding fixed point y∗ of

the burster equations ẏ = Y (y). i.e. z∗ is stable (resp. unstable) according to whether y∗

is stable (resp. unstable). The proof that z∗ is stable when y∗ is stable is presented first.

Proof that y∗ stable implies z∗ stable

Assume that y∗ = (x∗, x∗, ε∗)T is stable. To prove that z∗ is stable, it is necessary to

demonstrate that it is both Liapunov stable and quasi-asymptotically stable. It is first

shown that z∗ is Liapunov stable.

To prove that z∗ is Liapunov stable, it is required to show that for any � > 0, there is a

δ > 0 such that ∀z ∈ Bδ (z∗), ψt (z) ∈ B� (z∗) ∀t ≥ 0. Let � > 0 be given. Since y∗ is stable,
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it is Liapunov stable. Hence, ∃δ0 > 0 such that ∀y ∈ Bδ0 (y∗), ϕt (y) ∈ B �
2PCTNkBk1

(y∗)

∀t ≥ 0. So fix δ > 0 with δ < min
n
δ0, �

2PC

o
. Let z = (x,y)T ∈ Bδ (z∗). Then kz− z∗k1 =°°°(x,y − y∗)T°°°

1
= kxk1+ky− y∗k1. Thus, as kz− z∗k1 < δ, kxk1 < δ and ky− y∗k1 < δ.

The latter implies that y ∈ Bδ (y∗) ⊂ Bδ0 (y∗), and so ϕt (y) ∈ B �
2PCTNkBk1

(y∗) ∀t ≥ 0.
Hence, for each t ≥ 0:

kψt (z)− z∗k1 =
°°°(Lt (x,y) , ϕt (y))

T − (0,y∗)T
°°°
1

=
°°°(Lt (x,y) , ϕt (y)− y∗)T

°°°
1

= kLt (x,y)k1 + kϕt (y)− y∗k1
< kLt (x,y)k1 +

�

2PCTN kBk1

Now PC , TN ≥ 1. Also, kBk1 = 2P1 ≥ 1. Thus, �
2PCTNkBk1 ≤

�
2 , and so the expression

above implies that for all t ≥ 0:

kψt (z)− z∗k1 < kLt (x,y)k1 +
�

2
(5.37)

Consider kLt (x,y)k1. (5.18) implies that for all t ≥ 0:

kLt (x,y)k1 ≤ PC

µ
e
− t
TN kxk1 +

Z t

0
e
− (t−s)

TN kBϕs (y)k1 ds
¶

≤ PCe
− t
TN

µ
δ +

Z t

0
e

s
TN kBϕs (y)k1 ds

¶
< e

− t
TN

µ
�

2
+ PC

Z t

0
e

s
TN kBϕs (y)k1 ds

¶
(5.38)

Define yT (t) by yT (t) = ϕt (y)− y∗ ∀t ≥ 0. Then for each t ≥ 0:

Bϕt (y) = ByT (t) +By∗ = ByT (t)

Hence ∀t ≥ 0, kBϕt (y)k1 = kByT (t)k1 ≤ kBk1 kyT (t)k1 < �
2PCTN

. It follows from (5.38)

that for all t ≥ 0:

kLt (x,y)k1 <
�

2
e
− t
TN

µ
1 +

1

TN

Z t

0
e

s
TN ds

¶
=

�

2
e
− t
TN

µ
1 +

1

TN

³
TNe

t
TN − TN

´¶
=

�

2

Substituting into (5.37) implies that for all t ≥ 0, kψt (z)− z∗k1 < � and so ψt (z) ∈ B� (z∗),
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as claimed. This holds for all z ∈ Bδ (z∗), completing the proof that z∗ is Liapunov stable.

It is now shown that z∗ = (0,y∗)T is quasi-asymptotically stable. To prove this, it is

necessary to show that there is a δ > 0 such that ∀z ∈ Bδ (z∗), ψt (z) → z∗ as t → ∞.
Since y∗ is stable, it is quasi-asymptotically stable, and so there is a δ > 0 such that

∀y ∈ Bδ (y∗), ϕt (y) → y∗ as t → ∞. Fix such a δ, and let z = (x,y)T ∈ Bδ (z∗). Then

as was established in the previous proof, ky− y∗k1 < δ implying that ϕt (y) → y∗ as

t → ∞. Define z (t) = (x (t) ,y (t))T by z (t) = ψt (z) ∀t ∈ JB (y). Also set zT (t) =

(xT (t) ,yT (t))
T = z (t)− z∗ ∀t ∈ JB (y). Then if it can be shown that zT (t)→ (0,0)T as

t→∞, this will imply that ψt (z)→ z∗ as t→∞. Since z (t) solves ż = Z (z) on JB (y),

∀t ∈ JB (y), x (t) and y (t) satisfy:

ẋ (t) = Ax (t) +By (t)

Hence, ∀t ∈ JB (y):

ẋT (t) = AxT (t) +ByT (t) +By∗

But By∗ = 0, and so ∀t ∈ JB (y):

ẋT (t) = AxT (t) +ByT (t)

The discussion of the initial value problem {ẋ = Ax+Br (t) : x (0) = x̂} in section 5.1.2
therefore implies that ∀t ≥ 0:

kxT (t)k1 ≤ PC

µ
e
− t
TN kxk1 +

Z t

0
e
− (t−s)

TN kByT (s)k1 ds
¶

Define UB (t) by UB (t) = kByT (t)k1 ∀t ≥ 0, and UE (t) by UE (t) = e
− t
TN ∀t ≥ 0. It then

follows from the inequality above that for all t ≥ 0

kxT (t)k1 ≤ PC

³
e
− t
TN kxk1 + (UB ∗ UE) (t)

´
(5.39)

where UB∗UE represents the convolution of UB and UE [36]. Now ∀t ≥ 0, yT (t) = y (t)−y∗.
Hence since ϕt (y) → y∗ as t → ∞, yT (t) → 0 as t → ∞ implying that UB (t) → 0 as

t→∞. Also, UE (t) converges to 0 exponentially fast as t→∞, and thus (UB ∗ UE) (t)→ 0

as t → ∞ (cf. section A.2.6). (5.39) therefore implies that xT (t) → 0 as t → ∞, and so
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zT (t) → (0,0)T as t → ∞. Hence, ψt (z) → z∗ as t → ∞. This holds for all z ∈ Bδ (z∗),

completing the proof that z∗ is quasi-asymptotically stable.

It has been shown that y∗ stable implies that z∗ is both Liapunov stable and quasi-

asymptotically stable, and therefore that z∗ is stable. In particular 0 stable implies that

(0,0)T is stable.

Proof that y∗ unstable implies z∗ unstable

Assume that y∗ is unstable. To prove that z∗ is unstable, it is necessary to demonstrate

that it is not Liapunov stable. i.e. that there is an � > 0 such that ∀δ > 0, z ∈ Bδ (z∗)

and t0 ≥ 0 can be found for which ψt0 (z) /∈ B� (z∗). Now since y∗ is unstable, it is not

Liapunov stable. Fix � > 0 such that ∀δ > 0, y ∈ Bδ (y∗) and t0 ≥ 0 can be found for
which ϕt0 (y) /∈ B� (y∗). Let δ > 0 be given. Choose y ∈ Bδ (y∗) and t0 ≥ 0 for which
ϕt0 (y) /∈ B� (y∗), and define z ∈ R6 by z = (0,y)T . Then:

kψt0 (z)− z∗k1 =
°°°(Lt0 (0,y) , ϕt0 (y))

T − (0,y∗)T
°°°
1

=
°°°(Lt0 (0,y) , ϕt0 (y)− y∗)T

°°°
1

= kLt0 (0,y)k1 + kϕt0 (y)− y∗k1

Since ϕt0 (y) /∈ B� (y∗), kϕt0 (y)− y∗k1 > �. Thus from the expression for kψt0 (z)− z∗k1
above, kψt0 (z)− z∗k1 > �, implying that ψt0 (z) /∈ B� (z∗). Such a z ∈ Bδ (z∗) and t0 ≥ 0
can be found for all δ > 0, completing the proof that z∗ is unstable.

It has been shown that y∗ unstable implies z∗ is unstable. In particular, 0 unstable implies

that (0,0)T is unstable.

5.5.2 Eigenvalues and eigenvectors of DZ± (0,0)

In section 5.3 it was shown that Z− ◦ Σ = Σ ◦ Z+. Applying the chain rule to both sides
of this expression at z ∈ R6 yields:

DZ− (Σz)Σ = ΣDZ+ (z)

Setting z = (0,0)T in the above gives
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DZ− (0,0)Σ = ΣDZ+ (0,0) (5.40)

which implies that DZ+ (0,0) and DZ− (0,0) have the same eigenvalue spectrum. From

(5.22), given z ∈ R6, DZ+(z) has the form:

DZ+(z) =

⎛⎝ A B

03×3 DY+ (πz)

⎞⎠
Setting z = (0,0)T in the above gives:

DZ+(0,0) =

⎛⎝ A B

03×3 DY+ (0)

⎞⎠ (5.41)

Write {p1, p2, p3} for the eigenvalues of A and {p1,p2,p3} for the corresponding eigenvec-
tors. It can be shown that p1 = − 1

T1
, p2 = − 1

T2
, p3 = − 1

TN
and:

p1 =

⎛⎜⎜⎜⎝
−T1
1

0

⎞⎟⎟⎟⎠ ,p2 =

⎛⎜⎜⎜⎝
−T2
1

0

⎞⎟⎟⎟⎠ ,p3 =

⎛⎜⎜⎜⎝
−TN
1

− (T1−TN )(T2−TN )TN

⎞⎟⎟⎟⎠ (5.42)

({p1, p2, p3} have the following values: p1 = −623 , p2 = −8313 and p3 = −0.04). Also,
for 1 ≤ i ≤ 3 define λ̂i by λ̂i =

1
�λi where {λ1, λ2, λ3} are the eigenvalues of DX+ (0)

(cf. section 3.6.3).
n
λ̂1, λ̂2, λ̂3

o
are then the eigenvalues of DY+ (0), with corresponding

eigenvectors
©
w+1 ,w

+
2 ,w

+
3

ª
. (5.41) thus implies that the eigenvalues of DZ+(0,0) are:

n
p1, p2, p3, λ̂1, λ̂2, λ̂3

o
[37]. Since p1, p2, p3 < 0, this means (0,0)

T is hyperbolic in ż = Z± (z) iff 0 is hyperbolic

in ẏ = Y± (y). Thus (0,0)
T is hyperbolic iff α 6= Λ+β. Also note that since λ1 = λ2+λ3,

λ̂1 = λ̂2 + λ̂3. The eigenvalues of DZ+(0,0) thus have a resonance of order 2 and so

Sternberg’s Theorem implies that the origin is at most C1 linearisable. Moreover, the

extended Hartman-Grobman Theorem mentioned in section 1.2.3 cannot be used to show

that the origin is C1 linearisable when α > Λ+β, as λ̂2 > 0 and λ̂3 < 0 in this range.

Let
©
p̂±1 , p̂

±
2 , p̂

±
3 , ŵ

±
1 , ŵ

±
2 , ŵ

±
3

ª
be the eigenvectors of DZ±(0,0) corresponding to:
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n
p1, p2, p3, λ̂1, λ̂2, λ̂3

o
(
©
p̂±1 , p̂

±
2 , p̂

±
3 , ŵ

±
1 , ŵ

±
2 , ŵ

±
3

ª
are taken to be the generalised eigenvectors when the eigen-

values are not distinct). By (5.41):

DZ+(0,0)

⎛⎝ pj

0

⎞⎠ =

⎛⎝ Apj

0

⎞⎠ =

⎛⎝ pjpj

0

⎞⎠ = pj

⎛⎝ pj

0

⎞⎠
Thus, p̂+j can be set equal to p̂j

def
= (pj ,0)

T for 1 ≤ j ≤ 3. It was shown in section 3.6.3
that w+1 = (1, 1, 0)

T . Hence:

DZ+(0,0)

⎛⎝ 0

w+1

⎞⎠ =

⎛⎝ Bw+1

DY+ (0)w
+
1

⎞⎠ =

⎛⎝ Bw+1

λ̂1w
+
1

⎞⎠ (5.43)

By (5.5):

Bw+1 =

⎛⎜⎜⎜⎝
0 0 0

P1 −P1 0

1 −1 0

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
1

1

0

⎞⎟⎟⎟⎠ = 0

Substituting 0 for Bw+1 in (5.43) gives:

DZ+(0,0)

⎛⎝ 0

w+1

⎞⎠ =

⎛⎝ 0

λ̂1w
+
1

⎞⎠ = λ̂1

⎛⎝ 0

w+1

⎞⎠
ŵ+1 can therefore be set equal to

¡
0,w+1

¢T
= (0, 0, 0, 1, 1, 0)T . Note that the form of ŵ+1

implies πŵ+1 = w+1 . In the generic case when
n
p1, p2, p3, λ̂1, λ̂2, λ̂3

o
are all distinct, the

other eigenvectors
©
ŵ+2 , ŵ

+
3

ª
are given by

ŵ+2 =

⎛⎝ −³A− λ̂213

´−1
Bw+2

w+2

⎞⎠ , ŵ+3 =

⎛⎝ −³A− λ̂313

´−1
Bw+3

w+3

⎞⎠
where w+2 and w

+
3 are defined in (3.86). The forms of ŵ

+
2 and ŵ

+
3 imply that πŵ

+
j = w

+
j

for 2 ≤ j ≤ 3.

Let 1 ≤ j ≤ 3. (5.40) implies:
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DZ− (0,0)Σp̂j = ΣDZ+ (0,0) p̂j

⇒ DZ− (0,0)

⎛⎝ −pj
0

⎞⎠ = pjΣp̂j

⇒ DZ− (0,0)

⎛⎝ −pj
0

⎞⎠ = pj

⎛⎝ −pj
0

⎞⎠
⇒ DZ− (0,0) p̂j = pjp̂j

p̂−j can therefore be set equal to p̂j for each 1 ≤ j ≤ 3. By using (5.40), it is possible
to show that

©
ŵ−1 , ŵ

−
2 , ŵ

−
3

ª
can be chosen to satisfy

£
ŵ−1 ŵ

−
2 ŵ

−
3

¤
= Σ

£
ŵ+1 ŵ

+
2 ŵ

+
3

¤
(cf.

the discussion of
©
w−1 ,w

−
2 ,w

−
3

ª
in section 3.6.1). In particular, ŵ−1 can be set equal to¡

0,σw+1
¢T
=
¡
0,w−1

¢T
= (0, 0, 0, 1, 1, 0)T . Note that πŵ−1 = w

−
1 . Also, since π ◦Σ = σ ◦π,

in the generic case when
n
p1, p2, p3, λ̂1, λ̂2, λ̂3

o
are all distinct, for each 2 ≤ j ≤ 3, πŵ−j =

π
³
Σŵ+j

´
= σ

³
πŵ+j

´
= σw+j = w

−
j .

It should be observed that when the dependence of Z± on α is being explicitly considered,

the Jacobian matrix DZ±(0,0) is DzZ±(0,0;α), while the eigenvalues and eigenvectors

of the Jacobian attributable to the burster equations are functions of α, λ̂i = λ̂i (α),

ŵ±i = ŵ
±
i (α), 1 ≤ i ≤ 3.

5.5.3 Local stable and unstable manifolds of ż = Z±(z) at (0,0)
T

Assume that α 6= Λ+β, so (0,0)T is a hyperbolic fixed point of ż = Z±(z). The semi-
conjugation of the time t maps of ż = Z±(z) and ẏ = Y± (y) by the projection operator π

can be used to show that the local stable and unstable manifoldsW±
S andW

±
U of ẏ = Y±(y)

at 0 are the images of the local stable and unstable manifolds Ŵ±
S and Ŵ±

U of ż = Z±(z)

at (0,0)T under π. It is proved here that W+
S = πŴ+

S . Using a very similar argument, it

can be shown that W+
U = πŴ+

U . The conjugacies Z+ ◦Σ = Σ ◦Z− and π ◦Σ = σ ◦ π then
imply that W−

S = πŴ−
S and W−

U = πŴ−
U .

To prove W+
S = πŴ+

S , it is sufficient by the uniqueness of W
+
S to demonstrate that πŴ+

S

is a local stable manifold of 0 in ẏ = Y+(y). i.e. that πŴ
+
S is positively invariant with

ϕ+t (y) → 0 as t → ∞ ∀y ∈ πŴ+
S . So let y ∈ πŴ+

S . Then there is an x ∈ R3 such that
z = (x,y)T ∈ Ŵ+

S . Hence, J
+
B (y) = J+S (z) ⊃ [0,∞). Now, as Ŵ+

S is positively invariant,
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for all t ≥ 0:

ψ+t (z) ∈ Ŵ+
S

⇒ πψ+t (z) ∈ πŴ+
S

⇒ ϕ+t (y) ∈ πŴ+
S

Also, since Ŵ+
S is a stable manifold of (0,0)T :

ψ+t (z)→ (0,0)T as t→∞

However, π is continuous and so:

πψ+t (z)→ π (0,0)T as t→∞
⇒ ϕ+t (y)→ 0 as t→∞

It has been shown that given y ∈ πŴ+
S , ϕ

+
t (y) ∈ πŴ+

S ∀t ≥ 0, and ϕ+t (y)→ 0 as t→∞.
πŴ+

S is therefore a local stable manifold of 0, as claimed.

5.6 The relationship between the attractors of the burster

and saccadic systems

Recall from section 5.2 that the projection map π provides a bijection between the set of

ω-limit sets of ż = Z (z),
n
ω
³
(0,yi)

T
´
: i ∈ IB

o
, and the set of ω-limit sets of ẏ = Y (y),

{ω (yi) : i ∈ IB}. It was stated at the end of section 5.2 that if Â is an attractor of

ż = Z (z) then, πÂ is an attractor of ẏ = Y (y). It follows that if to each attractor A of

ẏ = Y (y) there corresponds an attractor Â of ż = Z (z) with πÂ = A, then π provides a

bijection between the set of attractors of ż = Z (z) and the set of attractors of ẏ = Y (y).

The attractors of ż = Z (z) can then be written as
n
Âi = ω

³
(0,yi)

T
´
: i ∈ IA

o
and the

attractors of ẏ = Y (y) as {Ai = ω (yi) : i ∈ IA}, where IA ⊆ IB.

Let α lie in a region of Π where the attractors of ẏ = Y (y) are either stable fixed points

or stable limit cycles. It was shown in section 5.5.1 that if y∗ is a stable fixed point

of ẏ = Y (y) then z∗ = (0,y∗)T is a stable fixed point of ż = Z (z). It is demonstrated

in this section that for each stable limit cycle C of ẏ = Y (y), there is a corresponding
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stable limit cycle Ĉ of ż = Z (z) of the same period as C, with πĈ = C. For α lying in

the regions of Π discussed in chapter 4 (� small and Π̂P ), the attractors of ẏ = Y (y)

are stable fixed points and stable limit cycles, and so the argument above implies that

π provides a bijection between the sets of attractors of ẏ = Y (y) and ż = Z (z) in these

ranges. Consequently, the attractors of the saccadic system for such choices of α can be

inferred from the attractors of the burster system.

In the regions of Π discussed in chapter 4, each stable limit cycle of ẏ = Y (y) is labelled

C+, C−, C1 or C2. In the following, the corresponding limit cycle of ż = Z (z) will be labelled
Ĉ+, Ĉ−, Ĉ1 or Ĉ2 respectively.

Remark: Recall from section 5.3 that Ĉ is a stable limit cycle of ż = Z (z) with period T

iff ΣĈ is a stable limit cycle of the same period. The relations σC+ = C−, σC1 = C1, and
σC2 = C2 therefore imply that ΣĈ+ = Ĉ−,ΣĈ1 = Ĉ1, and ΣĈ2 = Ĉ2. To see that ΣĈ+ = Ĉ−,
assume ΣĈ+ 6= Ĉ−. It is shown that this gives a contradiction. Since Ĉ+ is a stable limit
cycle of ż = Z (z), ΣĈ+ is also a stable limit cycle and so ΣĈ+ ∈

n
Ĉ+, Ĉ1, Ĉ2

o
. Hence,

πΣĈ+ ∈
n
πĈ+, πĈ1, πĈ2

o
= {C+, C1, C2}. Now π ◦ Σ = σ ◦ π, and so πΣĈ+ = σπĈ+ =

σC+ = C−. This implies C− ∈ {C+, C1, C2}, giving a contradiction. Thus, ΣĈ+ = Ĉ− as
claimed. The other relations can be proved by using a similar argument.

5.6.1 Proof that stable limit cycles of ẏ = Y (y) correspond to stable limit

cycles of ż = Z (z)

Let C be a stable limit cycle of ẏ = Y (y) of period T . It is demonstrated here that there

is a stable limit cycle Ĉ of ż = Z (z) of period T such that πĈ = C.

The first step is to show that if C is a limit cycle of ẏ = Y (y) of period T , then there is a

corresponding periodic orbit Ĉ of ż = Z (z) of period T with πĈ = C. To do this , fix some
y0 ∈ C, and define yS (t) = (rS (t) , lS (t) , εS (t))T by yS (t) = ϕt (y0) for all t ∈ R. Then
yS (t) is a periodic solution of ẏ = Y (y) with period T . As yS (t) is C1, this means it can

be expressed as a vectorised complex Fourier series

yS (t) =
∞X

k=−∞
ySk e

ikωT t (5.44)

where the ySk s are the Fourier coefficients, and ωT =
2π
T is the fundamental frequency [36],
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[38]. For each k ∈ Z, write ySk as:

ySk =

⎛⎜⎜⎜⎝
rSk

lSk

εSk

⎞⎟⎟⎟⎠ (5.45)

Define bS (t) by bS (t) = rS (t) − lS (t) ∀t ∈ R. Then by (5.44) and (5.45), bS (t) has the
Fourier series

bS (t) =
∞X

k=−∞
bSk e

ikωT t (5.46)

where:

bSk = rSk − lSk (5.47)

So consider the 1st order system below:

ṅ (t) +
1

TN
n (t) = bS (t) (5.48)

The transfer function of this system is Hn (s) where:

Hn (s) =
1

s+ 1
TN

(5.49)

It therefore follows from linear systems theory that the function nS (t) defined on R by the

Fourier series

nS (t) =
∞X

k=−∞
Hn (ikωT ) b

S
k e

ikωT t (5.50)

solves (5.48) on R [36]. Thus, ∀t ∈ R:

ṅS (t) = − 1

TN
nS (t) + rS (t)− lS (t) (5.51)

Next, consider the 2nd order system:

g̈ (t) + P1ġ (t) + P2g (t) = P2nS (t) + P1bS (t) (5.52)
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The transfer function of this system is Hg (s) where:

Hg (s) =
1³

s+ 1
T1

´³
s+ 1

T2

´ (5.53)

Additionally, (5.46) and (5.50) imply that the right-hand side of (5.52) has the Fourier

series expansion below:

P2nS (t) + P1bS (t) =
∞X

k=−∞
(P1 + P2Hn (ikωT )) b

S
k e

ikωT t

Consequently, it follows from linear systems theory again that the function gS (t) defined

on R by the Fourier series:

gS (t) =
∞X

k=−∞
Hg (ikωT ) (P1 + P2Hn (ikωT )) b

S
k e

ikωT t (5.54)

solves (5.52) on R. Thus ∀t ∈ R:

g̈S (t) = −P1ġS (t)− P2gS (t) + P2nS (t) + P1 (rS (t)− lS (t)) (5.55)

Define the function vS (t) by:

ġS (t) = vS (t) (5.56)

(5.54) implies that this has the Fourier series expansion:

vS (t) =
∞X

k=−∞
(ikωT )Hg (ikωT ) (P1 + P2Hn (ikωT )) b

S
k e

ikωT t (5.57)

Also, (5.55) implies that ∀t ∈ R:

v̇S (t) = −P1vS (t)− P2gS (t) + P2nS (t) + P1 (rS (t)− lS (t)) (5.58)

Finally, define xS (t) by xS (t) = (gS (t) , vS (t) , nS (t))
T ∀t ∈ R, and zS (t) by zS (t) =

(xS (t) ,yS (t))
T ∀t ∈ R, and set x0 = xS (0) and z0 = zS (0) = (x0,y0)

T . Then since

yS (t) solves ẏ = Y (y) on R, and the elements of xS (t) satisfy (5.51), (5.56) and (5.58) on

R, zS (t) solves the saccadic equations ż = Z (z) on R, with zS (0) = z0 (cf. (5.10)-(5.12)).
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Moreover, xS (t) can be expressed as the vectorised complex Fourier series

xS (t) =
∞X

k=−∞
xSk e

ikωT t (5.59)

where for each k ∈ Z:

xSk =

⎛⎜⎜⎜⎝
Hg (ikωT ) (P1 + P2Hn (ikωT ))

(ikωT )Hg (ikωT ) (P1 + P2Hn (ikωT ))

Hn (ikωT )

⎞⎟⎟⎟⎠ bSk (5.60)

(5.59) implies that xS (t) is periodic with period T , from which it follows that zS (t) is

periodic with period T . Since zS (t) solves ż = Z (z) on R with zS (0) = z0, zS (t) =

ψt (z0) ∀t ∈ R. Hence, ψT (z0) = zS (T ) = zS (0) = z0. Also, ψt (z0) 6= z0 for all

0 < t < T . [Assume that there is some 0 < t0 < T with ψt0 (z0) = z0. Then πψt0 (z0) =

πz0 ⇒ ϕt0 (y0) = y0. But y0 ∈ C, which is a periodic orbit of period T , so this gives a

contradiction.]. It follows that the set Ĉ ⊂ R6 defined by

Ĉ = {ψt (z0) : 0 ≤ t < T}

is a periodic orbit of ż = Z (z) with period T . Also:

πĈ = {πψt (z0) : 0 ≤ t < T} = {ϕt (y0) : 0 ≤ t < T} = C

This completes the first part of the proof.

It will be useful later on to be able to express the Fourier coefficients xSk of xS (t) in a

slightly different way. As yS (t) solves ẏ = Y (y) on R, ∀t ∈ R:

ε̇S (t) = −bS (t) (5.61)

(5.44) and (5.45) imply that εS (t) has the Fourier series expansion:

εS (t) =
∞X

k=−∞
εSk e

ikωT t

Hence by (5.61), bS (t) has the Fourier series expansion:
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bS (t) = −
∞X

k=−∞
(ikωT ) ε

S
k e

ikωT t

Comparing this expression with (5.46) implies that ∀k ∈ Z, bSk = − (ikωT ) εSk . It is

convenient to introduce the functions Tg (s) and Tn (s)

Tg (s) = −sHg (s) (P1 + P2Hn (s)) (5.62)

Tn (s) = −sHn (s) (5.63)

because it then follows from (5.60) that ∀k ∈ Z:

xSk =

⎛⎜⎜⎜⎝
Tg (ikωT )

(ikωT )Tg (ikωT )

Tn (ikωT )

⎞⎟⎟⎟⎠ εSk (5.64)

In conclusion, zS (t) can be written as the Fourier series

zS (t) =
∞X

k=−∞

⎛⎝ xSk

ySk

⎞⎠ eikωT t

where for each k ∈ Z, xSk ∈ R3 is given by (5.64) and ySk ∈ R3 is given by (5.45).

It is now shown that ∃δ > 0 such that for each z ∈ N
³
Ĉ,δ
´
, there is a z0 ∈ Ĉ with

ψt (z) → ψt (z
0) as t → ∞. This implies that Ĉ is a stable limit cycle. Since C is stable,

∃δ > 0 such that for all y ∈ N (C,δ) there is a y0 ∈ C with ϕt (y) → ϕt (y
0) as t → ∞.

Fix this δ. Let z = (x,y)T ∈ N
³
Ĉ,δ
´
, and define z (t) = (x (t) ,y (t))T by z (t) = ψt (z)

∀t ∈ JS (z). As z ∈ N
³
Ĉ,δ
´
, there is a ẑ ∈ Ĉ with kz− ẑk1 < δ. Thus, kπ (z− ẑ)k1 < δ ⇒

ky − πẑk1 < δ (cf. section A.2.1). πẑ ∈ C, and so this implies y ∈ N (C,δ). Hence, ∃y0 ∈ C
with ϕt (y) → ϕt (y

0) as t → ∞. Choose x0 ∈ R3 such that z0 = (x0,y0)T ∈ Ĉ, and define
zS (t) = (xS (t) ,yS (t))

T by zS (t) = ψt (z
0) ∀t ∈ R. Also set zT (t) = (xT (t) ,yT (t))T =

z (t) − zS (t) ∀t ∈ JS (z). Then ∀t ∈ JS (z), yT (t) = ϕt (y) − ϕt (y
0), and so yT (t) → 0

as t → ∞. Hence if it can be shown that xT (t) → 0 as t → ∞, this will imply that
ψt (z)→ ψt (z

0) as t→∞.
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As z (t) solves ż = Z (z) on JS (z), ∀t ∈ JS (z), x (t) and y (t) satisfy:

ẋ (t) = Ax (t) +By (t)

Hence, ∀t ∈ JS (z):

ẋS (t) + ẋT (t) = AxS (t) +ByS (t) +AxT (t) +ByT (t)

But zS (t) also solves ż = Z (z) on JS (z), and so ẋS (t) = AxS (t)+ByS (t) ∀t ∈ JS (z). It

follows from above that ∀t ∈ JS (z):

ẋT (t) = AxT (t) +ByT (t)

The discussion regarding solutions of the initial value problem {ẋ = Ax+Br (t) : x (0) = x̂}
in section 5.1.2 therefore implies that ∀t ≥ 0:

kxT (t)k1 ≤ PC

µ
e
− t
TN

°°x− x0°°
1
+

Z t

0
e
− (t−s)

TN kByT (s)k1 ds
¶

Define UB (t) by UB (t) = kByT (t)k1 ∀t ≥ 0 and UE (t) by UE (t) = e
− t
TN ∀t ≥ 0, as in

section 5.5.1. It then follows from the above inequality that ∀t ≥ 0:

kxT (t)k1 ≤ PC

³
e
− t
TN

°°x− x0°°
1
+ (UB ∗ UE) (t)

´
(5.65)

yT (t)→ 0 as t→∞ implying that UB (t)→ 0 as t→∞. Also, UE (t)→ 0 exponentially

fast as t→∞ and so (UB ∗ UE) (t) must converge to 0 as t→∞. (5.65) therefore implies
that xT (t)→ 0 as t→∞. Hence, ψt (z)→ ψt (z

0) as t→∞, completing the proof.

5.6.2 Symmetry properties of the coordinate time series associated with

symmetric limit cycles

The conjugacy ψt ◦ Σ = Σ ◦ ψt for t ≥ 0 can be used to obtain some useful properties of
the coordinate time series associated with a symmetry invariant limit cycle of the saccadic

system. Let Ĉ be such a limit cycle of period T . Choose z0 ∈ Ĉ and define

zS (t) = (gS (t) , vS (t) , nS (t) , rS (t) , lS (t) , εS (t))
T
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by zS (t) = ψt (z0)∀t ∈ R . Fix z1 ∈ Ĉ, and set z2 = Σz1. By the Σ-invariance of Ĉ, z2 ∈ Ĉ.
Moreover, since Ĉ ∩ L̂0 = φ, z1 6= z2. This implies that ∃0 < r < T with ψr (z1) = z2.

Applying ψr to both sides of this equality and using ψr ◦ Σ = Σ ◦ ψr yields ψ2r (z1) = z1,

from which it follows that 2r = kT for some k ≥ 1. As 0 < r < T , 0 < kT < 2T , implying

that k = 1. Thus, r = T
2 and so ψ T

2
(z1) = Σz1. Let t ∈ R. Then zS (t) = ψr0 (z1) for some

0 ≤ r0 < T . Hence:

zS

µ
t+

T

2

¶
= ψ T

2
(zS (t)) = ψ T

2
+r0 (z1) = ψr0

³
ψ T

2
(z1)

´
= ψr0 (Σz1) = Σψr0 (z1) = ΣzS (t)

It has been shown that zS
¡
t+ T

2

¢
= ΣzS (t) ∀t ∈ R. By the definition of Σ, the following

therefore hold for all t ∈ R:

gS
¡
t+ T

2

¢
= −gS (t) : vS

¡
t+ T

2

¢
= −vS (t) : nS

¡
t+ T

2

¢
= −nS (t)

rS
¡
t+ T

2

¢
= lS (t) : lS

¡
t+ T

2

¢
= rS (t) : εS

¡
t+ T

2

¢
= −εS (t)

rS (t) is thus simply a delayed version of lS (t), while gS (t) , vS (t) , nS (t) and εS (t) have

half-wave symmetry [38].

5.7 Gluing bifurcations of the burster and saccadic systems

It is argued in this section that the gluing bifurcation which occurs in the burster system

ẏ = Y (y;α) at the origin 0 when � = �G (α, β) induces a gluing bifurcation of the same

type in the saccadic system ż = Z (z;α) at the origin (0,0)T .

Following the notation of section 4.8.1, write G+ (α, β) and G− (α, β) for the pair of

symmetry-related orbits homoclinic to 0 in ẏ = Y (y;α) when � = �G (α, β). It is first

shown that when � = �G (α, β), there is a pair of symmetry-related orbits Ĝ+ (α, β) and

Ĝ− (α, β) homoclinic to (0,0)T in ż = Z (z;α) with πĜ± (α, β) = G± (α, β). The existence

of these orbits is then used to infer that a gluing bifurcation occurs in ż = Z (z;α) when

� = �G (α, β).

5.7.1 The homoclinic orbits Ĝ+ (α, β) and Ĝ− (α, β)

Recall from section 4.8.1 that G± (α, β) ⊂ N±, and so G± (α, β) is homoclinic to 0 in

the smooth system ẏ = Y± (y;α) when � = �G (α, β). It is shown here that there is
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an orbit Ĝ+ (α, β) which is homoclinic to (0,0)
T in the smooth system ż = Z+ (z;α)

when � = �G (α, β), with πĜ+ (α, β) = G+ (α, β). It then follows from the conjugacies

Z+ ◦ Σ = Σ ◦ Z− and π ◦ Σ = σ ◦ π that Ĝ− (α, β) def= ΣĜ+ (α, β) is homoclinic to (0,0)T

in the smooth system ż = Z− (z;α) when � = �G (α, β), with πĜ− (α, β) = G− (α, β). As

G± (α, β) ⊂ N±, πĜ± (α, β) ⊂ N± ⇒ Ĝ± (α, β) ⊂ N̂±. The relation Z (z;α) = Z± (z;α)

∀z ∈ N̂± therefore implies that when � = �G (α, β), Ĝ+ (α, β) and Ĝ− (α, β) are both

simultaneously homoclinic to (0,0)T in the saccadic system ż = Z (z;α).

The existence of Ĝ+ (α, β) is now demonstrated. Recall from section 5.5.2 that the eigen-

values of DzZ±(0,0;α) are

n
p1, p2, p3, λ̂1 (α) , λ̂2 (α) , λ̂3 (α)

o
where p1 = − 1

T1
, p2 = − 1

T2
, p3 = − 1

TN
, and

n
λ̂1 (α) , λ̂2 (α) , λ̂3 (α)

o
are the eigenvalues of

DyY±(0;α). In keeping with the notation of 5.5.2, write
©
p̂1, p̂2, p̂3, ŵ

±
1 (α) , ŵ

±
2 (α) , ŵ

±
3 (α)

ª
for the corresponding eigenvectors. Since λ̂i (α) =

1
�λi (α) for 1 ≤ i ≤ 3, in the range

α > Λ+β, λ2 (α) > 0 and λ3 (α) < λ1 (α) < 0. It follows that for α > Λ+β, (0,0)
T has a

unique 1-dimensional C∞ local unstable manifold ŴU
0± (α) in ż = Z±(z;α) which is tan-

gential to Sp
©
ŵ±2 (α)

ª
at (0,0)T . Also, 0 has a unique 1-dimensional C∞ local unstable

manifold WU
0± (α) in the system ẏ = Y± (y;α) which is tangential to Sp

©
w±2 (α)

ª
at 0

(cf. section 3.6.3). As was stated in section 4.8.1, G+ (α, β) intersects WU
0+ (α, β, �G (α, β))

in the system ẏ = Y+ (y;α, β, �G (α, β)). The discussion in section 5.5.3 of the rela-

tionship between local stable/unstable manifolds of ż = Z+(z;α) at (0,0)
T and local

stable/unstable manifolds of ẏ = Y+(y;α) at 0 when (0,0)
T is hyperbolic implies that

πŴU
0+ (α, β, �G (α, β)) =WU

0+ (α, β, �G (α, β)). So fix y
0 ∈ G+ (α, β)∩WU

0+ (α, β, �G (α, β)),

and choose x0 ∈ R3 so that z0 = (x0,y0)T ∈ ŴU
0+ (α, β, �G (α, β)). As y

0 ∈ G+ (α, β) and

G+ (α, β) is homoclinic to 0, J+B (y
0) = R and

G+ (α, β) =
©
ϕ+t
¡
y0
¢
: t ∈ Rª

with ϕ+t (y
0) → 0 as t → ±∞ (cf. section 1.2.2). Since J+S (z) = J+B (πz) ∀z ∈ R6,

J+S (z
0) = R. Also, y0 6= 0 and thus z0 6= (0,0)T . Define Ĝ+ (α, β) by:

Ĝ+ (α, β) =
©
ψ+t
¡
z0
¢
: t ∈ Rª

The fact that π semi-conjugates ϕ+t and ψ
+
t then implies πĜ+ (α, β) = G+ (α, β). If it can
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be shown that ψ+t (z
0)→ (0,0)T as t→ ±∞, this will imply that Ĝ+ (α, β) is homoclinic to

(0,0)T . The fact that z0 ∈ ŴU
0+ (α, β, �G (α, β)) means that ψ

+
t (z

0)→ (0,0)T as t→ −∞.
For all t ≥ 0:

ψ+t
¡
z0
¢
=
³
L+t

³
x0,y0

´
, ϕ+t

¡
y0
¢´T

where:

°°L+t ¡x0,y0¢°°1 ≤ PC

µ
e
− t
TN

°°x0°°
1
+

Z t

0
e
− (t−s)

TN

°°Bϕ+s ¡y0¢°°1 ds¶

(cf. (5.26)). Define U+B (t) by U+B (t) =
°°Bϕ+t (y0)°°1 ∀t ≥ 0, and UE (t) by UE (t) =

e
− t
TN ∀t ≥ 0. It then follows from the inequality above that for all t ≥ 0:

°°L+t ¡x0,y0¢°°1 ≤ PC

³
e
− t
TN

°°x0°°
1
+
¡
U+B ∗ UE

¢
(t)
´

(5.66)

Since ϕ+t (y
0) → 0 as t → ∞, U+B (t) → 0 as t → ∞. Also, UE (t) converges to 0 ex-

ponentially fast as t → ∞, and thus ¡U+B ∗ UE

¢
(t) → 0 as t → ∞ (cf. section A.2.6).

Equation (5.66) therefore implies that L+t (x
0,y0) → 0 as t → ∞. The form of ψ+t (z

0)

then implies ψ+t (z
0) → (0,0)T as t → ∞. Ĝ+ (α, β) is thus homoclinic to (0,0)

T in

the smooth system ż = Z+ (z;α, β, �G (α, β)), as claimed. Note that Ĝ+ (α, β) intersects

ŴU
0+ (α, β, �G (α, β)) in this system. Thus, the conjugacy Z+◦Σ = Σ◦Z− implies Ĝ− (α, β)

intersects ŴU
0− (α, β, �G (α, β)) in ż = Z− (z;α, β, �G (α, β)).

Some properties of the homoclinic orbits Ĝ+ (α, β) and Ĝ− (α, β) in the piecewise smooth

system ż = Z (z;α, β, �G (α, β)) are now established. Since Ĝ± (α, β) intersects ŴU
0± (α, β, �G (α, β))

in ż = Z± (z;α, β, �G (α, β)), it converges to the origin tangential to Sp
©
ŵ±2 (α, β, �G (α, β))

ª
in this system as t → −∞. Additionally, Ĝ± (α, β) converges to the origin tangential to
the eigenvector corresponding to max

n
p3, λ̂1 (α, β, �G (α, β))

o
as t→∞. Write this eigen-

vector as ŵ±max (α, β, �G (α, β)). It then follows that in the system ż = Z (z;α, β, �G (α, β)),

both Ĝ+ (α, β) and Ĝ− (α, β) intersect the 1-dimensional local unstable invariant set ŴU
0 (α, β, �G (α, β))

of the origin, defined by:

ŴU
0 (α, β, �G (α, β)) =

n
ŴU
0+ (α, β, �G (α, β)) ∩ N̂+

o
∪
n
ŴU
0− (α, β, �G (α, β)) ∩ N̂−

o
Moreover, as t→ −∞, Ĝ+ (α, β) will converge to (0,0)T tangential to Sp

©
ŵ+2 (α, β, �G (α, β))

ª∩
N̂+ and Ĝ− (α, β) will converge to (0,0)T tangential to Sp

©
ŵ−2 (α, β, �G (α, β))

ª ∩ N̂−.
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Figure 5-1: Projection onto the (g + n, v) plane of Ĝ+ (α, β) (black line) and Ĝ− (α, β) (red
line) for α = 620, β = 9. Arrows indicate the direction of motion with time. �G (α, β) ≈
0.004823385 for this choice of α and β.

Also, as t→∞, Ĝ+ (α, β) will converge to (0,0)T tangential to Sp {ŵ+max (α, β, �G (α, β))}∩
N̂+, while Ĝ− (α, β) will converge to (0,0)T tangential to Sp {ŵ−max (α, β, �G (α, β))} ∩
N̂−. Figures (5-1) and (5-2) are plots of Ĝ+ (α, β) and Ĝ− (α, β) for {α = 620, β = 9}.
This was the choice of parameters used to obtain figures (4-53) and (4-54) in chapter

4. For this choice of α and β, p3 > λ̂1 (α, β, �G (α, β)). Thus, ŵ+max (α, β, �G (α, β)) =

ŵ−max (α, β, �G (α, β)) = p̂3, and so as p̂3 = (p3,0)
T , Sp {ŵ+max (α, β, �G (α, β))} ∩ N̂+ =

Sp {ŵ−max (α, β, �G (α, β))}∩N̂− = Sp {p̂3}. It can be seen from figures (5-1) and (5-2) that
the behaviour of the homoclinic orbits close to the origin is as expected.

5.7.2 The gluing bifurcation of the saccadic system

The analysis of section 4.8.1 demonstrated that the homoclinic bifurcation of ẏ = Y (y;α)

at 0 which occurs when � = �G (α, β) involves the destruction of the pair of stable limit

cycles {C+ (α) , C− (α)}. The one-to-one correspondence between stable limit cycles of

ż = Z (z;α) and ẏ = Y (y;α) established in section 5.6 therefore implies that the cor-

responding simultaneous homoclinic bifurcations of ż = Z (z;α) at (0,0)T which occur

when � = �G (α, β) coincide with the destruction of the pair
n
Ĉ+ (α) , Ĉ− (α)

o
. Since

Ĉ± (α) ⊂ N̂±, it follows that the homoclinic bifurcation in the smooth system ż = Z± (z;α)

which occurs when � = �G (α, β) coincides with the destruction of Ĉ± (α). Assuming that
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Figure 5-2: Close up of figure (5-1). The projections of Sp
©
ŵ+2 (α, β, �G (α, β))

ª ∩ N+,
Sp
©
ŵ−2 (α, β, �G (α, β))

ª ∩N− and Sp©p̂+3 ª onto the (g + n, v) plane are also shown.

the origin (0,0)T is C1 linearisable in ż = Z± (z;α) for |�− �G (α, β)| small, this bifurca-
tion is a regular homoclinic bifurcation of the saddle type with du = 1 (cf. section 4.5.1).

Since saddle homoclinic bifurcations involve the destruction of a single limit cycle, it is

therefore reasonable to assume that Ĉ± (α) becomes homoclinic to (0,0)T in ż = Z± (z;α)
as � → �G (α, β)−. This in turn implies that Ĉ+ (α) and Ĉ− (α) both become simultane-
ously homoclinic to (0,0)T in ż = Z (z;α) as �→ �G (α, β)−, which is consistent with the
fact that C± (α) and Ĉ± (α) have the same period, and hence the period of Ĉ± (α) goes to
∞ as � → �G (α, β)−. Note that since the bifurcation in ż = Z± (z;α) involves a stable

limit cycle, the associated saddle index is greater than 1.

The one-to-one correspondence between the stable limit cycles of the burster and saccadic

systems also implies that as � increases through �G (α, β), the asymmetric pair Ĉ+ (α) and
Ĉ− (α) are destroyed and replaced with the symmetric limit cycle Ĉ1 (α). Since the pe-
riod of Ĉ1 (α) goes to ∞ as � → �G (α, β)+, and the system is symmetric under Σ, it

seem reasonable to assert that Ĉ+ (α) and Ĉ− (α) coalesce in a nonsmooth gluing bifur-
cation at the origin as � increases through �G (α, β), mirroring the gluing of C+ (α) and
C− (α) in the burster system as � increases through �G (α, β). Numerical evidence seems

to be in agreement with this argument. Figures (5-3)-(5-5) show this gluing process for

{α = 110, β = 1.5}. This was the choice of parameters used to construct figures (4-55)-(4-
57) in chapter 4.
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Figure 5-3: Projection onto the (g − v, n) plane of the pre-gluing asymmetric limit cycles
Ĉ+ (α) (black) and Ĉ− (α) (red) of ż = Z (z) for α = 110, β = 1.5, � = 0.004 (cf. figure
(4-55)).
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Figure 5-4: Projection onto the (g − v, n) plane of the symmetry-related homoclinic orbits
Ĝ+ (α, β) (black) and Ĝ− (α, β) (red) of ż = Z (z) for α = 110, β = 1.5, � ≈ 0.005076305
(cf. figure (4-56)).
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Figure 5-5: Projection onto the (g − v, n) plane of the post-gluing symmetric limit cycle
Ĉ1 (α) for α = 110, β = 1.5, � = 0.006 (cf. figure (4-57)).

The nonsmooth gluing bifurcation discussed in this section appears to be qualitatively

equivalent to a smooth gluing bifurcation of the saddle type with saddle index greater

than 1 (cf. section 4.8.1). This raises an interesting question regarding the effect on the

nonsmooth gluing bifurcation of splitting the symmetry of the saccadic equations which

will be addressed in chapter 7.

5.8 Approximation of the gaze time series associated with

limit cycles of the saccadic equations

In this section, the Fourier analysis of section 5.6.1 is used to approximate a relationship

between the error and gaze time series of limit cycles of ż = Z (z). The approximate

relationship is then used to transfer the results of chapter 4 regarding the morphology

of the error time series of stable limit cycles in the parameter range Π̂P , over to the

morphology of the corresponding gaze time series. This analysis, together with the one-

to-one relationship between the attractors of ẏ = Y (y) and ż = Z (z) in Π̂P established

earlier, will enable a full description of the attractors of ż = Z (z) in Π̂P to be proposed in

the next section.

In the first part of this section, the Fourier analysis of section 5.6.1 is recapped and extended
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slightly. Following this, the characteristics of a filter which relates the gaze and error time

series are examined. Next, the filter characteristics are used to obtain the approximate

expression relating the error and gaze time series. In the final part of the section, the

morphology of the gaze time series in Π̂P is quantified.

5.8.1 Fourier analysis of the limit cycles

Assume Ĉ is a limit cycle of ż = Z (z) of period T . Choose z0 = (x0,y0)
T ∈ Ĉ, and define

zS (t) = (xS (t) ,yS (t))
T = (gS (t) , vS (t) , nS (t) , rS (t) , lS (t) , εS (t))

T

by zS (t) = ψt (z0). Write yS (t) as the vectorised complex Fourier series

yS (t) =
∞X

k=−∞
ySk e

ikωT t (5.67)

where ωT = 2π
T is the fundamental frequency and, for each k ∈ Z, ySk is given by:

ySk =

⎛⎜⎜⎜⎝
rSk

lSk

εSk

⎞⎟⎟⎟⎠ (5.68)

It was shown in section 5.6.1 that xS (t) can be represented as the vectorised complex

Fourier series

xS (t) =
∞X

k=−∞
xSk e

ikωT t (5.69)

where, for each k ∈ Z, xSk is given by

xSk =

⎛⎜⎜⎜⎝
Tg (ikωT )

(ikωT )Tg (ikωT )

Tn (ikωT )

⎞⎟⎟⎟⎠ εSk (5.70)

with:
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Tg (s) = −sHg (s) (P1 + P2Hn (s)) (5.71)

Tn (s) = −sHn (s) (5.72)

Hg (s) =
1³

s+ 1
T1

´³
s+ 1

T2

´ (5.73)

Hn (s) =
1

s+ 1
TN

(5.74)

It follows from equations (5.67)-(5.70) that the error and gaze time series {εS (t) : t ≥ 0}
and {gS (t) : t ≥ 0} associated with Ĉ are given by

εS (t) =
∞X

k=−∞
εSk e

ikωT t (5.75)

gS (t) =
∞X

k=−∞
gSk e

ikωT t (5.76)

where:

gSk = Tg (ikωT ) ε
S
k : k ∈ Z (5.77)

Equations (5.75)-(5.77) show that gS (t) is obtained by passing εS (t) through a linear

system (or linear filter) with transfer function Tg (iω) [38]. It will be useful in what follows

to get Tg (iω) into polar form. Substituting (5.73) and (5.74) into (5.71) and rearranging

yields

Tg (s) = − P1s (s+C1)³
s+ 1

T1

´³
s+ 1

T2

´³
s+ 1

TN

´
where:

C1 =
1

T1 + T2
+

1

TN

Setting s = iω in the above expression for Tg (s) and using

a+ bi =
³p

a2 + b2
´
earctan(

b
a)i

1

a+ bi
=

µ
1√

a2 + b2

¶
e− arctan(

b
a)i
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leads to the expression

Tg (iω) = Rg (ω) e
θg(ω)i (5.78)

where

Rg (ω) = P1 |ω|
vuut ω2 + C21³

ω2 + 1
T 21

´³
ω2 + 1

T 22

´³
ω2 + 1

T 2N

´ (5.79)

and:

θg (ω) = −
µ
arctan (T1ω) + arctan (T2ω) + arctan (TNω) + arctan

µ
C1
ω

¶¶
(5.80)

The identity

arctan (X) + arctan (Y ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
arctan

³
X+Y
1−XY

´
for XY < 1

π + arctan
³

X+Y
1−XY

´
for X > 0;XY > 1

−π + arctan
³

X+Y
1−XY

´
for X < 0;XY > 1

can be used to obtain the alternative expression for θg (ω) below:

θg (ω) = − arctan
µ
C2ω

4 + C3ω
2 − C1

ω (C4ω2 +C5)

¶
+ θR (ω) (5.81)

Here

θR (ω) =

⎧⎨⎩ π for ω > 0

−π for ω < 0

and:

C2 = T1T2TN

C3 = T1T2

µ
1

TN
+

1

T1 + T2

¶
C4 = TN (T1 + T2)− T1T2TN

T1 + T2

C5 =
T1 + T2 + TN

T1 + T2
+

T1 + T2
TN

(Note that Rg (0) = 0, so θg (ω) does not have to be defined at 0. Also numerics indicate

that Ck > 0 ∀2 ≤ k ≤ 5).
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5.8.2 Properties of Rg (ω) and θg (ω)

The functions Rg (ω) and θg (ω) are investigated in this section. Rg (ω) is analysed first.

Properties of Rg (ω)

The expression (5.79) for Rg (ω) implies that Rg (ω) is continuous on R and C1 on R\ {0}.
Also, Rg (ω) is an even function. Consider the right derivative of Rg (ω) at 0, D+Rg (0).

By definition:

D+Rg (0) = lim
h→0+

Rg (h)−Rg (0)

h

= lim
h→0+

P1

vuut h2 + C21³
h2 + 1

T 21

´³
h2 + 1

T 22

´³
h2 + 1

T 2N

´
= P1C1C2

Write D−Rg (0) for the left derivative of Rg (ω) at 0. Then as Rg (ω) is even, D−Rg (0) =

−D+Rg (0). Thus, since P1, C1, C2 > 0, D−Rg (0) 6= −D+Rg (0). Rg (ω) is therefore not

differentiable at 0. For ω 6= 0, DRg (ω) is given by:

DRg (ω) = − P1 sign (ω)R1 (ω)¡
ω2 + C21

¢ 1
2 R2 (ω)

3
2

(5.82)

where

R1 (ω) = ω8 + 2C21ω
6 +

¡
C6C

2
1 − C7

¢
ω4 − 2C8ω2 − C8C

2
1 (5.83)

R2 (ω) =

µ
ω2 +

1

T 21

¶µ
ω2 +

1

T 22

¶µ
ω2 +

1

T 2N

¶
(5.84)

and:

C6 =
1

T 21
+
1

T 22
+

1

T 2N

C7 =
1

(T1T2)
2 +

1

(T1TN )
2 +

1

(T2TN )
2

C8 =
1

(T1T2TN)
2

Equations (5.82)-(5.84) imply that for ω > 0, sign (DRg (ω)) = − sign (R1 (ω)). It can
be seen from (5.83) that R1 (0) = −C8C21 < 0, while R1 (ω) ∼ ω8 for large ω. R1 (ω)
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Figure 5-6: Plot of Rg (ω) in the range (−100, 100). The maxima at ωM and −ωM are
indicated.

must therefore have at least one zero on (0,∞). Numerics indicate that R1 (ω) has only
one zero, ωM , in this range, with ωM ≈ 12.7419. Define RM by RM = Rg (ωM). RM

has the approximate numerical value 1.0524. Since R1 (ω) has only the single zero ωM

on (0,∞), Rg (ω) is increasing on 0 < ω < ωM and decreasing on ωM < ω < ∞, with a
maximum at ωM . As Rg (ω) is even, this means that Rg (ω) is increasing on (−∞,−ωM)
and decreasing on (−ωM , 0), with a maximum at −ωM . Finally, (5.79) implies that for
ω À 0, Rg (ω) ∼ P1

ω . Hence, Rg (ω) → 0+ as ω → ∞. Since Rg (ω) is even, this means

Rg (ω)→ 0+ as t→ −∞ also. Figures (5-6) and (5-7) are plots of Rg (ω), confirming the

above analysis. Inspection of figures (5-6) and (5-7) suggests Rg (ω) ≈ 1 for ω in the range
0.1 < |ω| < 35. This observation will now be made more concrete. As Rg (ω) has a global

maximum on (0,∞) at ωM and Rg (ωM) = RM > 1, it follows that there are 2 values of ω

at which Rg (ω) = 1 on (0,∞). Write these as ω1 and ω2 with ω1 < ω2. By (5.79), ω1 and

ω2 must satisfy

P1ω

vuut ω2 +C21³
ω2 + 1

T 21

´³
ω2 + 1

T 22

´³
ω2 + 1

T2N

´ = 1
Squaring both sides of the above and rearranging yields:

ω6 + (C6 − P 21 )ω
4 ++(C7 − P 21C

2
1)ω

2 + C8 = 0
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Figure 5-7: Close up of figure (5-6) about ω = 0.

Solving this equation numerically gives ω1 = 0.3456, ω2 = 33.3871. For ω1 < |ω| < ω2,

1 < Rg (ω) < RM and so Rg (ω) ≈ 1. This approximation will be useful later in the section.

Properties of θg (ω)

The function θg (ω) is now analysed. (5.80) implies that θg (ω) is C1 on R\ {0}. Also, θg (ω)
is an odd function. By, (5.80), limω→0+ θg (ω) = − limω→0+ arctan

¡
C1
ω

¢
. As ω → 0+, C1ω →

∞. Thus, limω→0+ θg (ω) = 3π
2 . Since, θg (ω) is odd, this means that limω→0− θg (ω) =

−3π2 . θg (ω) is therefore discontinuous at 0. Using (5.81), the following expression for

Dθg (ω) on R\ {0} can be derived

Dθg (ω) = − G3 (ω)

G1 (ω)
2 +G2 (ω)

2 (5.85)

where:

G1 (ω) = C2ω
4 + C3ω

2 −C1

G2 (ω) = ω
¡
C4ω

2 + C5
¢

G3 (ω) = C2C4ω
6 + (3C2C5 − C3C4)ω

4 + (3C1C4 + C3C5)ω
2 + C1C5
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Figure 5-8: Plot of θg (ω) in the range (−100, 100).

The constant 3C2C5 − C3C4 is greater than 0. Thus, G3 (ω) > 0 ∀ω ∈ R and so θg (ω)

is strictly decreasing on R\ {0}. Finally, it can be seen from (5.81) that for ω À 0,

θg (ω) ∼ − arctan
³
C2
C4
ω
´
+ π. Hence, as ω → ∞, θg (ω) → −π

2 + π = π
2 . Since θg (ω) is

odd, this means θg (ω)→ −π
2 as ω → −∞.

Figure (5-8) is a plot of θg (ω) on the interval (−100, 100), confirming the above analysis.
Figure (5-9) shows θg (ω) restricted to the interval (ω1, ω2). It can be seen that θg (ω)

is close to being linear in this range. This suggests that θg (ω) can be fitted by a linear

function on (ω1, ω2) (and hence on (−ω2,−ω1) also). Let θ̂g : R→ R be defined by

θ̂g (ω) = −tgω + sign (ω) bg

and given N ≥ 1, set vk = ω1 +
³
ω2−ω1
N−1

´
(k − 1) ∀1 ≤ k ≤ N . For N = 10000, the values

of tg and bg which minimise the summed square error

NX
k=1

¯̄̄
θg (vk)− θ̂g (vk)

¯̄̄2
are:

tg = 0.0126 (5.86)

bg = 3.1848 (5.87)
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Figure 5-9: Plot of θg (ω) in the range (ω1, ω2)

Figure (5-10) is a plot of both θg (ω) and θ̂g (ω) on (ω1, ω2) for the values of tg and bg

above. θ̂g (ω) can be seen to be a close approximation to θg (ω) on (ω1, ω2). The mean

relative error EMRE = 1
N

PN
k=1

|θ̂g(vk)−θg(vk)|
|θg(vk)| in the approximation is 0.001219. Since

θ̂g (ω) and θg (ω) are both odd, it follows that θ̂g (ω) is a good approximation to θg (ω) for

ω1 < |ω| < ω2, with the same mean relative error.

The fact that for ω1 < |ω| < ω2, Rg (ω) ≈ 1 and θg (ω) is near linear, suggests that the

filter Tg (iω) will preserve the amplitude of the components of the input signal εS (t) in

the frequency range (−ω2,−ω1) ∪ (ω1, ω2), while introducing a delay. The amplitude of
components lying outside this range will be attenuated with the attenuation increasing as

|ω|→ 0 and as |ω|→∞. In particular, Tg (0) = 0, so the output signal gS (t) will have zero
mean. Additionally, the phases of components lying outside the range (−ω2,−ω1)∪(ω1, ω2)
will be modified in a nontrivial way. This discussion suggests that provided the input signal

does not have significant power outside the frequency range (−ω2,−ω1) ∪ (ω1, ω2), it may
be possible to model gS (t) as a time-delayed version of εS (t), which has had its mean

subtracted. This approach forms the basis of the next part of the analysis.

245



0 5 10 15 20 25 30 35
2.7

2.8

2.9

3

3.1

3.2

3.3

3.4

ω

ω1 

ω2 

Figure 5-10: Plot of θg (ω) (black line) and θ̂g (ω) (red line) on (ω1, ω2) for the values of tg
and bg given in (5.86)-(5.87).

5.8.3 Relating εS (t) to gS (t)

It was demonstrated above that for |ω| ∈ (ω1, ω2), Rg (ω) ≈ 1 and θg (ω) ≈ θ̂g (ω) where:

θ̂g (ω) =

⎧⎨⎩ −tgω + bg if ω1 < ω < ω2

−tgω − bg if −ω2 < ω < −ω1

(Recall, ω1 = 0.3456, ω2 = 33.3871, tg = 0.0126, bg = 3.1848). Making the further

approximation bg ≈ π and using expression (5.78) leads to the approximation Tg (iω) ≈
−e−itgω for |ω| ∈ (ω1, ω2). Define the set WS ⊂ N by

WS = {k ≥ 1 : kωT ∈ (ω1, ω2)} (5.88)

and the set WN ⊂ N by WN = N\WS. Then by (5.75):

εS (t) = εS0 +
X

|k|∈WS

εSk e
ikωT t +

X
|k|∈WN

εSk e
ikωT t

Note that by definition, εS0 is equal to the mean hεS (t)i of εS (t) over one period, hεS (t)i =
1
T

R T
0 εS (t) dt [38]. Assuming that

P
|k|∈WS

¯̄
εSk
¯̄2 À P

|k|∈WN

¯̄
εSk
¯̄2 (i.e. that the power

of εS (t) in the frequency range (ω1, ω2) is greater than the power in the range (0, ω1) ∪
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(ω2,∞)), it is possible to make the approximation:

εS (t) ≈ hεS (t)i+
X

|k|∈WS

εSk e
ikωT t (5.89)

As mentioned previously, Tg (0) = 0, and so gS0 = 0. Hence, by (5.76):

gS (t) =
X

|k|∈WS

gSk e
ikωT t +

X
|k|∈WN

gSk e
ikωT t

Consider the power of gS (t) in the frequency range (ω1, ω2). Using gSk = Tg (ikωT ) ε
S
k

together with the approximation Tg (iω) ≈ −e−itgω for |ω| ∈ (ω1, ω2) gives:

X
|k|∈WS

¯̄
gSk
¯̄2 ≈ X

|k|∈WS

¯̄
εSk
¯̄2

Thus, since by assumption
P
|k|∈WS

¯̄
εSk
¯̄2 ÀP

|k|∈WN

¯̄
εSk
¯̄2,P|k|∈WS

¯̄
gSk
¯̄2 ÀP

|k|∈WN

¯̄
εSk
¯̄2.

By the definition of WN , |Tg (ikωT )| < 1 ∀ |k| ∈WN . Hence:

X
|k|∈WN

¯̄
εSk
¯̄2
>

X
|k|∈WN

|Tg (ikωT )|
¯̄
εSk
¯̄2
=

X
|k|∈WN

¯̄
gSk
¯̄2

It follows that
P
|k|∈WS

¯̄
gSk
¯̄2 À P

|k|∈WN

¯̄
gSk
¯̄2 (i.e. the power of gS (t) in the frequency

range (ω1, ω2) is greater than the power in the range (0, ω1) ∪ (ω2,∞)). It is therefore
possible to make the approximation:

gS (t) ≈
X

|k|∈WS

gSk e
ikωT t

The relation gSk = Tg (ikωT ) ε
S
k together with the approximation Tg (iω) ≈ −e−itgω for

|ω| ∈ (ω1, ω2) then yields:

gS (t) ≈ −
X

|k|∈WS

εSk e
ikωT (t−tg) (5.90)

Comparing (5.89) and (5.90) and using the equality hεS (t− tg)i = hεS (t)i leads to the
final approximation gS (t) ≈ ĝS (t) where:

ĝS (t) = −εS (t− tg) + hεS (t)i (5.91)
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In conclusion, provided that εS (t) does not have significant power in the frequency range

(0, ω1) ∪ (ω2,∞), gS (t) should be reasonably well modelled as a flipped, time-delayed
version of εS (t), with a d.c. shift that zeroes the mean.

If the limit cycle of interest Ĉ is symmetric, then as shown in section 5.6.2, εS
¡
t+ T

2

¢
=

−ε (t) ∀t ∈ R, from which it follows that hεS (t)i = 0. In this case, (5.91) reduces to

ĝS (t) = −εS (t− tg).

5.8.4 Morphology of {gS (t) : t ≥ 0} in the range Π̂P

Given α ∈ Π̂P , let

zS (t) = (gS (t) , vS (t) , nS (t) , rS (t) , lS (t) , εS (t))
T

be a periodic solution of ż = Z (z) associated with a stable limit cycle Ĉ. The approximation
gS (t) ≈ ĝS (t) is now used to relate the morphology of the error time series {εS (t) : t ≥ 0}
to the gaze time series {gS (t) : t ≥ 0}. By assumption, all limit cycles of the saccadic
system lie in the compact set Ĉ = B̄Mε̄ (0)× C, where

B̄Mε̄ (0) =
©
x ∈ R3 : kxk1 ≤Mε̄

ª
and:

C =
n
(r, l, ε)T ∈ R3 : 0 ≤ r, l ≤ αM , |ε| ≤ εM

o
(cf. section 5.2). As ε̇ = − (r − l) and 0 ≤ r, l ≤ αM for (r, l, ε)T ∈ C, it follows that

∀t ≥ 0, |ε̇S (t)| ≤ 2αM . Moreover (for small � in particular), the extent of Ĉ in the
r − l direction is limited by the existence of the slow manifold SM , giving an even tighter

bound on |ε̇S (t)|. The limit on the size of |ε̇S (t)| suggests that it is unlikely εS (t) will have
significant power in the higher frequencies. Hence, provided εS (t) does not have significant

power in the lower frequencies, the function ĝS (t) defined in (5.91) should provide a good

approximation to gS (t). If, however, Ĉ is near-homoclinic, the trajectory {zS (t) : t ≥ 0}
spends long periods in the vicinity of the origin (0,0)T , and so εS (t) may have significant

power in the lower frequencies. Consequently, ĝS (t) may a poorer approximation to gS (t),

at least during the low velocity phases of the waveform. Figures (5-11)-(5-20) are plots

of gaze time series {gS (t) : t ≥ 0} associated with limit cycle attractors for choices of α
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Figure 5-11: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ+ for α = 306.84,
β = 4.5, � = 0.002 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line).
α lies in region C of Π̂P . ERE ≈ 0.051535.

in each of the regions C-J of Π̂P , together with plots of the corresponding approximation

{ĝS (t) : t ≥ 0} in each case. A numerical approximation to the relative error

ERE =
kgS (t)− ĝS (t)k∞

kgS (t)k∞
=
max0≤t≤T |gS (t)− ĝS (t)|

max0≤t≤T |gS (t)|

is also included in each figure.2 For the choices of α used to generate the plots, the limit

cycles are far from homoclinicity. It can be seen that in each case ĝS (t) very closely approx-

imates gS (t). Indeed, this was found to be the case for all such test choices of α in regions

C-J. An important consequence of the accuracy of the approximation gS (t) ≈ ĝS (t) for

far-from homoclinic limit cycles is that the gaze time series {gS (t) : t ≥ 0} corresponding to
such cycles in regions D and E inherit the slow-fast form of the associated error time series

{εS (t) : t ≥ 0}, and therefore resemble the corresponding congenital nystagmus waveforms.
This can be seen in figures (5-12) and (5-13): the gaze time series associated with the cycle

in D can be seen to have the form of a jerk nystagmus, while the gaze time series associ-

ated with the cycle in E has the form of a bilateral jerk nystagmus. Another interesting

consequence of the accuracy of the approximation for far from homoclinic limit cycles is

that the gaze time series {gS (t) : t ≥ 0} corresponding to cycles in region F inherit the si-

2ERE is approximated for each function in the fraction by finding the maximum of the absolute value of

the function over 105 equally spaced points in
h
0, T̂

i
, where T̂ is a numerical approximation to T obtained

through a level crossing method [39].

249



0 0.2 0.4 0.6 0.8 1 1.2
-8

-6

-4

-2

0

2

4

6

8

10

12

14

t

Figure 5-12: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ− for α = 408.0569,
β = 6, � = 0.0005 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line).
α lies in region D of Π̂P . ERE ≈ 0.187591.
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Figure 5-13: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ2 for α = 805.0171,
β = 12, � = 0.0065 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line).
α lies in region E of Π̂P . ERE ≈ 0.048727.
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Figure 5-14: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ2 for α = 420,
β = 6, � = 0.04 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line). α
lies in region F of Π̂P . ERE ≈ 0.061026.
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Figure 5-15: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ1 for α = 208.4,
β = 3, � = 0.03 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line). α
lies in region G of Π̂P . ERE ≈ 0.041557.

251



0 0.2 0.4 0.6 0.8 1 1.2
-10

-8

-6

-4

-2

0

2

4

6

8

10

t

Figure 5-16: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ2 for α = 208.4,
β = 3, � = 0.03 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line). α
lies in region G of Π̂P . ERE ≈ 0.060948.
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Figure 5-17: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ− for α = 108.62,
β = 1.5, � = 0.01 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line).
α lies in region H of Π̂P . ERE ≈ 0.051614.
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Figure 5-18: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ2 for α = 108.62,
β = 1.5, � = 0.01 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line).
α lies in region H of Π̂P . ERE ≈ 0.118728.
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Figure 5-19: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ2 for α = 620,
β = 9, � = 0.02 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line). α
lies in region I of Π̂P . ERE ≈ 0.088364.
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Figure 5-20: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ2 for α = 600,
β = 12, � = 0.01 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line). α
lies in region J of Π̂P . ERE ≈ 0.049554.

nusoidal form of the associated error time series {εS (t) : t ≥ 0}, and consequently resemble
pendular nystagmus waveforms. This is illustrated in figure (5-14).

Figures (5-21)-(5-24) are plots of gaze time series {gS (t) : t ≥ 0} associated with near-
homoclinic limit cycle attractors in regions D, E, G and H of Π̂P , together with plots of

the corresponding approximation {ĝS (t) : t ≥ 0} in each case. The values of α and β used

in figures (5-21) and (5-22) are the same as in figures (5-12) and (5-13) respectively, while

the values of β and � used in figures (5-23) and (5-24) are the same as in figures (5-15) and

(5-17) respectively. Again, a numerical approximation to the relative error ERE is included

with each plot.

The figures illustrate that, perhaps surprisingly, ĝS (t) is still a very good approximation to

gS (t) in each case, despite the near-homoclinicity of the limit cycles. Indeed although ĝS (t)

can be seen to be a poorer approximation to gS (t) during part of the slow-velocity portions

of the waveform, for all test choices of α in regions D, E, G and H, the approximation was

found to be sufficiently accurate for the basic morphology of gS (t) to be determined by

that of ĝS (t). A significant outcome of this is that, as in the far-from homoclinic case, the

gaze time series {gS (t) : t ≥ 0} corresponding to near-homoclinic limit cycles in regions
D and E inherit the slow-fast form of the associated error time series {εS (t) : t ≥ 0}.
As a consequence, the gaze time series resemble the corresponding congenital nystagmus
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Figure 5-21: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ− for α = 408.0569,
β = 6, � = 0.0045 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line).
α lies in region D of Π̂P . ERE ≈ 0.083806.
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Figure 5-22: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ2 for α = 805.0171,
β = 12, � = 0.0054 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line).
α lies in region E of Π̂P . ERE ≈ 0.040183.
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Figure 5-23: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ1 for α = 208.3876,
β = 3, � = 0.03 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line). α
lies in region G of Π̂P . ERE ≈ 0.190401.
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Figure 5-24: Plot of a gaze time series {gS (t) : t ≥ 0} associated with Ĉ− for α = 109.4003,
β = 1.5, � = 0.01 (black line) together with the approximation {ĝS (t) : t ≥ 0} (red line).
α lies in region H of Π̂P . ERE ≈ 0.218605.
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oscillations. This can be seen in figures (5-21) and (5-22). The gaze time series associated

with the limit cycle in D has the form of a jerk nystagmus with an extended foveation

period, while the time series associated with the cycle in E has the form of a bilateral jerk

nystagmus with an extended foveation period.

5.9 Attractors of the saccadic equations in Π̂P

Figure (5-25) is a plot of the attractors of the saccadic system for α ∈ Π̂P , based on
the analysis of this chapter (cf. figure (4-79)). Also shown in the figure are the identified

modelled nystagmus waveforms, where applicable. The range Π̂P contains the physiological

range:

ΠP =
n
(α, β, �)T : 0 < α < α0, 1.5 < β < 6, 0 < � < 0.05

o
Numerics indicate that for 1.5 < β < 6, α̂C (β) < α0. The attractor picture for α ∈
ΠP is therefore the same as that in figure (5-25). This figure will form the basis of the

classification of the eye movements modelled by the saccadic equations in the following

chapter.

257



Figure 5-25: Attractors of the saccadic equations for α ∈ Π̂P . Here JN=jerk nystagmus
and BJN=bilateral jerk nystagmus.
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Chapter 6

Classification of modelled

behaviours and biological

implications

Recall from chapter 2 that the ultimate objects of interest in the analysis of the saccadic

equations ż = Z (z) are the gaze time series of solutions with initial condition

z0 = (0, 0, 0, 0, 0,∆g)
T

for choices of α in the physiological range:

ΠP =
n
(α, β, �)T : 0 < α < α0, 1.5 < β < 6, 0 < � < 0.05

o
(6.1)

As stated in chapter 2, solutions with this initial condition simulate saccades to the gaze

angle ∆g from an initial gaze angle of 0. In this chapter the morphology of the saccade-

modelling solutions generated for α such that α lies in the intersection of ΠP with the union

of regions A-F of Π̂P is analysed. It is shown that for such choices of α, the solutions can

model both accurate saccades, and a range of saccadic instabilities including jerk and

pendular nystagmus (cf. section 1.1). Following this, the modelled saccadic behaviours

are classified in a diagram based on figure (5-25). The chapter closes with an attempt to

interpret some of the biological implications of the modelled behaviour.

For convenience, the analysis of the form of the gaze time series is divided into two sections.
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The first section deals with choices of α for which the attractor of the system is a fixed

point (regions A-B), and the second with choices of α for which the attractor is a limit

cycle (regions C-F). Throughout this chapter, it will be useful to write TN as T3.

6.1 The form of the gaze time series for fixed point attrac-

tors

Assume that α lies in either region A, where the attractor is the origin (0,0)T , or in B,

where the attractors are the nontrivial fixed points z+1 =
¡
0,y+1

¢T and z−1 = ¡0,y−1 ¢T (cf.
figure (5-25)). Further assume that if α lies in region B, then � is sufficiently small for

trajectories of the burster system ẏ = Y (y) not to cross the plane P , and for y±1 to be a

stable node of ẏ = Y (y). Fix ∆g > 0 and set z±0 = (0,0, 0,± (∆g))T . Define z± (t) ∀t ≥ 0
by:

z± (t) = (x± (t) ,y± (t))T = (g± (t) , v± (t) , n± (t) , r± (t) , l± (t) , ε± (t))T = ψt

¡
z±0
¢

Then g+ (t) simulates a saccade of ∆g degrees and g− (t) simulates a saccade of − (∆g)
degrees. By the symmetry of the saccadic system under Σ, Σz+ (t) solves ż = Z (z) on

[0,∞) with initial condition Σz+0 . Recall from section 5.3 that Σ is given by

Σ =

⎛⎝ −13 03×3

03×3 σ

⎞⎠
where:

σ =

⎛⎜⎜⎜⎝
0 1 0

1 0 0

0 0 −1

⎞⎟⎟⎟⎠
The above imply that z−0 = Σz

+
0 . It therefore follows from the uniqueness of trajectories

of the saccadic system that ∀t ≥ 0, z− (t) = Σz+ (t). In particular, the form of Σ implies

that g− (t) = −g+ (t) ∀t ≥ 0. Thus, in order to understand the morphology of both g+ (t)

and g− (t), it is sufficient to understand the morphology of g+ (t).

In this section, the morphology of g+ (t) is analysed by first obtaining an explicit expression

for g+ (t) in terms of ε+ (t) using Laplace transforms. A workable approximation ĝ+ (t) to
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g+ (t) is then obtained using this expression, and the morphology of g+ (t) is inferred from

that of ĝ+ (t). Throughout the following, the Laplace and inverse Laplace transform will

be denoted by L and L−1 respectively.

6.1.1 An explicit form for g+ (t)

Recall the saccadic equations (2.10)-(2.15):

ġ = v (6.2)

v̇ = −P1v − P2g + P2n+ P1b (6.3)

ṅ = − 1
T3

n+ b (6.4)

ṙ =
1

�

¡−r − γrl2 + F (ε)
¢

(6.5)

l̇ =
1

�

¡−l − γlr2 + F (−ε)¢ (6.6)

ε̇ = −b (6.7)

(Here b = r − l, P1 =
1
T1
+ 1

T2
and P2 =

1
T1T2

). As z+ (t) satisfies the above, equations

(6.2)-(6.3) imply that ∀t ≥ 0:

g̈+ (t) + P1ġ+ (t) + P2g+ (t) = P2n+ (t) + P1b+ (t)

Taking Laplace transforms of the above and rearranging using g+ (0) = ġ+ (0) = 0 leads to

G+ (s) = Hg (s) (P2N+ (s) + P1B+ (s)) (6.8)

where G+ (s) = L (g+ (t)), N+ (s) = L (n+ (t)), B+ (s) = L (b+ (t)) and

Hg (s) =
1³

s+ 1
T1

´³
s+ 1

T2

´ (6.9)

is the transfer function of the system (cf. section 5.6.1). Equation (6.4) implies that ∀t ≥ 0:

ṅ+ (t) = − 1
T3

n+ (t) + b+ (t)

Taking Laplace transforms of the above and rearranging using n+ (0) = 0 gives
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N+ (s) = Hn (s)B+ (s) (6.10)

where

Hn (s) =
1

s+ 1
T3

(6.11)

is the transfer function of the system (cf. section 5.6.1). Substituting (6.10) into (6.8)

leads to the expression

G+ (s) = −1
s
Tg (s)B+ (s) (6.12)

where:

Tg (s) = −sHg (s) (P1 + P2Hn (s)) (6.13)

(cf. section 5.6.1 again). Finally, (6.7) implies that ∀t ≥ 0:

ε̇+ (t) = −b+ (t)

Taking Laplace transforms and rearranging using ε+ (0) = ∆g and b+ (0) = 0 yields

B+ (s) = ∆g − sE+ (s)

where E+ (s) = L (ε+ (t)). Substituting the above into (6.12) leads to:

G+ (s) = −∆gTg (s)
s

+ Tg (s)E+ (s)

Write ug (t) = L−1 (Tg (s)). Taking inverse Laplace transforms implies that ∀t ≥ 0:

g+ (t) = (∆g) gE (t) + (ug ∗ ε+) (t) (6.14)

where:

gE (t) = −
Z t

0
ug (s) ds (6.15)
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(6.14) and (6.15) give g+ (t) explicitly in terms of ε+ (t).

In order to obtain the approximation ĝ+ (t) to g+ (t), it will be necessary to have explicit

expressions for ug (t) and gE (t). Substituting (6.9) and (6.11) into (6.13), and performing

a partial fraction expansion gives:

Tg (s) =
K1

s+ 1
T1

+
K2

s+ 1
T2

+
K3

s+ 1
TN

(6.16)

where:

K1 =
T 21 + T1T2 − T2T3

T1 (T1 − T2) (T1 − T3)
(6.17)

K2 =
T1T3 − T1T2 − T 22

T2 (T1 − T2) (T2 − T3)
(6.18)

K3 =
T3

(T1 − T3) (T2 − T3)
(6.19)

The constants have the numerical valuesK1 = 0.535970,K2 = −90.576230,K3 = 0.040261.

Taking inverse Laplace Transforms of both sides of (6.16) yields:

ug (t) =
3X

j=1

Kje
− t
Tj (6.20)

Now consider the function gE (t). Substituting (6.20) into (6.15) implies that ∀t ≥ 0

gE (t) =
3X

j=1

Lje
− t
Tj −

3X
j=1

Lj

where Lj = KjTj for 1 ≤ j ≤ 3. These new constants have the approximate numerical
values L1 = 0.080395, L2 = −1.086914, L3 = 1.006519. Using, (6.17)-(6.19), it can be

shown that
P3

j=1 Lj = 0. Hence:

gE (t) =
3X

j=1

Lje
− t
Tj (6.21)

During the construction of the approximation ĝ+ (t), it will be useful to have an un-

derstanding of the form of gE (t) on [0,∞). (6.15) implies that gE (0) = 0. Moreover,

numerics indicate that gE (t) increases from 0 to a single maximum at tME ≈ 0.065481, with
gE (t) ≈ L3e

− t
T3
.for t > tME . Let g

M
E = gE

¡
tME
¢
. Numerics give gME ≈ 1.051205. Figure

(6-1) is a plot of the function gE (t) on the interval [0, 0.5] together with a plot of the

263



0 0.1 0.2 0.3 0.4 0.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

tt
E
M 

gE
M 

Figure 6-1: The functions gE (t) (black) and L3e
− t
T3 (red) for 0 ≤ t ≤ 0.5.

function L3e
− t
T3 .

6.1.2 Obtaining the approximation ĝ+ (t)

In constructing the approximation ĝ+ (t) to g+ (t) on [0,∞), it is first necessary to obtain
an approximation ε̂+ (t) to ε+ (t) on [0,∞). Numerics indicate that for sufficiently small
tS, ε+ (t) is a decreasing function of t on [0, tS] that can be approximated fairly accurately

by the straight line

ε̂+ (t) =

µ
ε+ (tS)−∆g

tS

¶
t+∆g (6.22)

which interpolates the values of ε+ (t) at t = 0 and t = tS. This gives an approximation

to ε+ (t) for small t. To obtain an approximation to ε+ (t) for larger t, the results of

sections 3.6.2 and 3.6.4 are used. Recall that in these sections, approximations to ε (τ) for

large τ > 0 were obtained for solutions y (τ) = (r (τ) , l (τ) , ε (τ))T of the rescaled burster

equations, with initial condition in the basin of attraction of a stable fixed point.

For α in region A, the basin of attraction B (0) of the origin 0 in the burster system is R3.

Hence, the initial condition y+ (0) ∈ B (0). Define the function �0F (α, β) by:
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�0F (α, β) =
1

4
³
Λ+ − α

β

´
For � < �0F (α, β), 0 is a stable node, while for � > �0F (α, β), 0 is a stable fixed point such

that trajectories spiral round the stable invariant line L0 as they converge to 0 (cf. figure

(3-22)). Since τ = t
� , the analysis of section 3.6.4 therefore implies that given sufficiently

large tL > 0, ∀t ≥ tL

ε+ (t) ≈ w+L (t− tL) (6.23)

where w+L (0) = ε+ (tL), and on [0,∞), w+L (t) has one of the two forms below, depending
on the sign of �− �0F (α, β):

1. � < �0F (α, β). In this range, ∀t ≥ 0

w+L (t) = Ae
λ2t
� +Be

λ3t
� (6.24)

where

d =

r
1− 4�

³
Λ+ − α

β

´
λ2 = 1

2 (−1 + d)

λ3 = 1
2 (−1− d)

A = −1d (λ3ε+ (tL) + �b+ (tL))

B = 1
d (λ2ε+ (tL) + �b+ (tL))

(6.25)

and b+ (tL) = r+ (tL)− l+ (tL).

2. � > �0F (α, β). In this range, ∀t ≥ 0

w+L (t) = Ae−
t
2� cos

µ
dt

�
+B

¶
(6.26)

where

d = 1
2

r
4�
³
Λ+ − α

β

´
− 1

A = 1
d

q¡
1
4 + d2

¢
ε+ (tL)

2 − �ε+ (tL) b+ (tL) + �2b+ (tL)
2

B = − arctan
³
ε+(tL)−2�b+(tL)

2dε+(tL)

´ (6.27)
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and b+ (tL) = r+ (tL)− l+ (tL).

For α in region B, ∆g > 0 implies y+ (0) ∈ B
¡
y+1
¢
, since by assumption � is sufficiently

small for trajectories of ẏ = Y (y) not to cross the plane P . As � is also assumed sufficiently

small for y+1 to be a stable node, the analysis of section 3.6.2 implies that given sufficiently

large tL > 0, ∀t ≥ tL

ε+ (t) ≈ ε1 + w+L (t− tL) (6.28)

where w+L (0) = ε+ (tL)− ε1, and w+L (t) is defined ∀t ≥ 0 by

w+L (t) = Ae
µ12t
� +Be

µ13t
� (6.29)

with

d =
q
∆1 (α, β)

2 − 4� ¡Γ+1 (α, β) + Γ−1 (α, β)¢
µ12 = 1

2 (∆1 (α, β) + d)

µ13 = 1
2 (∆1 (α, β)− d)

A = −1d (µ13 (ε+ (tL)− ε1) + �b+ (tL))

B = 1
d (µ12 (ε+ (tL)− ε1) + �b+ (tL))

(6.30)

and b+ (tL) = r+ (tL)− l+ (tL).

The above analysis implies that for α lying in either region A or B, given sufficiently large

tL > 0, ε+ (tL) is approximated ∀t ≥ tL by ε̂+ (t) where

ε̂+ (t) = ε∗ + w+L (t− tL) (6.31)

with ε∗ = 0 or ε∗ = ε1, and w+L (t) given by (6.24)-(6.25), (6.26)-(6.27) or (6.29)-(6.30).

Assuming that tL can be chosen to equal tS , (6.22) and (6.31) together imply that ε+ (tL)

can be approximated on [0,∞) by the continuous function ε̂+ (t) defined by

ε̂+ (t) =

⎧⎨⎩ L+t+∆g if 0 ≤ t ≤ tL

ε∗ + w+L (t− tL) if t > tL
(6.32)

where:
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L+ =
ε+ (tL)−∆g

tL
(6.33)

The above approximation together with (6.14) suggests that g+ (t) can be approximated

on [0,∞) by the continuous function ĝ+ (t) defined by:

ĝ+ (t) = (∆g) gE (t) + (ug ∗ ε̂+) (t) (6.34)

The reminder of this section will deal with analysing the form of the approximation ĝ+ (t)

on [0,∞). Under the assumption that ĝ+ (t) is a good approximation to g+ (t) in this

range, the morphology of g+ (t) can then be inferred from that of ĝ+ (t). tL is assumed to

take values in the range [0.01, 0.1].

The form of ĝ+ (t) will first be analysed for 0 ≤ t ≤ tL, and then for t ≥ tL.

6.1.3 The form of ĝ+ (t) in the range 0 ≤ t ≤ tL

Equations (6.32) and (6.34) imply that for 0 ≤ t ≤ tL:

ĝ+ (t) = (∆g) gE (t) + (∆g)

Z t

0
ug (s) ds+ L+

Z t

0
sug (t− s) ds

Note that since, by assumption, ε+ (t) is decreasing on [0, tL], (6.33) implies L+ < 0. The

first two terms of this equation cancel (cf. (6.15)). Introducing (6.20) into the remaining

convolution term leads to

ĝ+ (t) = L+g1 (t)

where g1 (t) is defined ∀t ≥ 0 by:

g1 (t) =
3X

j=1

Kje
− t
Tj

Z t

0
se

s
Tj ds

Evaluating the integrals in the above expression and using
P3

j=1 Lj = 0 gives:
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g1 (t) =
3X

j=1

LjTj

µ
e
− t
Tj − 1

¶
(6.35)

Setting t = 0 in the above implies g1 (0) = 0. Differentiating leads to ġ1 (t) = −gE (t) (cf.
(6.21)). As gE (t) is increasing on [0,∞) this means that g1 (t) is decreasing on [0,∞).
Since L+ < 0, it follows that ĝ+ (t) is increasing on [0, tL].

6.1.4 The form of ĝ+ (t) in the range t ≥ tL

Equation (6.34) implies that for t ≥ tL:

ĝ+ (t) = (∆g) gE (t) +

Z tL

0
ug (t− s) ε̂+ (s) ds+

Z t

tL

ug (t− s) ε̂+ (s) ds (6.36)

Consider the first integral in this sum. Using (6.20) and (6.32) gives:

Z tL

0
ug (t− s) ε̂+ (s) ds = L+

3X
j=1

Kje
− t
Tj

Z tL

0
se

s
Tj ds+ (∆g)

3X
j=1

Kje
− t
Tj

Z tL

0
e

s
Tj ds

Evaluating the integrals and rearranging leads to

Z tL

0
ug (t− s) ε̂+ (s) ds = − (∆g) gE (t) + ε+ (tL) gE (t− tL) + (∆g − ε+ (tL)) g2 (t; tL)

(6.37)

where g2 (t; tL) is defined on [tL,∞) by:

g2 (t; tL) =
1

tL
(g1 (t− tL)− g1 (t)) (6.38)

Now consider the second integral in expression (6.36). Using (6.20) and (6.32) gives

Z t

tL

ug (t− s) ε̂+ (s) ds = ε∗
3X

j=1

Kje
− t
Tj

Z t

tL

e
s
Tj ds+ g+P (t) (6.39)

where g+P (t) is defined ∀t ≥ tL by:
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g+P (t) =
3X

j=1

Kje
− t
Tj

Z t

tL

e
s
Tj w+L (s− tL) ds (6.40)

Evaluating the integral in (6.39) leads to:

Z t

tL

ug (t− s) ε̂+ (s) ds = −ε∗gE (t− tL) + g+P (t) (6.41)

Substituting (6.37) and (6.41) into (6.36) then implies that for t ≥ tL

ĝ+ (t) = g+I (t; tL) + g+P (t) (6.42)

where the function g+I (t; tL) is defined on [tL,∞) by:

g+I (t; tL) = (∆g − ε+ (tL)) g2 (t; tL) + (ε+ (tL)− ε∗) gE (t− tL) (6.43)

The properties of the function g+I (t; tL) on [tL,∞) will now be examined. Following this,
expressions will be obtained for g+P (t) in each of the α ranges of interest. This will enable

the morphology of ĝ+ (t) on [tL,∞) to be examined in these ranges. Since ĝ+ (t) has been
shown to be an increasing function on [0, tL], this will allow the morphology of ĝ+ (t), and

hence g+ (t), on [0,∞) to be inferred.

The form of g+I (t; tL)

First consider the function g2 (t; tL) defined on [tL,∞) in (6.38):

g2 (t; tL) =
1

tL
(g1 (t− tL)− g1 (t))

Setting t = tL in the above gives g2 (tL; tL) = − 1
tL
g1 (tL). As g1 (t) < 0 ∀t > 0,

g2 (tL; tL) > 0. Additionally, numerics indicate that g2 (tL; tL) is an increasing function

of tL on [0.01, 0.1]. Figure (6-2) shows plots of g2 (t; tL) on [tL, 0.3] for several values of

tL in [0.01, 0.1]. Also shown is a plot of gE (t) on the interval [0, 0.3]. As suggested by

the figure, numerical evidence seems to indicate that for each tL ∈ [0.01, 0.1], g2 (t; tL) can
be approximated on [tL,∞) as a rightward displacement of gE (t) along the t-axis. i.e.

there is a tD (tL) > 0 for which g2 (t; tL) ≈ gE (t− tD (tL)). Figure (6-3) shows values

of tD (tL) obtained for choices of tL in [0.01, 0.1] by estimating the value of t, tM2 (tL),
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Figure 6-2: Plots of the function g2 (t; tL) on [tL, 0.3] for 10 equally spaced values of tL in
the range [0.01, 0.1] (black lines). Also shown is a plot of the function gE (t) on [0, 0.3] (red
line).

at which g2 (t; tL) has a maximum on [tL,∞), and then setting tD (tL) = tM2 (tL) − tME .

It can be seen that tD (tL) is an increasing, approximately linear function of tL with

1
2tL < tD (tL) < tL. Plots of the function pairs {g2 (t; tL) , gE (t− tD (tL))} on [tL, 0.3] for
tL = 0.01, 0.02, 0.05 and 0.1 are given in figure (6-4) to illustrate the accuracy of the

estimate gE (t; tL) ≈ g1 (t− tD (tL)). The estimate suggests that on [tL,∞), g2 (t; tL)
will increase to a maximum at tM2 (tL) before decreasing to 0 with g2 (t; tL) ≈ L3e

− t
T3

for t > tM2 (tL). Moreover, g2
¡
tM2 (tL) ; tL

¢ ≈ gME . (6.43) therefore suggests that as t is

increased from tL, gI (t; tL) will increase to a maximum at some value tMI (tL) ≈ tM2 (tL),

before decreasing to 0 with g+I (t; tL) ≈ L3 (∆g − ε∗) e
− t
T3 for t > tMI (tL). Moreover,

g+I
¡
tMI (tL) ; tL

¢ ≈ (∆g − ε∗) gME . Numerics seem to support these claims. Figure (6-5) is

a proposed schematic of g+I (t; tL) on [tL,∞) based on these arguments.

It will be useful in what follows to have a lower bound on g+I (t; tL) in the range
¡
tL, t

M
I (tL)

¢
.

Since ε+ (tL) > ε∗ and gE (t− tL) is nonnegative on [tL,∞), ∀t ≥ tL:

g+I (t; tL) ≥ (∆g − ε+ (tL)) g2 (t; tL)

(cf. equation (6.43)). As was stated earlier, g2 (t; tL) is increasing on
¡
tL, t

M
2 (tL)

¢
, and so

g2 (t; tL) ≥ g2 (tL; tL) on
¡
tL, t

M
2 (tL)

¢
. Since g2 (tL; tL) is an increasing function of tL for

tL ∈ [0.01, 0.1], it follows that g2 (t; tL) ≥ g2 (0.01; 0.01) on
¡
tL, t

M
2 (tL)

¢
. Numerics give
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Figure 6-3: Computed values of tD (tL) on the range [0.01, 0.1] (black line: see text for
details). Also shown are the functions 12 tL and tL (red lines).
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Figure 6-4: Plots of g2 (t; tL) (black lines) and gE (t− tD (tL)) (red lines) on [tL, 0.3] for
tL = 0.01, 0.02, 0.05 and 0.1.
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+(t;tL) 

L3(∆g-ε*)e
(-t/T

3
) 

tL tI
M(tL) 

≈(∆g-ε *)gE
M

Figure 6-5: Schematic of the function g+I (t; tL) on [tL,∞) (see text for details).

g2 (0.01; 0.01) ≈ 0.346634 and so the above inequality implies that for tL < t < tM2 (tL):

g+I (t; tL) ≥ 0.34 (∆g − ε+ (tL))

The approximation tM2 (tL) ≈ tMI (tL) then implies that for tL < t < tMI (tL):

g+I (t; tL) ' 0.34 (∆g − ε+ (tL))

The form of g+P (t) in region A

Recall the expression (6.40) for g+P (t):

g+P (t) =
3X

j=1

Kje
− t
Tj

Z t

tL

e
s
Tj w+L (s− tL) ds (6.44)

It was shown earlier that there are two possible expressions for w+L (t) on [0,∞), depending
on whether � < �0F (α, β) or � > �0F (α, β). The corresponding expressions for g

+
P (t) are

now found for each case in turn.

1. � < �0F (α, β).

272



(6.24)-(6.25) imply that in this range, ∀t ≥ tL

w+L (t− tL) = Ae
λ2(t−tL)

� +Be
λ3(t−tL)

�

with

d =

r
1− 4�

³
Λ+ − α

β

´
λ2 = 1

2 (−1 + d)

λ3 = 1
2 (−1− d)

A = −1d (λ3ε+ (tL) + �b+ (tL))

B = 1
d (λ2ε+ (tL) + �b+ (tL))

and b+ (tL) = r+ (tL) − l+ (tL). Substituting the above into (6.44) leads to the following

expression for g+P (t) on [tL,∞)

g+P (t) =
3X

j=1

Kj

ÃÃ
Aje

λ2(t−tL)
� +Bje

λ3(t−tL)
�

!
− (Aj +Bj) e

− (t−tL)
Tj

!
(6.45)

where for 1 ≤ j ≤ 3:

Aj = −�Tj (λ3ε+ (tL) + �b+ (tL))

d (Tjλ2 + �)

Bj =
�Tj (λ2ε+ (tL) + �b+ (tL))

d (Tjλ3 + �)

Taylor expanding d, λ2 and λ3 as functions of � about 0 leads to the approximations

Aj ≈ Âj and Bj ≈ B̂ for sufficiently small �, where for 1 ≤ j ≤ 3

Âj =
Tjε+ (tL)³

α
β − Λ+

´
Tj + 1

(6.46)

and:

B̂ =

µµ
Λ+ − α

β

¶
ε+ (tL)− b+ (tL)

¶
�2

Taking moduli of (6.45) and using Aj ≈ Âj , Bj ≈ B̂ implies that given � sufficiently small,

∀t ≥ tL:
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¯̄
g+P (t)

¯̄
/ 2

⎛⎝ 3X
j=1

¯̄̄
KjÂj

¯̄̄
+
¯̄̄
B̂
¯̄̄ 3X
j=1

|Kj |
⎞⎠ (6.47)

(6.46) implies that for 1 ≤ j ≤ 3:

¯̄̄
KjÂj

¯̄̄
≤ |Lj | ε+ (tL)¯̄̄³

α
β − Λ+

´
Tj + 1

¯̄̄
As was stated earlier, L1 = 0.080395, L2 = −1.086914, L3 = 1.006519. Hence, for 1 ≤ j ≤
3:

¯̄̄
KjÂj

¯̄̄
≤ |L2| ε+ (tL)¯̄̄³

α
β − Λ+

´
Tj + 1

¯̄̄ (6.48)

It was also argued during the discussion of g+I (t; tL) that for tL < t < tMI (tL):

g+I (t; tL) ' 0.34 (∆g − ε+ (tL))

The form of B̂ implies B̂ → 0 as �→ 0. It therefore follows from (6.47), (6.48) and the above

expression that provided ∆g is large compared to ε+ (tL), and
¯̄̄³

α
β − Λ+

´
Tj + 1

¯̄̄
is not

small compared to |L2| for 1 ≤ j ≤ 3, then ¯̄g+P (t)¯̄ will be small compared to g+I (t; tL) on¡
tL, t

M
I (tL)

¢
, for � sufficiently small. Noting that ε∗ = 0 in the parameter range considered

here, the analysis of g+I (t; tL) implies g
+
I (t; tL) ≈ L3 (∆g) e

− t
T3 for t > tMI (tL) (cf. figure

(6-5)). (6.47) and (6.48) therefore also suggest that, under the assumptions made above

regarding the relative sizes of {∆g, ε+ (tL)} and
n¯̄̄³

α
β − Λ+

´
Tj + 1

¯̄̄
, |L2|

o
, for sufficiently

small �,
¯̄
g+P (t)

¯̄
will be small compared to g+I (t; tL) for t > tMI (tL) with t small compared

to T3. So fix tM > tMI (tL) such that tM is small compared to T3. Since

ĝ+ (t) = g+I (t; tL) + g+P (t)

on [tL,∞), the arguments above imply that, provided the assumptions made hold, ĝ+ (t)
will be a small perturbation of g+I (t; tL) on [tL, tM ] for � sufficiently small. The discussion

of the form of g+I (t; tL) on [tL,∞) together with the fact that ĝ+ (t) is increasing on

[0, tL] therefore suggests that as t is increased from 0 to tM , ĝ+ (t) will increase to a

maximum at tM+ (tL) with tM+ (tL) ≈ tMI (tL), before decreasing with ĝ+ (t) ≈ L3 (∆g) e
− t
T3

for t > tM+ (tL). Moreover, ĝ+
¡
tM+ (tL)

¢ ≈ (∆g) gME . Since gME ≈ 1, this suggests that
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Figure 6-6: Plot of g+ (t) on [0, 0.8] for α = 80, β = 3, � = 0.0005 and ∆g = 30 (black

line). The function L3 (∆g) e
− t
T3 is plotted in blue while ĝ+ (t) on [0, tL] and g+I (t; tL) on

[tL, 0.8] are plotted in red. tL = 0.0391.

ĝ+ (t), and hence g+ (t), has the form of a normometric saccade to ∆g degrees on [0, tM ],

which drifts back towards 0 like L3 (∆g) e
− t
T3 as t→ tM (cf. section 1.1.2). Note that since

g− (t) = −g+ (t), this implies g− (t) will model a normometric saccade to − (∆g) degrees
which drifts back towards 0 like −L3 (∆g) e−

t
T3 as t→ tM .

Figures (6-6)-(6-8) are plots of g+ (t) on [0, 0.8] obtained for choices of ∆g and α such that

α lies in A with � < �0F (α, β). Also shown are the function L3 (∆g) e
− t
T3 on [0, 0.8] together

with ĝ+ (t) on [0, tL] and g
+
I (t; tL) on [tL, 0.8]. In each case g+ (t) can be seen to model an

accurate saccade to ∆g degrees which drifts towards back towards 0 like L3 (∆g) e
− t
T3 as

t→ 0.8.

2. � > �0F (α, β).

(6.26)-(6.27) imply that in this range, ∀t ≥ tL

w+L (t− tL) = Ae−
(t−tL)
2� cos

µ
d

�
(t− tL) +B

¶

where

d = 1
2

r
4�
³
Λ+ − α

β

´
− 1
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Figure 6-7: Plot of g+ (t) on [0, 0.8] for α = 120, β = 4.5, � = 0.002 and ∆g = 5 (black

line). The function L3 (∆g) e
− t
T3 is plotted in blue while ĝ+ (t) on [0, tL] and g+I (t; tL) on

[tL, 0.8] are plotted in red. tL = 0.0213.
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Figure 6-8: Plot of g+ (t) on [0, 0.8] for α = 160, β = 6, � = 0.0015 and ∆g = 15 (black

line). The function L3 (∆g) e
− t
T3 is plotted in blue while ĝ+ (t) on [0, tL] and g+I (t; tL) on

[tL, 0.8] are plotted in red. tL = 0.0309.
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A = 1
d

q¡
1
4 + d2

¢
ε+ (tL)

2 − �ε+ (tL) b+ (tL) + �2b+ (tL)
2

B = − arctan
³
ε+(tL)−2�b+(tL)

2dε+(tL)

´
and b+ (tL) = r+ (tL) − l+ (tL). Substituting the above into (6.44) leads to the following

expression for g+P (t) on [tL,∞)

g+P (t) = e
− (t−tL)2�

3X
j=1

KjAj cos

µ
d

�
(t− tL) +Bj

¶
+

3X
j=1

KjCje
− (t−tL)

Tj (6.49)

where for 1 ≤ j ≤ 3:

Aj =

vuuut�
³³
Λ+ − α

β

´
ε+ (tL)

2 − b+ (tL) ε+ (tL) + �b+ (tL)
2
´

³
Λ+ − α

β − 1
Tj

³
1− �

Tj

´´³
Λ+ − α

β − 1
4�

´
Bj = − arctan

µ
2Tjd

2�− Tj

¶
− arctan

µ
ε+ (tL)− 2�b+ (tL)

2dε+ (tL)

¶

Cj =

³
1− �

Tj

´
ε+ (tL)− �b+ (tL)³

Λ+ − α
β − 1

Tj

³
1− �

Tj

´´
Since ĝ+ (t) = g+I (t; tL) + g+P (t) ∀t ≥ tL, (6.49) implies that ∀t ≥ tL:

ĝ+ (t) = g+I (t; tL) + e
− (t−tL)2�

3X
j=1

KjAj cos

µ
d

�
(t− tL) +Bj

¶
+

3X
j=1

KjCje
− (t−tL)

Tj (6.50)

Since T3 À T1 > T2, for t large compared to T1:

3X
j=1

KjCje
− (t−tL)

Tj ≈ K3C3e
− (t−tL)

T3

From the expression for Cj :

C3 =

³
1− �

T3

´
ε+ (tL)− �b+ (tL)³

Λ+ − α
β − 1

T3

³
1− �

T3

´´
By assumption, T3 À 1 > �. This yields the approximations 1− �

T3
≈ 1 and 1

T3

³
1− �

T3

´
≈

0. It follows that for t large compared to T1

3X
j=1

KjCje
− (t−tL)

Tj ≈ K̂3e
− (t−tL)

T3 (6.51)

where:
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K̂3 =
K3 (ε+ (tL)− �b+ (tL))

Λ+ − α
β

(6.52)

As was shown earlier, g+I (t; tL) ≈ L3 (∆g) e
− t
T3 for t > tMI (tL). Assume that α <

(Λ+ − 1)β. (Since Λ+ À 1, this will typically be true). (6.52) then implies:

¯̄̄
K̂3

¯̄̄
≤ K3ε+ (tL) +K3� |b+ (tL)|

Since K3 = 0.040261, L3 = 1.006519 and ∆g > ε+ (tL), K3ε+ (tL)¿ L3 (∆g). The above

inequality therefore shows that provided K3� |b+ (tL)| is small compared to ∆g,
¯̄̄
K̂3

¯̄̄
is

small compared to L3 (∆g). As |b+ (tL)| is a bounded function of tL, and �,K3 ¿ 1, this

should be true for sufficiently large ∆g. (6.52) and the fact that g+I (t; tL) ≈ L3 (∆g) e
− t
T3

for t > tMI (tL) therefore imply that given sufficiently large ∆g, for t large compared to

max
©
T1, t

M
I (tL)

ª
,
P3

j=1KjCje
− (t−tL)

Tj will be small compared to g+I (t; tL). It then follows

from (6.50) that for t large compared to max
©
T1, t

M
I (tL)

ª
ĝ+ (t) ≈ g+I (t; tL) + e

− (t−tL)2�

3X
j=1

KjAj cos

µ
d

�
(t− tL) +Bj

¶

which suggests ĝ+ (t) will be a damped oscillation about g+I (t; tL) in this range.

Since ĝ+ (t) is increasing on [0, tL], it can be concluded that provided ∆g is sufficiently

large, as t is increased from 0, ĝ+ (t) will increase to a maximum at tM+ (tL) > tL before

decreasing to 0 by executing damped oscillations about g+I (t; tL). Moreover, as g
+
I (t; tL) ≈

L3 (∆g) e
− t
T3 for t > tMI (tL) and L3 ≈ 1, these oscillations may cause ĝ+

¡
tM+ (tL)

¢
to

exceed ∆g. In such cases ĝ+ (t), and hence g+ (t), will therefore model a saccade towards

∆g degrees with a dynamic overshoot (cf. section 1.1.2). Note that since g− (t) = −g+ (t),
this implies g− (t) will model a saccade towards − (∆g) degrees with a dynamic overshoot.

Figures (6-9)-(6-11) are plots of g+ (t) on [0, 0.8] obtained for choices of ∆g and α such that

α lies in A with � > �0F (α, β). Also shown on the plots are ĝ+ (t) on [0, tL] and g
+
I (t; tL) on

[tL, 0.8]. For these choices of ∆g and α, g+ (t) can indeed be seen to simulate a dynamic

overshoot.

In contrast to the more mathematical treatment above, there is a geometric interpretation
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Figure 6-9: Plot of g+ (t) on [0, 0.8] for α = 100, β = 4.5, � = 0.015, ∆g = 20 (black line).
The functions ĝ+ (t) on [0, tL] and g+I (t; tL) on [tL, 0.8] are plotted in red. tL = 0.063.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0

5

10

15

20

25

30

35

40

45

t

Figure 6-10: Plot of g+ (t) on [0, 0.8] for α = 40, β = 1.5, � = 0.02, ∆g = 35 (black line).
The functions ĝ+ (t) on [0, tL] and g+I (t; tL) on [tL, 0.8] are plotted in red. tL = 0.08.
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Figure 6-11: Plot of g+ (t) on [0, 0.8] for α = 100, β = 6, � = 0.015, ∆g = 10 (black line).
The functions ĝ+ (t) on [0, tL] and g+I (t; tL) on [tL, 0.8] are plotted in red. tL = 0.05.

of the observation that g± (t) models a normometric saccade for small values of � with

� < �F (α, β), while g± (t) models a dynamic overshoot for � > �F (α, β). Recall from sec-

tion 3.6.3 that as � is increased from 0 through �F (α, β) for a fixed α and β with α < Λ+β,

trajectories of ẏ = Y (y) with initial condition in B (0) begin to follow the slow manifold
SM less and less closely, until they eventually begin to spiral around the invariant line L0

as they approach the origin. This suggests that the evolution from normometric saccades

to dynamic overshoots as � is increased from 0 can be viewed as a consequence of the

corresponding burster system trajectories following SM less closely as they converge to the

origin. Figures (6-12)-(6-13) show the effects on both g− (t) and the corresponding trajecto-

ries of ẏ = Y (y) of increasing � from 0 through �0F (α, β) for {α = 100, β = 3.75,∆g = 20}.
The behaviour shown in these figure seem consistent with this interpretation.

The form of g+P (t) in region B

As stated above, it is being assumed that � is sufficiently small for 0 to be a stable node

of ẏ = Y (y), and for y+ (0) ∈ B
¡
y+1
¢
. Recall the expression (6.44) for g+P (t):

g+P (t) =
3X

j=1

Kje
− t
Tj

Z t

tL

e
s
Tj w+L (s− tL) ds (6.53)
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Figure 6-12: Plots of g− (t) on [0 0.5] for α = 100, β = 3.75, ∆g = 20 and the � values 0.001
(black line), 0.01 (red line) and 0.015 (blue line). For this choice of (α, β), �0F (α, β) = 0.065.
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Figure 6-13: Projection onto the (r − l, ε) plane of the trajectories of ẏ = Y (y) corre-
sponding to the simulated saccades of figure (6-12). The dotted line represents the slow
manifold SM .
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Equations (6.29)-(6.30) imply that in this range, ∀t ≥ tL

w+L (t− tL) = Ae
µ12
�
(t−tL) +Be

µ13
�
(t−tL)

with

d =
q
∆1 (α, β)

2 − 4� ¡Γ+1 (α, β) + Γ−1 (α, β)¢
µ12 = 1

2 (∆1 (α, β) + d)

µ13 = 1
2 (∆1 (α, β)− d)

A = −1d (µ13 (ε+ (tL)− ε1) + �b+ (tL))

B = 1
d (µ12 (ε+ (tL)− ε1) + �b+ (tL))

and b+ (tL) = r+ (tL) − l+ (tL). Substituting the above into (6.53) leads to the following

expression for g+P (t) on [tL,∞)

g+P (t) =
3X

j=1

Kj

ÃÃ
Aje

µ12(t−tL)
� +Bje

µ13(t−tL)
�

!
− (Aj +Bj) e

− (t−tL)
Tj

!
(6.54)

where for 1 ≤ j ≤ 3:

Aj = −�Tj (µ13 (ε+ (tL)− ε1) + �b+ (tL))

d (Tjµ12 + �)

Bj =
�Tj (µ12 (ε+ (tL)− ε1) + �b+ (tL))

d (Tjµ13 + �)

A very similar analysis to that of case 1 in the analysis of region A implies that given �

sufficiently small, ∀t ≥ tL:

¯̄
g+P (t)

¯̄
/ 2

⎛⎝ 3X
j=1

¯̄̄
KjÂj

¯̄̄
+
¯̄̄
B̂
¯̄̄ 3X
j=1

|Kj |
⎞⎠ (6.55)

where for 1 ≤ j ≤ 3

¯̄̄
KjÂj

¯̄̄
≤ |L2| |∆1 (α, β)| (ε+ (tL)− ε1)¯̄¡

Γ+1 (α, β) + Γ
−
1 (α, β)

¢
Tj +∆1 (α, β)

¯̄ (6.56)

and:

B̂ = − 1

∆1 (α, β)
2

µ
b+ (tL) +

µ
Γ+1 (α, β) + Γ

−
1 (α, β)

∆1 (α, β)

¶
(ε+ (tL)− ε1)

¶
�2
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As stated earlier, for tL < t < tMI (tL):

g+I (t; tL) ' 0.34 (∆g − ε+ (tL))

The form of B̂ implies B̂ → 0 as �→ 0. It therefore follows from (6.55), (6.56) and the above

expression that provided∆g is large compared to ε+ (tL), and
¯̄¡
Γ+1 (α, β) + Γ

−
1 (α, β)

¢
Tj +∆1 (α, β)

¯̄
is not small compared to |L2| |∆1 (α, β)| for 1 ≤ j ≤ 3, then

¯̄
g+P (t)

¯̄
will be small

compared to g+I (t; tL) on
¡
tL, t

M
I (tL)

¢
, for � sufficiently small. Noting that ε∗ = ε1

in the parameter range considered here, the analysis of g+I (t; tL) given earlier implies

g+I (t; tL) ≈ L3 (∆g − ε1) e
− t
T3 for t > tMI (tL) (cf. figure (6-5)). Under the assumptions

on the relative sizes of {∆g, ε+ (tL)} and
©¯̄¡
Γ+1 + Γ

−
1

¢
Tj +∆1

¯̄
, |L2| |∆1|

ª
, (6.55) and

(6.56) therefore also suggest that for sufficiently small �,
¯̄
g+P (t)

¯̄
will be small compared to

g+I (t; tL) for t > tMI (tL) with t small compared to T3. Fix tM > tMI (tL) such that tM is

small compared to T3. Since

ĝ+ (t) = g+I (t; tL) + g+P (t)

on [tL,∞), the arguments above imply that, provided the assumptions made hold, ĝ+ (t)
will be a small perturbation of g+I (t; tL) on [tL, tM ] for � sufficiently small. The form

of g+I (t; tL) on [tL,∞) therefore suggests that as t is increased from 0 to tM , ĝ+ (t)

will increase to a maximum at tM+ (tL) with tM+ (tL) ≈ tMI (tL), before decreasing with

ĝ+ (t) ≈ L3 (∆g − ε1) e
− t
T3 for t > tM+ (tL). Moreover, ĝ+

¡
tM+ (tL)

¢ ≈ (∆g − ε1) g
M
E .

Since gME ≈ 1, this suggests two possibilities for the form of ĝ+ (t), and hence of g+ (t)

on [0, tM ], depending on the size of ∆g relative to ε1. If ∆g is large compared to ε1,

g+ (t) will model a normometric saccade to ∆g degrees on [0, tM ], which drifts back to-

wards 0 like L3 (∆g − ε1) e
− t
T3 as t → tM . As g− (t) = −g+ (t), g− (t) will therefore

model a normometric saccade to − (∆g) degrees on [0, tM ], which drifts back towards 0
like −L3 (∆g − ε1) e

− t
T3 as t → tM . If ∆g > ε1, but is of the same order as ε1, g+ (t)

will model a hypometric saccade towards ∆g degrees on [0, tM ], which drifts back towards

0 like L3 (∆g − ε1) e
− t
T3 as t → tM (cf. section 1.1.2). Conversely, g− (t) will model a

hypometric saccade towards − (∆g) degrees on [0, tM ] which drifts back towards 0 like
−L3 (∆g − ε1) e

− t
T3 as t→ tM . Figures (6-14)-(6-16) are plots of g+ (t) on [0, 0.8] obtained

for choices of ∆g and α such that α lies in B, with � sufficiently small for 0 to be a stable

node of ẏ = Y (y) and for y+ (0) ∈ B
¡
y+1
¢
. Also shown are the function L3 (∆g − ε1) e

− t
T3

on [0, 0.8] together with ĝ+ (t) on [0, tL] and g
+
I (t; tL) on [tL, 0.8]. For the parameters used
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Figure 6-14: Plot of g+ (t) on [0, 0.8] for α = 206, β = 3, � = 0.002, ∆g = 0.7 (black line).

ε1 = 0.106391 in this case. The function L3 (∆g − ε1) e
− t
TN is plotted in blue while ĝ+ (t)

on [0, tL] and g+I (t; tL) on [tL, 0.8] are plotted in red. tL = 0.0174.

to obtain figures (6-14) and (6-15), ∆g is of a similar size to ε1, while for the choice of

parameters used to obtain figure (6-16), ∆g is large compared to ε1.In all 3 cases, the shape

of g+ (t) is as predicted. Note that since ε1 is bounded above by εH , for sufficiently large

values of ∆g, g± (t) will model a normometric saccade.

6.2 The form of the gaze time series for limit cycle attractors

Assume that α lies in one of C and D, where the attractors are the limit cycles Ĉ+ and
Ĉ−, or in one of E and F, where the attractor is the limit cycle Ĉ2 (cf. figure (5-25)). As
in section 6.1, fix ∆g > 0, set z±0 = (0,0, 0,± (∆g))T and define z± (t) ∀t ≥ 0 by:

z± (t) = (x± (t) ,y± (t))T = (g± (t) , v± (t) , n± (t) , r± (t) , l± (t) , ε± (t))T = ψt

¡
z±0
¢

Again, g+ (t) simulates a saccade to ∆g degrees and g− (t) simulates a saccade to − (∆g)
degrees. Also, ∀t ≥ 0, z− (t) = Σz+ (t), which implies g− (t) = −g+ (t). Write Ĉ for the
limit cycle associated with z+ (t). Then ∃z0+ ∈ Ĉ such that z+ (t) → ψt

¡
z0+
¢
as t → ∞.

The symmetry therefore implies z− (t)→ ψt

¡
z0−
¢
as t→∞, where z0− = Σz0+. Define the
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Figure 6-15: Plot of g+ (t) on [0, 0.8] for α = 107, β = 1.5, � = 0.0015, ∆g = 0.5 (black

line). ε1 = 0.110704 in this case. The function L3 (∆g − ε1) e
− t
TN is plotted in blue while

ĝ+ (t) on [0, tL] and g+I (t; tL) on [tL, 0.8] are plotted in red. tL = 0.016.
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Figure 6-16: Plot of g+ (t) on [0, 0.8] for α = 404, β = 6, � = 0.001, ∆g = 25 (black line).

ε1 = 0.089516 in this case. The function L3 (∆g − ε1) e
− t
TN is plotted in blue while ĝ+ (t)

on [0, tL] and g+I (t; tL) on [tL, 0.8] are plotted in red. tL = 0.0358.
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functions z±S (t) and z
±
T (t) for t ≥ 0 by:

z±S (t) =
¡
g±S (t) , v

±
S (t) , n

±
S (t) , r

±
S (t) , l

±
S (t) , ε

±
S (t)

¢T
= ψt

¡
z0±
¢

z±T (t) =
¡
g±T (t) , v

±
T (t) , n

±
T (t) , r

±
T (t) , l

±
T (t) , ε

±
T (t)

¢T
= z± (t)− ψt

¡
z0±
¢

Then ∀t ≥ 0

z± (t) = z±S (t) + z
±
T (t)

where z±T (t)→ 0 as t→∞. In particular, ∀t ≥ 0:

g± (t) = g±S (t) + g±T (t) (6.57)

where g±T (t)→ 0 as t→∞. The uniqueness of solutions of the saccadic equations implies
that ∀t ≥ 0, z−S (t) = Σz

+
S (t). This in turn implies that z

−
T (t) = Σz

+
T (t) ∀t ≥ 0. It

therefore follows from the form of Σ that ∀t ≥ 0, g−S (t) = −g+S (t) and g−T (t) = −g+T (t).

It has thus been shown that as t→∞, the gaze time series g± (t) converges to a periodic
time series associated with the corresponding limit cycle attractor. The analysis of the

morphology of these periodic time series given in section 5.8.4 forms the basis of the

discussion of the morphology of g± (t) in the ranges C to F given below.

6.2.1 Region C

The analysis of section 5.8.4 suggested that in this region, g±S (t) is a small amplitude

oscillation. Figures (6-17) and (6-18) are plots of g+ (t) and g− (t) respectively for two

choices of ∆g and α such that α lies in C. Each time series is shown on the interval [0, 5].

It can be seen in each case that g± (t) models a normometric saccade to ± (∆g) degrees
with a post-saccadic small-amplitude oscillation. This was the typical behaviour observed

in this parameter range.

6.2.2 Region D

The analysis of section 5.8.4 suggested that in this region, g±S (t) has the form of a jerk

nystagmus waveform which has extended foveation periods for � close to �G (α, β). Figures
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Figure 6-17: The gaze time series g+ (t) on [0, 5] for α = 207.656, β = 3, � = 0.006,
∆g = 0.5.
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Figure 6-18: The gaze time series g− (t) on [0, 5] for α = 306.84, β = 4.5, � = 0.005,
∆g = 0.7.
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Figure 6-19: The gaze time series g+ (t) on [0, 1] for α = 180, β = 2.25, � = 0.002, ∆g = 10.

(6-19)-(6-20) and (6-21)-(6-22) are plots of g+ (t) and g− (t) respectively for two choices of

∆g and α such that α lies in D, and � is small compared to �G (α, β). Each time series

is shown on the interval [0, 1] and an interval of the form [t1, t2] with t1 À 1. g± (t) is

seen to have the form of a normometric saccade to ± (∆g) degrees, with a post-saccadic
large-amplitude oscillation that decays slowly to a periodic jerk nystagmus waveform. This

was the typical behaviour observed for � small compared to �G (α, β).

Figures (6-23)-(6-24) and (6-25)-(6-26) are plots of g+ (t) and g− (t) respectively for two

choices of ∆g and α such that α lies in D, and � is close to �G (α, β). Each time series is

shown on the interval [0, 3.5] and an interval of the form [t1, t2] with t1 À 3.5. g± (t) is

seen to have the form of a normometric saccade to ± (∆g) degrees, with a post-saccadic
large-amplitude oscillation that converges slowly to a periodic jerk nystagmus waveform

with an extended foveation period. This was the typical behaviour observed for � close to

�G (α, β).

Note that since g−S (t) = −g+S (t), the direction of the beat of the simulated nystagmus
is dependent on the initial direction of the saccade. (This can be seen clearly in figures

(6-19)-(6-26)). In more detail, assume that y+ (0) ∈ B (C+) so that ε+S (t) is associated with
the limit cycle C+. In this case, the fast motion of ε+S (t) is towards −∞ (cf. section 4.6.1).

The approximation g+S (t) ≈ −ε+S (t− tg) +
­
ε+S (t)

®
established in section 5.8.3 therefore

implies that the fast motion in g+S (t) will be towards +∞, and hence g+S (t) will have the
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Figure 6-20: The gaze time series g+ (t) on [42, 42.6] for α = 180, β = 2.25, � = 0.002,
∆g = 10.
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Figure 6-21: The gaze time series g− (t) on [0, 1] for α = 310, β = 4.5, � = 0.001, ∆g = 15.
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Figure 6-22: The gaze time series g− (t) on [38, 38.8] for α = 310, β = 4.5, � = 0.001,
∆g = 15.
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Figure 6-23: The gaze time series g+ (t) on [0, 3.5] for α = 420, β = 6, � = 0.0048, ∆g = 5.
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Figure 6-24: The gaze time series g+ (t) on [34, 37.5] for α = 420, β = 6, � = 0.0048,
∆g = 5.
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Figure 6-25: The gaze time series g− (t) on [0, 3.5] for α = 320, β = 4.65, � = 0.0047,
∆g = −12.
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Figure 6-26: The gaze time series g− (t) on [35.5, 39] for α = 320, β = 4.65, � = 0.0047,
∆g = −12.

form of a right-beating jerk nystagmus. As g−S (t) = −g+S (t), g−S (t) will therefore have
the form of a left-beating jerk nystagmus. Conversely, if y+ (0) ∈ B (C−), g+S (t) will be a
left-beating nystagmus and g−S (t) a right-beating nystagmus. Note that if � is sufficiently

small for trajectories of ẏ = Y (y) not to cross the plane P , then as ∆g > 0, y+ (0) ∈ N+,

and hence y+ (t) is confined to N+ ∀t ≥ 0. This implies y+ (0) ∈ B (C+).

6.2.3 Region E

The analysis of 5.8.4 suggested that in this parameter range, g±S (t) resembles a bilateral

jerk nystagmus which has extended foveation periods for � close to �G (α, β). Figures (6-

27)-(6-28) and (6-29)-(6-30) are plots of g+ (t) and g− (t) respectively for two choices of ∆g

and α such that α lies in E, and � is large compared to �G (α, β). Each time series is shown

on the interval [0, 2] and an interval of the form [t1, t2] with t1 À 2. g± (t) is seen to have

the form of a normometric saccade to ± (∆g) degrees with a post-saccadic large-amplitude
oscillation that converges slowly to a periodic bilateral jerk nystagmus. Such behaviour

was typical for � large compared to �G (α, β) in this range.

Figures (6-31)-(6-32) and (6-33)-(6-34) are plots of g+ (t) and g− (t) respectively for two

choices of ∆g and α such that α lies in E, and � is close to �G (α, β). Each time series is

plotted on the interval [0, 4] and on an interval of the form [t1, t2] with t1 À 4. g± (t) is
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Figure 6-27: The gaze time series g+ (t) on [0, 2] for α = 260, β = 3.75, � = 0.006, ∆g = 17.
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Figure 6-28: The gaze time series g+ (t) on [90, 91.5] for α = 260, β = 3.75, � = 0.006,
∆g = 17.
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Figure 6-29: The gaze time series g− (t) on [0, 2] for α = 400, β = 5.55, � = 0.0065,
∆g = 30.
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Figure 6-30: The gaze time series g− (t) on [108, 110] for α = 400, β = 5.55, � = 0.0065,
∆g = 30.

294



0 0.5 1 1.5 2 2.5 3 3.5 4
0

5

10

15

20

25

30

t

g +(t)

Figure 6-31: The gaze time series g+ (t) on [0, 4] for α = 134, β = 1.8, � = 0.005, ∆g = 24.
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Figure 6-32: The gaze time series g+ (t) on [160, 164] for α = 134, β = 1.8, � = 0.005,
∆g = 24.
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Figure 6-33: The gaze time series g− (t) on [0, 4] for α = 340, β = 4.8, � = 0.0049, ∆g = −6.
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Figure 6-34: The gaze time series g− (t) on [50, 54] for α = 340, β = 4.8, � = 0.0049,
∆g = −6.
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Figure 6-35: The gaze time series g− (t) on [0, 2] for α = 380, β = 5.1, � = 0.05, ∆g = −6.

seen to have the form of a normometric saccade to ± (∆g) degrees, with a post-saccadic
large-amplitude oscillation that converges slowly to a periodic bilateral jerk nystagmus

with an extended foveation period. This was the typical behaviour observed for � close to

�G (α, β) for parameters in this range.

6.2.4 Region F

It was argued during section 5.8.4 that in this parameter range, g±S (t) has the form of

a pendular nystagmus. Plots of g− (t) and g+ (t) for two choices of ∆g and α such that

α lies in F are given in figures (6-35)-(6-36) and (6-37)-(6-38) respectively. Each time

series is plotted on the interval [0, 2] and on an interval of the form [t1, t2] with t1 À 2.

The figures indicate that g± (t) has the form of a hypermetric saccade to ± (∆g) degrees,
with a post-saccadic large-amplitude oscillation that decays slowly to a periodic pendular

nystagmus. This was the typical behaviour observed in this parameter range.

6.3 Classification of the simulated saccadic behaviours

Collecting the analysis and observations of the last two sections leads to figure (6-39).
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Figure 6-36: The gaze time series g− (t) on [34, 37] for α = 380, β = 5.1, � = 0.05, ∆g = −6.
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Figure 6-37: The gaze time series g+ (t) on [0, 2] for α = 140, β = 1.8, � = 0.05, ∆g = 24.
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Figure 6-38: The gaze time series g+ (t) on [132, 134] for α = 140, β = 1.8, � = 0.05,
∆g = 24.

6.4 Biological implications

This section presents a number of possible implications for the understanding of saccadic

dysmetria and CN that can be inferred from the analysis of the saccadic equations. Where

appropriate, experiments are outlined to further investigate these hypotheses.

6.4.1 The existence of a continuum of saccadic behaviours

One of the most significant implications of this work is that a single model of the saccadic

system is able to simulate both normal and abnormal behaviour. This suggests that the

oculomotor pathologies simulated by the model, such as CN, may simply be a consequence

of the components of the saccadic system operating outside of their normal range, while

remaining structurally intact. The pathologies are therefore what are sometimes referred

to as dynamical diseases [40]. This proposed characterisation of CN as a dynamical

disease contrasts with the work of Optican et al, who proposed that CN is a consequence

of miswiring in the oculomotor system (cf. section 1.1.3).

Another important prediction of the model is that it is possible to move between the differ-

ent types of behaviour classified in figure (6-39), by altering the parameters of the system.

This is consistent with experimental observations that, depending on the environmental
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Figure 6-39: Saccadic behaviours modelled by the saccadic equations for initial conditions
(0, 0, 0, 0, 0,± (∆g))T when α lies in the intersection of ΠP with the union of regions A-F
of Π̂P .
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conditions, non-nystagmats can produce both normometric and dysmetric saccades, while

nystagmats can exhibit several types of CN waveform (cf. 1.1.3). Additionally, the model

predicts which behaviours may be associated with each other in parameter space. Since α

and β relate to the basic firing properties of neurons, it seems reasonable to assume that

they will be fixed quite early on in the development of the oculomotor system. As stated in

section 2.3, the parameter � can be characterised as a measure of how quickly the bursters

respond to the driving motor error signal. � might therefore be expected to show greater

variability than α and β, as it will be affected by factors such as the chemical environment

of the bursters. Under these assumptions on the variability of the parameters, the model

suggests, for example, that a normometric saccade is unlikely to develop a post-saccadic

oscillation, but may develop into a dynamic overshoot. It also suggests that a jerk oscilla-

tion has the capacity to develop into both a bilateral jerk and a pendular nystagmus (cf.

figure (6-39)). Such observations can provide the basis of experiments to determine the

validity of the model as a predictor of saccadic behaviour (cf. 6.4.2 and 6.4.3 below).

6.4.2 Dynamic overshoots in non-nystagmats result from a large value

of �

The discussion of section 6.1 suggested that for 0 < α < Λ+β, normometric saccades evolve

into dynamic overshoots with increasing �, as a consequence of the corresponding burster

system trajectories following the slow manifold SM less closely as they converge to the

origin. This predicted capacity of normometric saccades to develop into dynamic overshoots

is consistent with experimental evidence showing that both behaviours can be observed in

the same subject (cf. section 1.1.3). In the case of humans, the hypothesis that dynamic

overshoots result from large values of � cannot be tested directly by observing trajectories

in the burst neuron firing against motor error phase plane, as this would involve invasive

single neuron recording techniques such as those used by Van Gisbergen et al (cf. section

2.3). However, under the assumption that decreased burst neuron reaction times can be

associated with reduced attention, simple experiments based on reducing the attention of

a subject in a controlled manner could be conducted, to test this hypothesis indirectly.

One such approach to reducing attention would be the measured administration of known

tranquillising agents to the subject over a recording period. Another recognised technique is

to use visual distractions to break the attentional state [41]. Finally, since visual inattention
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is known to be correlated with fatigue, it would be interesting to investigate whether

dynamic overshoots became more prevalent in a subject during recording periods spread

out over the course of a day.

6.4.3 Jerk nystagmus can evolve into both bilateral jerk and pendular

nystagmus

One of the most interesting predictions of the model is the possibility of moving between

the jerk, bilateral jerk and pendular nystagmus waveforms by varying the � parameter in

the range α > α̂C (β) (cf. figure (6-39)). This prediction appears to be consistent with the

observation that jerk nystagmus can exhibit transient periods of the bilateral oscillation.

Assuming again that the � parameter can be identified with attention, the prediction is

also consistent with experimental evidence which shows that some subjects who exhibit

jerk nystagmus in high attention conditions can switch to a pendular waveform under

conditions of reduced attention (cf. section 1.1.3). The prediction could be explored by

using the same techniques to reduce attention in a subject as those suggested above in the

discussion of dynamic overshoots. In the event that reasonable control over the waveform

could be established, a secondary experiment would be to investigate whether jerk and

bilateral jerk waveforms with extended foveation times may be induced by varying the

level of attention so as to bring � close to �G (α, β).

6.4.4 Hypometric saccades and nystagmus are caused by a pathological

off response

The analysis of the saccadic equations showed that given a fixed β and � in the ranges of

interest, hypometria is observed in saccades of small amplitude for Λ+β < α < αH (β),

while nystagmus is observed for α > αH (β) (cf. figure (6-39)). This suggests that small

amplitude hypometric saccades and the modelled nystagmuses (jerk, pendular etc.) both

result from an inappropriately large off response. The interpretation of the off response as a

braking saccade (cf. section 2.3) provides a physiological interpretation of these pathologies.

Recall that the braking saccade is a small centrifugal tug on the eye towards the end of

the movement, which prevents the eye overshooting the target. Hypometric saccades can

be attributed to a braking saccade which has increased in magnitude to a level where it is

causing the eye to be brought to a halt before the target gaze angle is achieved. Similarly,
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the modelled oscillations may be thought of as resulting from a braking saccade of sufficient

magnitude to produce a large movement of the eye in the opposite direction to that of the

saccade. This reverse motion in turn causes the onset of an oscillatory instability through

the reciprocal inhibition of the bursters.

6.4.5 For small �, the most likely oscillatory behaviour is jerk nystagmus

The bifurcation structure of the saccadic model implies that in the oscillatory regime

α > αH (β), there are two possible types of behaviour that may occur for small �, depending

on the sign of α − ᾱC (β). If α < ᾱC (β), the oscillation is a small-amplitude nystagmus,

while if α > ᾱC (β), the oscillation is a large-amplitude jerk nystagmus (cf. figure (6-39)).

It should be noted that the absence of a steady progression from a small oscillation to a

fully developed jerk waveform as α is increased from αH (β) for small � is a consequence

of the canard structure of the model discussed in section 4.6.

It was shown in section 3.6.1 that αH (β) is an increasing function of β on (εH , β2). Since

εH < 1.5 and β2 > 6, this implies that αH (β) is increasing on (1.5, 6), the β range of

ΠP (cf. (6.1)). It was also stated on the basis of numerical evidence in section 4.6 that

ᾱC (β) − αH (β) is a decreasing function of β on (βC , β2). Since βC < 1.5 and β2 > 6,

ᾱC (β)−αH (β) is therefore decreasing on (1.5, 6). Combining these facts implies that the

quantity

ᾱC (β)− αH (β)

αH (β)

is a decreasing function of β on (1.5, 6). Hence, ∀1.5 < β < 6:

ᾱC (β)− αH (β)

αH (β)
<

ᾱC (1.5)− αH (1.5)

αH (1.5)

Numerics indicate that ᾱC(1.5)−αH(1.5)
αH(1.5)

< 0.001. Hence, ᾱC (β) ≈ αH (β) on (1.5, 6). This

suggests that given � small, the most likely oscillatory instability is jerk nystagmus. Assum-

ing again that � can be identified with attention, the implication of this analysis appears

to be that nystagmats are most likely to exhibit the large-amplitude jerk oscillation under

high attention conditions, rather than the small-amplitude oscillation.

During the investigation of the canard surface � = �C (α, β), determining the value of

α̂C (β) for a given 1.5 < β < 6 accurately proved to be computationally very difficult.
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Numerics did however suggest that in this range, α̂C (β) ≈ ᾱC (β). The model therefore

also predicts that jerk nystagmus is most likely to evolve into bilateral jerk and pendular

nystagmus with increasing �; the transition to a small-amplitude nystagmus is unlikely to

be observed.

6.4.6 The fast phases of jerk and bilateral jerk nystagmus may not be

corrective

Recall from section 1.1.3 that in the model of congenital nystagmus proposed by Optican

et al, the fast phases of CN are believed to be a corrective motion, which counters drift

of the eye caused by an instability of the gaze-holding system [7]. The bilateral saccadic

model challenges this idea. In this model, the existence of a periodic gaze time series

gS (t) resembling jerk or bilateral jerk nystagmus is attributable to the slow-fast form

of the associated error time series εS (t). This slow-fast form is inherited by gS (t) as a

consequence of the properties of the filter relating the error and gaze time series of periodic

solutions (cf. section 5.8.3). The slow fast-form of εS (t) itself results from the orientation

of the slow manifold SM in the (r − l, ε) plane, as discussed in more detail in section 4.6.1.

The implication is that in the case of jerk and bilateral jerk nystagmus, the fast phase of

the nystagmus may not be a corrective motion, but simply a consequence of the underlying

geometry of the dynamics.

6.4.7 The modelled nystagmuses are periodic, with the beat direction of

jerk nystagmus dependent on the saccade direction

As stated in section 1.1.3, congenital nystagmus waveforms are nonperiodic, although they

do have a strong periodic component. By contrast, all oscillatory behaviour predicted by

the model is asymptotically periodic, due to the equations having only fixed points and

limit cycles as attractors. The inability of the model to generate nonperiodic behaviour is

one area that requires investigation, and is elaborated on further in chapter 7.

Another implication of the model is that in jerk nystagmus, the direction of the beat

following a saccade is dependent on the saccade direction (cf. section 6.2.2). This conflicts

with experimental evidence showing that jerk nystagmus tends to have a preferred beat

direction, which is unaffected by a saccadic movement [22]. The predicted correlation
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of beat and saccade direction is a consequence of the fact that the saccadic equations

are symmetric. Consequently, breaking the symmetry of the system may dissociate the

beat and saccade directions. Other possible consequences of breaking the symmetry are

discussed in chapter 7.
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Chapter 7

Conclusions and further work

7.1 Summary of the model analysis

The primary aim of this study was to obtain a classification of the gaze time series associ-

ated with saccade-modelling solutions of the bilateral saccadic model, for choices of α in

the physiological range ΠP that produce biologically realistic simulations of eye movements.

This classification was to be used to provide insight into the mechanisms underlying the

abnormal oculomotor behaviour simulated by the model, such as dynamic overshoot and

congenital nystagmus.

The first phase of the study was an analysis of the burster equations ẏ = Y (y). This

work was presented in chapters 3 and 4. The initial stage of the analysis involved estab-

lishing that solutions exist and are unique. It was then observed that the burster system

has a symmetry, and it was also remarked that the system would be assumed eventually

compact. Following this, the equations were observed to be of slow-fast form for small �,

and restrictions were placed on the behaviour of solutions for small � on the basis of their

interaction with the slow manifold. The fixed points of the equations were then identified,

and their stabilities determined. During this part of the analysis, approximations to the

error time series ε (t) of solutions that converge to fixed points of ẏ = Y (y) were obtained

for large t. This was done by using the linearised dynamics of the burster equations about

a given fixed point to approximate the nonlinear dynamics in the neighbourhood of the

fixed point.

Next, a local analysis of the equations about each of the fixed points was carried out.
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It was discovered that for a fixed �, the bifurcations in the (β, α) plane are organised

by a pair of codimension two points. The first point (β2, α2) was demonstrated to be a

Takens-Bogdanov point, at which curves of saddlenode, homoclinic and supercritical Hopf

bifurcations intersect. The second point
¡
2β0, 2α0

¢
was found to correspond to a nonsmooth

pitchfork bifurcation changing from supercritical to subcritical. This bifurcation was ob-

served to result from a transcritical bifurcation in the related smooth system ẏ = Y+(y).

Additionally, evidence was found for the existence of a curve of Hopf-initiated canards in

the (β, α) plane for β greater than a cut-off value βC , when � is small. It was suggested on

the basis of numerical evidence that this curve also intersects the Takens-Bogdanov point.

The results of the local analysis, together with the restrictions on solutions imposed by

the existence of the slow manifold for small �, were combined to propose a full description

of the attractors of the equations in this range. It was concluded that for small �, the

attractors are stable fixed points or stable limit cycles. Moreover, limit cycles in β > β2

and post-canard limit cycles in β < β2 both have the form of large-amplitude relaxation

oscillations, owing to the interaction of the cycles with the slow manifold.

The next stage in the analysis of the burster equations involved examining the quali-

tative changes in the dynamics caused by increasing � from 0 to 0.05 in the reduced

β range βC < β < 2β0. Increasing � meant that solutions were no longer constrained

by the slow manifold, which introduced the possibility of bifurcations and attractors

other than those observed for small �. It was in fact discovered that in the (α, �) range

{0 < α < 2.5α0, 0 < � < 0.05}, there are two global bifurcations, in addition to the bifurca-
tions associated with the codimension two points and the canard. The first of these bifur-

cations was characterised as a nonsmooth gluing bifurcation, in which a pair of symmetry-

related limit cycles become simultaneously homoclinic at the origin, forming a symmetric

limit cycle. The bifurcation was observed to be qualitatively equivalent to a smooth gluing

bifurcation of the saddle type, with saddle index greater than 1.

The second global bifurcation that was found also involves the creation of a symmetric limit

cycle. This bifurcation, termed the H-bifurcation, occurs in one of two ways; in the type

I bifurcation, the creation of the cycle does not appear to involve any other trajectories,

while in the type II bifurcation, the creation of the cycle coincides with the catastrophic

destruction of a pair of symmetry-related cycles. The type I bifurcation was found to occur

for all βC < β < 2β0. The type II bifurcation was observed to occur for β̂C < β < 2β0,

where β̂C > βC is a value of β at which the curve of canards begins to intersect the curve
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of gluing bifurcations in the (α, �) plane. No obvious explanation for the occurrence of the

H-bifurcation could be found. The mechanism underlying the H-bifurcation could provide

an interesting area for further investigation.

Following the discussion of the H- and gluing bifurcations, the morphology of the error time

series associated with limit cycles in the range
©
β̄C < β < 2β0, α̂C (β) < α < 2.5α0, 0 < � < 0.05

ª
was examined. Here, for each β̂C < β < 2β0, α̂C (β) is the α value corresponding to the

intersection of the curve of canards with the curve of gluing bifurcations in the (α, �) plane.

Also, β̄C > β̂C represents a value of β such that for all β̄C < β < 2β0, the only bifurcation

in the (α, �) plane for α > α̂C (β) is the gluing bifurcation. It was discovered that for � less

than �G (α, β) in
©
β̄C < β < 2β0, α̂C (β) < α < 2.5α0, 0 < � < 0.05

ª
, the error time series

associated with the pair of pre-gluing symmetry-related limit cycle attractors have a slow-

fast form. This form causes the error time series to resemble jerk nystagmus waveforms,

and was attributed to the asymmetric double-loop form of the slow manifold in the (r − l, ε)

plane. As � is increased towards �G (α, β) and the limit cycles approach homoclinicity, the

corresponding error time series take on the form of a jerk nystagmus with an extended

foveation period. For � greater than �G (α, β) with |�− �G (α, β)| not too large, the error
time series associated with the post-gluing symmetric limit cycle were also observed to

have a slow-fast form. The slow-fast form causes the time series to resemble bilateral jerk

nystagmus waveforms, and was again attributed to the asymmetric double-loop form of

SM in the (r − l, ε) plane. As � is decreased towards �G (α, β) and the limit cycle nears

homoclinicity, the error time series take on the form of a bilateral jerk nystagmus with an

extended foveation period. Increasing � from �G (α, β) to 0.05 was seen to result in the

symmetric limit cycle becoming progressively less confined to SM , causing the correspond-

ing error time series to lose the slow-fast form. For sufficiently large � < 0.05, the error

time series appear sinusoidal and resemble pendular nystagmus waveforms.

The analysis outlined above was used to obtain a proposed classification of the bifurcations

and attractors of the burster equations in the parameter range

Π̂P =
©
β̄C < β < 2β0, 0 < α < 2.5α0, 0 < � < 0.05

ª
containing ΠP . Similarly to the small � case, all attractors in this range were observed

to be stable fixed points or stable limit cycles. On the basis of the classification, Π̂P was

divided into regions labelled A to J. This classification concluded the investigation of the
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burster equations.

The second phase of the study was an analysis of the saccadic equations ż = Z (z), modelled

on the preceding analysis of the burster equations ẏ = Y (y). This work was presented

in chapter 5. The initial stage of the analysis involved showing that solutions exist and

are unique. Next, it was established that the saccadic system has a symmetry and is

eventually compact. Following this, the skew-product form of the saccadic equations was

used to demonstrate that the projection map π provides a bijection from the set of ω-limit

sets of the saccadic equations to the set of ω-limit sets of the burster equations. Moreover, if

A is an attractor of ż = Z (z), then πA is an attractor of ẏ = Y (y). It was then established
that there is a one-to-one relationship between the fixed points of the burster and saccadic

equations, and that the stability of a given fixed point of ż = Z (z) is determined by the

stability of the corresponding fixed point of ẏ = Y (y).

The next stage in the investigation involved using Fourier analysis and linear systems

theory, to prove that a stable limit cycle C of ẏ = Y (y) corresponds to a stable limit
cycle C of ż = Z (z). It was concluded from this that the projection map π provides a

bijection from the set of attractors of the saccadic equations to the set of attractors of the

burster equations, when the attractors of the burster equations are fixed points or limit

cycles. This was noted to be the case for choices of α in Π̂P , meaning that the attractors

of ż = Z (z) could be inferred from those of ẏ = Y (y) in this range. By utilising the one-

to-one correspondence between stable limit cycles of ẏ = Y (y) and ż = Z (z), it was then

argued that the nonsmooth gluing bifurcation that occurs at the origin 0 in ẏ = Y (y)

induces a nonsmooth gluing bifurcation at the origin (0,0)T in ż = Z (z). This bifurcation

was observed to be qualitatively equivalent to a smooth gluing bifurcation of the saddle

type with saddle index greater than 1.

Following the discussion of the gluing bifurcation, the previous Fourier analysis was used to

demonstrate that the gaze time series gS (t) associated with a given limit cycle Ĉ of ż = Z (z)
is related to the corresponding error time series εS (t) by a linear filter. Investigation of

the properties of this filter led to the approximation gS (t) ≈ −εS (t− tg) + hεS (t)i, where
tg > 0 is a delay, and hεS (t)i represents the mean value of εS (t). It was observed that
this approximation resulted in gS (t) inheriting the morphology of εS (t) for limit cycle

attractors in the parameter range Π̂P . In particular, for limit cycles where εS (t) models a

congenital nystagmus waveform, gS (t) was seen to model the same waveform.
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The investigation of the saccadic equations concluded with a proposed classification of the

attractors for α ∈ Π̂P , based on the one-to-one correspondence between the attractors of
ẏ = Y (y) and ż = Z (z).

The final phase of the study involved examining the form of the gaze time series g± (t)

associated with saccade-modelling solutions of ż = Z (z), for α in the intersection of ΠP

with the union of regions A to F of Π̂P . Here, for a given ∆g > 0, g+ (t) simulates a

saccade of ∆g degrees from an initial gaze angle of 0, while g− (t) simulates a saccade of

− (∆g) degrees from 0. This work was presented in chapter 6.

The examination of the gaze time series was performed in two stages. During the first

stage, the form of g± (t) was investigated for α lying in regions A and B, in which the

attractors are fixed points. As a consequence of the symmetry of the saccadic equations,

g− (t) = −g+ (t). Hence, in order to determine the forms of both g+ (t) and g− (t) for a given
α in A or B, it was necessary to only determine the form of g+ (t). This was achieved by

first using Laplace transforms to get an expression for g+ (t) in terms of the corresponding

error time series ε+ (t). Next, a piecewise approximation ε̂+ (t) to ε+ (t) was obtained.

ε̂+ (t) was constructed by combining the observation that ε+ (t) is approximately linear for

small t, with an approximation to ε+ (t) for large t that had been established previously

by considering the linearised dynamics of ẏ = Y (y) about its fixed points. Setting ε̂+ (t)

into the expression for g+ (t) yielded a piecewise approximation ĝ+ (t) to g+ (t). Assuming

that ĝ+ (t) is a good approximation to g+ (t) for t ≥ 0, the morphology of g+ (t) could then
be inferred.

In region A, the attractor of ż = Z (z) is the origin (0,0)T . The analysis of the burster

equations had shown that the origin 0 is a stable node of ẏ = Y (y) for � < �0F (α, β), while

for � > �0F (α, β), 0 is a stable fixed point such that trajectories spiral around the stable

manifold L0 as they contract to 0. By examining the form of ĝ+ (t) in both these ranges, it

was shown that g± (t) models a normometric saccade for small � < �0F (α, β), and a dynamic

overshoot for � > �0F (α, β). Moreover, it was observed that the evolution from normometric

saccades to dynamic overshoots which occurs as � is increased through �0F (α, β) could be

viewed as a consequence of the corresponding burster system trajectories following the slow

manifold less closely as they converge to 0. In region B, the attractors of ż = Z (z) are the

symmetry-related pair of fixed points
¡
0,y±1

¢T
, where y±1 = (x1, x1,±ε1)T . The burster

system analysis had shown that y±1 is a stable node of ẏ = Y (y) for small �. By examining

the form of ĝ+ (t) for small �, it was demonstrated that g± (t)models a normometric saccade
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if ∆g is large compared to ε1, and a hypometric saccade if ∆g is of the same order as ε1.

The second stage in the gaze time series analysis involved determining the form of g± (t) for

α lying in regions C-F, where the attractors of ż = Z (z) are limit cycles, with corresponding

gaze time series that simulate congenital nystagmus waveforms. In each of these parameter

ranges, g± (t) was seen to have the form of a saccade towards the required gaze angle

± (∆g), followed by a slow convergence to a periodic time series g±S (t) associated with

the corresponding limit cycle. For α in C, g± (t) was observed to have the form of a

normometric saccade with a post-saccadic small-amplitude nystagmus. In the range D,

g± (t) was seen to model a normometric saccade with a post-saccadic jerk nystagmus that

develops an extended foveation period as � → �G (α, β). It was shown that the relation

g−S (t) = −g+S (t), derived from the symmetry of ż = Z (z), means that the direction of the

beat of the simulated nystagmus is coupled to that of the saccade. For α in E, g± (t)

was observed to simulate a normometric saccade, followed by a post-saccadic bilateral jerk

nystagmus that develops an extended foveation period as � → �G (α, β). Finally for α in

F, g± (t) was seen to have the form of a hypermetric saccade with a post-saccadic pendular

nystagmus.

On the basis of the classification obtained in the manner described above, several biological

implications of the model were then discussed. One important implication was the pro-

posed characterisation of congenital nystagmus as a dynamical disease. This opposes the

prevalent control model explanation of CN in terms of structural abnormalities proposed

by Optican et al. The bilateral saccadic model was also observed to suggest the possibility

of moving between different types of oculomotor behaviour, by varying the parameters

α, β and �. It was noted that this is consistent with experimental observations, which show

that the type of saccadic or oscillatory behaviour exhibited by a given subject is dependent

on environmental conditions. Furthermore, under the assumption that α and β are fixed

while � is variable, the model suggests that inducing an increase in � could cause normo-

metric saccades to develop into dynamic overshoots. In addition, the model predicts that

increasing � could cause jerk nystagmus to develop into both bilateral jerk and pendular

nystagmus. Under the assumption that the � parameter can be equated with attention, a

number of experiments to systematically investigate these claims were then suggested.

The model also proposes that both hypometria in small-amplitude saccades and nystagmus

are caused by an inappropriately large off response, or, equivalently, by an inappropriately

strong braking saccade. Hypometric saccades were attributed to an over-powerful breaking
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saccade bringing the eye to a premature halt, while nystagmus was viewed as resulting

from a stronger braking saccade causing a reverse in the direction of the eye, leading to

oscillations. It was also noted that the existence of canards in the saccadic equations

implied that the type of oscillation most likely to be observed for small � is jerk nystagmus.

Consequently, assuming that � corresponds to attention, this suggests that nystagmats

are most likely to exhibit jerk oscillations in high attention conditions. Furthermore, the

canard structure implies that jerk is most likely to develop into bilateral jerk and pendular

nystagmus with increasing �.

Another important implication of the model concerns the nature of the fast phase in con-

genital nystagmus. The analysis of the saccadic equations demonstrated that the fast

phases of the simulated jerk and bilateral jerk waveforms are a consequence of the form

of the slow manifold in the (r − l, ε) plane. This suggests that the fast phases of jerk and

bilateral jerk are not corrective movements, as postulated by Optican et al, but may in

fact be a consequence of an underlying slow-fast system.

Finally, two biologically unrealistic implications of the model were noted. These were the

asymptotic periodicity of all simulated oscillations, and the coupling of beat direction to

saccade direction in jerk nystagmus.

7.2 Suggestions for further development of the model

As was mentioned in section 6.4.7, one important limitation of the model in its current

form is that the CN oscillations it simulates are periodic, while actual CN oscillations are

nonperiodic. There are a number of approaches to modifying the model on the grounds

of biological realism that may result in nonperiodic or even chaotic behaviour. Three

such approaches are outlined here. Each of these is based on modification of the burster

equations.

7.2.1 Incorporation of signal-dependent noise

The first approach involves incorporating the variable responses of burst neurons observed

experimentally. Recall from section 2.3 that the burster function F (ε) is based on a

response curve that was obtained by Van Gisbergen et al by averaging over all the individual
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burst neuron responses they recorded. This suggests replacing the terms F (ε (t)) and

F (−ε (t)) with random variables FR (t) and FL (t) respectively, where for all t ≥ 0, FR (t)
has mean F (ε (t)) and FL (t) has mean F (−ε (t)). Making these changes yields the system
of stochastic differential equations (SDEs) below:

ṙ =
1

�

¡−r − γrl2 + FR(t)
¢

(7.1)

l̇ =
1

�

¡−l − γlr2 + FL(t)
¢

(7.2)

ε̇ = − (r − l) (7.3)

The modified full saccadic equations comprising the plant equations together with (7.1)-

(7.3) will also be a system of SDEs. The particular form of the solutions of this modified

system will of course depend on the distributions of FR (t) and FL (t). Recent work on the

role of signal-dependent noise in neural control systems may provide some insight into the

most appropriate distributions to choose. In a study investigating the effect of noise on the

saccadic control signal, Harris et al found evidence supporting empirical observations that

the variance of burst neuron firing increases with the mean level of firing [42]. Assuming

a well known control model of the saccadic system based on the position feedback model,

Harris et al modelled the pulse b (t) as a deterministic signal augmented with noise, whose

variance increases with the mean value of the signal. Explicitly, b (t) was assumed to have

the form b (t) = u (t) +w (t), where u (t) is a deterministic signal and w (t) is a zero-mean

white noise process with variance proportional to |u (t)|2. Using optimal control techniques,
Harris et al discovered that the choices of u (t) which minimised post-movement positional

variance produced saccades that had position and velocity profiles very similar to those

observed experimentally [42].

Other evidence for the existence of signal-dependent noise in the saccadic system is pro-

vided by some recent work on the analysis of congenital nystagmus time series data using

nonlinear dynamics techniques [43]. Part of this work involved estimating the local dimen-

sion of delay-embedded CN time series at points corresponding to different phases of the

CN cycle. For the traces analysed, the local dimension was observed to increase during

the slow phase, before peaking at the beginning of the fast phase, and decreasing again

as the eye returns to the foveation position. On the basis that motor error increases with

the distance from the foveation position, these observations were proposed to be consistent

with the hypothesis that the variance of burster firing increases with the mean firing level

[43].
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The discussion above suggests that, in the first instance, it may be constructive to model

FR (t) and FL (t) as Poisson random variables. A Poisson random variable X with param-

eter λ is defined by the probability mass function:

P (X = x) = e−λ
λx

x!

The mean and variance ofX are both equal to λ [44]. Modelling FR (t) and FL (t) as Poisson

random variables, with parameters F (ε (t)) and F (−ε (t)) respectively, would therefore be
a simple way of incorporating the signal-dependent noise hypothesis.

It seems reasonable to assume that modifying the bilateral saccadic model through the

inclusion of stochastic terms in the manner described here could produce nonperiodic solu-

tions resembling CN waveforms. However, determining whether any observed nonperiod-

icity is biologically meaningful would require further investigation. In order to confidently

assert that any simulated nonperiodicity was biologically realistic, it would need to be

demonstrated that the modelled variability was not simply a predictable consequence of

adding noise to a periodic system, but was qualitatively similar to the variability observed

in real CN waveforms. Simulated nonperiodic waveforms in which the amplitude of oscil-

lations or the interval between slow and fast phases were confined to a narrow range would

not, for example, be considered biologically realistic, since actual CN waveforms show an

appreciable variation in these quantities [21].

One approach to deciding whether the stochastic model was capable of producing biologi-

cally viable nonperiodicity would be to compare the Fourier spectra of modelled and experi-

mentally recorded CN waveforms. Another would be to delay-embed simulated waveforms,

and examine whether the changes in local dimension observed in actual CN waveforms was

reproduced. If it was found that the stochastic equations are unable to generate biologi-

cally realistic nonperiodicity, this could be taken to suggest that either signal-dependent

noise is not a significant factor in the observed variability of CN waveforms, or that the

noise needs to be incorporated into the model in a different way (e.g. by assuming different

distributions for FR (t) and FL (t)).
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7.2.2 Splitting the symmetry of the equations

Another possible modification to the burster equations on the basis of biological realism

would be to break the symmetry of the burster equations. This can be done in a number of

different ways. One method would be to drop the unrealistic assumption that the equations

for the left and right bursters are the same, up to the change of variables (r, l, ε)T 7−→
(l, r,−ε)T . Instead of using the single function F (ε) to represent the mean responses of

both classes of bursters, separate functions FL (ε) and FR (ε) could be used to model the

left and right responses respectively. If the basic properties of F (ε) were preserved, the

mean left response function FL (ε) would have the form

FL(ε) =

⎧⎨⎩ α0L
³
1− e−ε/β

0
L

´
if ε ≥ 0

−αL
βL

εeε/βL if ε < 0

where α0L, β
0
L, αL and βL are positive parameters. Here α

0
L and β

0
L determine the properties

of the left on response, while αL and βL determine those of the left off response. The form

of the right response function FR (ε) would be similar with parameters α0R, β
0
R, αR and

βR. In addition to invoking separate burster response functions, two separate parameters

γL and γR could be used in place of the single parameter γ to represent the strength of

the mutual inhibition. The quantity γL would determine the strength of the inhibition

of the left bursters by the right bursters. Conversely, γR would determine the strength

of the inhibition of the right bursters by the left bursters. Also, the parameter � which

measures the speed with which bursters react to the motor error signal could be replaced

with separate parameters �L and �R, representing the reaction speeds of left and right

bursters respectively. The most general equations for r and l that incorporate each of

these suggested changes are:

ṙ =
1

�R

¡−r − γRrl
2 + FR(ε)

¢
(7.4)

l̇ =
1

�L

¡−l − γLlr
2 + FL(−ε)

¢
(7.5)

(cf. equations (2.7)-(2.8)). Another modification to the burster equations that would

break their symmetry would be to model the resettable integrator as a ‘leaky’ integrator.

Writing TR for the time constant of the leaky RI would give the following equation for the

eye displacement s:
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ṡ = − 1

TR
s+ b

Setting b = r − l and ε = ∆g − s in the above and rearranging yields:

ε̇ = − 1

TR
ε− (r − l) +

∆g

TR
(7.6)

(cf. equation (2.9)). The original burster equations can be recovered from the asymmetric

equations (7.4)-(7.6) by setting FR (ε) = FL (ε) = F (ε), �R = �L = �, γR = γL = γ and

TR =∞.

The basis for supposing that the symmetry-breaking modifications discussed above could

lead to greater variability in the simulated waveforms, is the nonsmooth gluing bifurcation

of the saccadic equations. Recall that as � increases through �G (α, β) in region D of ΠP , the

asymmetric limit cycles Ĉ+ and Ĉ− merge at the origin to form the symmetric limit cycle Ĉ
in a nonsmooth gluing bifurcation. Moreover, this bifurcation appears to be qualitatively

equivalent to a smooth gluing bifurcation of the saddle type with saddle index δ > 1.

Breaking the symmetry of a smooth gluing bifurcation results in dynamics involving stable

limit cycles with more complicated structures than those observed in the symmetric case

[33], [34], [35]. This suggests that breaking the symmetry of the saccadic equations by

breaking the symmetry of the burster equations may lead to simulated CN waveforms with

a more complex morphology.

In the absence of symmetry, smooth gluing bifurcations have a codimension of 2, since one

parameter is needed to control the homoclinic connection of each limit cycle [33], [34], [35].

A bifurcation diagram for the imperfect gluing bifurcation of the saddle type with δ > 1 is

shown in figure (7-1). It comprises a 2-dimensional parameter plot in which it is assumed

that the parameters controlling the homoclinic connections are µ1 and µ2. At the point

µ1 = µ2 = 0, there are a pair of symmetry-related homoclinic orbits. Writing these orbits

as Γ0 and Γ1, a given limit cycle attractor of the system can be represented by a binary

‘code’ describing the order in time in which the cycle passes through neighbourhoods of

these orbits. The code 011, for example, would correspond to a cycle that winds around

Γ0 once before winding around Γ1 twice. Increasing µ1 through 0 along the line µ1 = µ2

corresponds to the symmetric gluing bifurcation: a pair of asymmetric cycles 0 and 1

combine to form the symmetric cycle 01. If an asymmetric path which crosses the shaded
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 µ2

0, 1 
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1 

01 

Figure 7-1: Bifurcation set for the imperfect gluing bifurcation of the saddle type with
δ > 1.

region is followed, a more complex sequence of bifurcations occurs. Within the shaded

region there exists intricate curves of homoclinic bifurcations which create and destroy

cycles with complicated codes [33], [34], [35]. The exact nature of the bifurcations depends

on both the configuration (figure-of-eight or butterfly) and orientability of the homoclinic

orbits Γ0, Γ1. It can, however, be shown that for a given choice of (µ1, µ2) in the shaded

region, there are at most two stable cycles. Moreover, these cycles have what are called

rotation-compatible codes. These are codes of the form

xyk1xyk2xyk3 . . .

where x, y ∈ {0, 1}, and for all j, kj ∈ {n, n+ 1} for some n > 0. Examples of such codes are

0111011 and 100101010. Each cycle with a rotation-compatible code has a corresponding

rotation number. This is defined as the number of 1s in the code divided by the total length

of the code. The two examples given above have rotation numbers 57 and
4
9 respectively.

For the butterfly configuration with orientable orbits, there is at most one cycle for each

(µ1, µ2) in the shaded region. Moreover, the rotation number varies continuously along a

typical parameter path crossing the shaded region, implying the existence of nonperiodic

attractors [33], [34], [35].

For the nonsmooth gluing bifurcation of interest, the cycles with codes 0 and 1 can be

identified with Ĉ+ and Ĉ− respectively, while the cycle 01 can be identified with Ĉ. If the
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unfolding of the nonsmooth gluing bifurcation is similar to that of the smooth bifurcation,

the discussion above suggests that splitting the symmetry of the model could result in limit

cycle attractors, or even nonperiodic attractors, with rotation-compatible codes. Such cy-

cles would have gaze time series with a more complicated beat cycle than in the symmetric

case. Since Ĉ+ corresponds to a right-beating nystagmus and Ĉ− to a left-beating nystag-
mus, a cycle with code 011, for example, would correspond to an oscillation that beats

once to the right before beating twice in succession to the left. A cycle with an irrational

rotation number would correspond to an oscillation with a seemingly random pattern of

beats. Although such oscillations would have greater morphological complexity than those

produced by the symmetric oscillations, it would need to be investigated whether this

complexity was biologically meaningful or not (cf. the discussion of the stochastic saccadic

equations above). If no cycles with rotation compatible codes were observed upon splitting

the symmetry, this could be taken to imply that either the rotation-compatible codes exist

in parameter regions of very small measure, or that the unfolding of the nonsmooth gluing

bifurcation is unrelated to that of the smooth bifurcation.

Finally, it may also be instructive to investigate whether splitting the symmetry causes

beat and saccade direction to be dissociated in simulated jerk waveforms.

7.2.3 Incorporation of the omnipause neurons

The final approach to modifying the burster equations to generate more biologically re-

alistic behaviour involves incorporating the omnipause neurons. As was stated in section

1.1.2, omnipause neurons discharge continuously in their normal state, inhibiting the burst

neurons. Immediately prior to and during a saccade, the omnipause neurons are themselves

inhibited causing them to release their inhibition of the bursters, which then generate the

saccadic velocity command. The bilateral saccadic model in its current form does not in-

clude the time-dependent dynamics of the omnipause neurons; it implicitly assumes that

they instantaneously release their inhibition of the burst neurons just before the onset of

a saccade. It may be that including this time-dependence could lead to nonperiodic or

chaotic dynamics. However, constructing a biologically viable model of omnipause neuron

dynamics may be problematic. This is because, in contrast to burst neurons, relatively

little is currently known about their firing characteristics [2].
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7.3 Concluding remarks

The work presented here provides a comprehensive classification of the normal and abnor-

mal eye movements simulated by a novel nonlinear dynamics model of the saccadic system.

This classification was based on relating the morphology of the simulated movements to the

underlying bifurcations and attractors of the model equations. Many of the implications

of the model analysis are in agreement with experimental evidence, while others challenge

existing ideas relating to the aetiology of both congenital nystagmus and saccadic dysme-

tria. Additionally, the analysis suggests a number of simple experiments to determine the

viability of the model as a predictor of oculomotor behaviour. Finally, the work provides

the framework for the development of more complex models incorporating physiological

properties of the saccadic system that are not represented in the basic model. It is hoped

that these modified models will be able to simulate a wider range of eye movements that

more accurately reflect those found experimentally.
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Appendix A

Appendices to the chapters

A.1 Appendix to Chapter 3

A.1.1 Proof that X is locally Lipschitz on R3

It is first shown that F is Lipschitz on R. It then follows easily that X is locally Lipschitz

on R3.

Lemma 1 F is Lipschitz on R with Lipschitz constant Λ, where Λ = max {Λ+,−Λ−}. i.e.
|F (ε1)− F (ε2)| ≤ Λ |ε1 − ε2| ∀ε1, ε2 ∈ R.

Proof. To prove the Lemma it is sufficient to show that |F (ε1)− F (ε2)| ≤ Λ |ε1 − ε2|
∀ε1, ε2 ∈ R with ε1 < ε2. The proof uses the fact that |Df (ε)| ≤ Λ ∀ε ≥ 0 and |Dh (ε)| ≤ Λ
∀ε ≤ 0. So let ε1 < ε2 be given. There are 3 cases to consider: ε2 < 0, ε1 > 0 and

ε1 < 0 < ε2.

1. ε2 < 0. By definition, F |(−∞,0] = h|(−∞,0]. Thus:

F (ε1)− F (ε2) = h (ε1)− h (ε2) (A.1)

h is differentiable on [ε1, ε2] so by the Mean Value Theorem (MVT) ∃ξ ∈ (ε1, ε2) such that:

Dh (ξ) =
h (ε2)− h (ε1)

ε2 − ε1
(A.2)
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Substituting (A.2) into (A.1) and taking the modulus of both sides leads to:

|F (ε1)− F (ε2)| ≤ |Dh (ξ)| |ε1 − ε2| (A.3)

Since ξ < 0, |Dh (ξ)| ≤ Λ. Substituting into (A.3) gives:

|F (ε1)− F (ε2)| ≤ Λ |ε1 − ε2|

2. ε1 > 0. Similar to case 1.

3. ε1 < 0 < ε2. By definition, F |(−∞,0] = h|(−∞,0] and F |[0,∞) = f[0,∞). Thus:

F (ε1)− F (ε2) = h (ε1)− f (ε2) (A.4)

f is differentiable on [0, ε2], so by the MVT ∃ξ2 ∈ (0, ε2) such that

Df (ξ2) =
f (ε2)− f (0)

ε2 − 0 =
f (ε2)

ε2

⇒ f (ε2) = Df (ξ2) ε2 (A.5)

Also, h is differentiable on [ε1, 0], so by the MVT ∃ξ1 ∈ (ε1, 0) such that:

Dh (ξ1) =
h (0)− h (ε1)

0− ε1
=

h (ε1)

ε1

⇒ h (ε1) = Dh (ξ1) ε1 (A.6)

Substituting (A.5) and (A.6) into (A.4) and taking the modulus of both sides leads to:

|F (ε1)− F (ε2)| ≤ |Dh (ξ1) ε1|+ |Df (ξ2) ε2| (A.7)

Since ξ2 > 0, |Df (ξ2)| ≤ Λ. Thus −Λ ≤ Df (ξ2) ≤ Λ. Multiplying this inequality by ε2 >
0 implies |Df (ξ2) ε2| ≤ Λε2. Also, since ξ1 < 0, |Dh (ξ1)| ≤ Λ. Thus −Λ ≤ Dh (ξ1) ≤ Λ.
Multiplying by ε1 < 0 gives |Dh (ξ1) ε1| ≤ −Λε1. Substituting into (A.7) implies:

|F (ε1)− F (ε2)| ≤ Λ (ε2 − ε1) = Λ |ε1 − ε2|

It has been shown that in all three cases, |F (ε1)− F (ε2)| ≤ Λ |ε1 − ε2|, completing the
proof.
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Proposition 2 X is locally Lipschitz on R3.

Proof. First note thatX can be written asX = X1+X2 where the mapsX1,X2 : R3 → R3

are defined ∀y ∈R3 by:

X1 (y) =

⎛⎜⎜⎜⎝
−r ¡1 + γl2

¢
−l ¡1 + γr2

¢
−� (r − l)

⎞⎟⎟⎟⎠ ,X2 (y) =

⎛⎜⎜⎜⎝
F (ε)

F (−ε)
0

⎞⎟⎟⎟⎠
X1 is C1, and therefore locally Lipschitz [23]. Hence, it will be sufficient to show that X2

is Lipschitz to prove the Proposition. Let k.k1 denote the vector 1-norm. It is shown that
for y,y0 ∈ R3

°°X2 (y)−X2 ¡y0¢°°1 ≤ 2Λ°°y − y0°°1
where Λ = max {Λ+,−Λ−}. So let y = (r, l, ε)T ,y0 = (r0, l0, ε0)T ∈ R3 be given. Then:

X2 (y)−X2
¡
y0
¢
=

⎛⎜⎜⎜⎝
F (ε)− F (ε0)

F (−ε)− F (−ε0)
0

⎞⎟⎟⎟⎠

⇒ °°X2 (y)−X2 ¡y0¢°°1 = ¯̄F (ε)− F
¡
ε0
¢¯̄
+
¯̄
F (−ε)− F

¡−ε0¢¯̄
Hence by Lemma 1:

°°X2 (y)−X2 ¡y0¢°°1 ≤ Λ ¯̄ε− ε0
¯̄
+ Λ

¯̄−ε+ ε0
¯̄
= 2Λ

¯̄
ε− ε0

¯̄ ≤ 2Λ°°y − y0°°
1

A.1.2 Proof that solutions of ẏ = X (y) can be extended infinitely far

forward in time

It is shown in this section that given y ∈ R3, the unique solution y(τ) to ẏ = X (y) with
y (0) = y exists ∀τ ≥ 0. In order to prove this, the following results are required.

Theorem 3 ([26]) Let W be an open subset of Rn and F :W → Rn be a locally Lipschitz
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map. Then a solution to ẋ = F (x) with initial condition in a compact subset of W can

be continued forward (respectively backward) either infinitely far, or to the boundary of the

compact set.

Corollary 4 Let F : Rn → Rn be a locally Lipschitz map, and x0 ∈ Rn with x(t) the

unique solution to ẋ = F (x) such that x (0) = x0. Then the following hold:

1. If ∃ some maximal b > 0 such that x(t) is defined on [0, b), kx(t)k is unbounded on
[0, b).

2. If ∃ some minimal a < 0 such that x(t) is defined on (a, 0], kx(t)k is unbounded on
(a, 0].

Proof.

1. Let δ > kx0k be given, and consider the compact subset Sδ of Rn defined by Sδ =

{x ∈ Rn : kxk ≤ δ}. x0 ∈ Sδ and x(t) cannot be continued forward infinitely far since it

does not exist for t ≥ b. Hence, by Theorem 3, x(t) can be continued forward to the

boundary of Sδ. Thus, ∃s ∈ [0, b) with kx(s)k = δ. Such an s can be found ∀δ > kx0k,
from which it follows that kx(t)k is unbounded on [0, b).

2. Similar.

The main result can now be proved.

Proposition 5 Let y ∈ R3. Then the unique solution y(τ) to ẏ = X (y) with y (0) = y
exists ∀τ ≥ 0.

Proof. This is by contradiction. Assume that there is some maximal b > 0 such that

y(τ) is defined on [0, b). Then by Corollary 4, ky (τ)k1 is unbounded on [0, b). So write
y(τ) = (r (τ) , l (τ) , ε (τ))T for τ ≥ 0 and consider the r and l derivatives of the burster

equations in the (r, l) plane. The equations for ṙ and l̇ are:

ṙ = −r ¡1 + γl2
¢
+ F (ε)

l̇ = −l ¡1 + γr2
¢
+ F (−ε)
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Figure A-1: The sign of ṙ in the (r, l) plane.

(cf. (3.2)-(3.3)). Now ∀ε ∈ R, 0 ≤ F (ε) ≤ αM , where αM = max
©
α
e , α

0ª. This implies
that ṙ < 0 for r > αM and ṙ ≤ 0 for r = αM . Also, ṙ > 0 for r < 0. When r = 0,

ṙ = F (ε) and so ṙ > 0 unless ε = 0. By symmetry, it can be concluded that l̇ < 0 for

l > αM , l̇ ≤ 0 for l = αM , l̇ > 0 for l < 0, and when l = 0, l̇ > 0 unless ε = 0. The

sign of ṙ in the (r, l) plane is shown in figure (A-1). The sign of l̇ in the (r, l) plane can be

inferred from the figure using the symmetry. Set M2 = max {αM , r (0)}. Then r (0) ≤M2

and since M2 ≥ αM , ṙ (τ) < 0 whenever r (τ) > M2. This implies that r (τ) ≤ M2

∀τ ∈ [0, b). Now set M1 = min {0, r (0)}. Then r (0) ≥ M1 and since M1 ≤ 0, ṙ (τ) > 0

whenever r (τ) < M1. This implies that r (τ) ≥M1 ∀τ ∈ [0, b). It follows that |r (τ)| ≤Mr

∀τ ∈ [0, b), where Mr = max {M1,−M2}. Using a similar argument, it can be shown that
∃Ml > 0 with |l (τ)| ≤Ml ∀ τ ∈ [0, b).

Now consider ε (τ) on [0, b). Let τ ∈ [0, b) be given. Then ∀s ∈ [0, τ ]:

ε̇ (s) = −� (r (s)− l (s))

(cf. (3.4)). Taking moduli of the above and using |r (s)| ≤Mr and |l (s)| ≤Ml leads to

−L ≤ ε̇ (s) ≤ L

where L = � (Mr +Ml). Integrating the above inequality over [0, τ ] gives:
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−Lτ ≤ ε (τ)− ε (0) ≤ Lτ

⇒ −Lτ + ε (0) ≤ ε (τ) ≤ Lτ + ε (0)

⇒ −Lτ − |ε (0)| ≤ ε (τ) ≤ Lτ + |ε (0)|
⇒ |ε (τ)| ≤ Lτ + |ε (0)| ≤ Lb+ |ε (0)|

Set Mε = Lb+ |ε (0)|. Then from the above, |ε (τ)| ≤Mε. This holds ∀τ ∈ [0, b), showing
that |ε (τ)| is bounded on [0, b).

It has been shown that |r (τ)| , |l (τ)| and |ε (τ)| are all bounded on [0, b), implying that
ky(τ)k1 is bounded on [0, b). This gives a contradiction, as required.

A.1.3 Result concerning the eigenvalues of linearisation of y±1

Lemma 6 Given α with (β, α) lying between α = α− (β) and α = R− (β, �) , µ11 < µ13.

Proof. Recall from section 3.6.1 that {µ11, µ12, µ13} are given by

µ11 = − (4 + 3∆1)
µ12 = 1

2

³
∆1 +

p
∆21 − 4�ΓP

´
µ13 = 1

2

³
∆1 −

p
∆21 − 4�ΓP

´
where ∆1 = γx21 − 1 and ΓP = Γ+1 + Γ−1 > 0. In the range of interest, −1 < ∆1 < 0 and

∆21 − 4�ΓP > 0. The condition µ11 < µ13 is equivalent to:

− (4 + 3∆1) < 1

2

µ
∆1 −

q
∆21 − 4�ΓP

¶

Rearranging the above gives:

8 + 7∆1 >
q
∆21 − 4�ΓP

Squaring both sides of this expression and simplifying leads to:

(3∆1 + 4) (∆1 + 1) >
−�ΓP
4
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As ΓP > 0, this condition will be true, and hence µ11 will be less than µ13, provided

(3∆1 + 4) (∆1 + 1) > 0. Since ∆1 > −1, both 3∆1 + 4 and ∆1 + 1 are > 0 implying that

(3∆1 + 4) (∆1 + 1) > 0. This completes the proof.

A.1.4 Solutions of the general linear harmonic oscillator equation Ẍ +

a1Ẋ + a2X

This section lists the solutions of the general linear harmonic oscillator equation

Ẍ + aẊ + bX = 0

for each possible choice of a, b ∈ R. These solutions are used when discussing the linearised
dynamics of the burster system about 0 and y±1 . The results of this section are based on

chapter 3 of [45].

1. a2 − 4b > 0. In this range, ∀t ∈ R

X (t) = Aer1t +Ber2t

where

r1 = −1
2

³
a−

p
a2 − 4b

´
r2 = −1

2

³
a+

p
a2 − 4b

´
and:

A =
1√

a2 − 4b
³
Ẋ (0)− r2X (0)

´
B =

1√
a2 − 4b

³
r1X (0)− Ẋ (0)

´

2. a2 − 4b = 0. In this range, ∀t ∈ R

X (t) = (A+Bt) e−
a
2
t

where:
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A = X (0)

B = Ẋ (0) +
a

2
X (0)

3. a2 − 4b < 0. In this range, ∀t ∈ R

X (t) = Ae−
a
2
t cos (dt+B)

where

d =
1

2

p
4b− a2

and:

A =
1

d

sµ
a2

4
+ d2

¶
X (0)2 + aX (0) Ẋ (0) + Ẋ (0)2

B = − arctan
Ã
aX (0) + 2Ẋ (0)

2dX (0)

!

A.1.5 Equations for the error variable in the system ż = DX(y±1 )z

Write z = (u, v, w)T . It is shown here that in the system ż = DX(y±1 )z obtained by

linearising the burster system about the nontrivial fixed point y±1 , w satisfies the equation

for a general linear harmonic oscillator, and the equation ẇ = −� (u− v). So first consider

the equations for ż = DX(y+1 )z. (3.58) implies that these are:

u̇ = − ¡1 + γx21
¢
u− 2γx21v + Γ+1 w (A.8)

v̇ = −2γx21u−
¡
1 + γx21

¢
v − Γ−1 w (A.9)

ẇ = −� (u− v) (A.10)

Differentiating (A.10) gives:

ẅ = −� (u̇− v̇)

Substituting (A.8) and (A.9) into the above yields:
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ẅ = −� (∆1 (u− v) + ΓPw)

where ∆1 = γx21 − 1 and ΓP = Γ+1 + Γ
−
1 . Substituting (A.10) back into the above and

rearranging implies:

ẅ −∆1ẇ + �ΓPw = 0 (A.11)

Using the relation DX(y−1 ) = σDX
¡
y+1
¢
σ shows that the equations for ż = DX(y+1 )z

are:

u̇ = − ¡1 + γx21
¢
u− 2γx21v + Γ−1 w

v̇ = −2γx21u−
¡
1 + γx21

¢
v − Γ+1 w

ẇ = −� (u− v)

Performing similar calculations on this set of equations gives (A.11) again. Thus in both

cases, w (τ) satisfies both ẇ = −� (u− v) and the general linear harmonic oscillator equa-

tion Ẍ + aẊ + bX = 0 with a = −∆1 and b = �ΓP (cf. section A.1.4).

A.1.6 Proof that solutions of ż = LX (z) exist and can be extended in-

finitely far forward in time

The analysis is simplified by introducing the change of coordinates x = u+v, y = u−v, z =
w. Write x = (x, y, z)T , ΛM = Λ+−Λ− and ΛP = Λ++Λ−. Then in the new coordinates,
the linearised burster system ż = LX (z) is ẋ = A (x), where the transformed vector field

A : R3 → R3 is given by:

A (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎝
−1 0 ΛM

0 −1 ΛP

0 −� 0

⎞⎟⎟⎟⎠x if x ∈ N+

⎛⎜⎜⎜⎝
−1 0 −ΛM
0 −1 ΛP

0 −� 0

⎞⎟⎟⎟⎠x if x ∈ N−

(A.12)
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Note that ΛM > 0. By introducing the matrices

A+ =

⎛⎜⎜⎜⎝
−1 0 ΛM

0 −1 ΛP

0 −� 0

⎞⎟⎟⎟⎠ , A− =

⎛⎜⎜⎜⎝
−1 0 −ΛM
0 −1 ΛP

0 −� 0

⎞⎟⎟⎟⎠
A (x) can be written in the concise form:

A (x) =

⎧⎨⎩ A+x if x ∈ N+

A−x if x ∈ N−
(A.13)

It will be useful during this section to be have an alternative form for A (x). Define the

matrix Ā as below:

Ā =

⎛⎜⎜⎜⎝
−1 0 0

0 −1 ΛP

0 −� 0

⎞⎟⎟⎟⎠
Also define the map S : R3 → R3 by:

S (x, y, z) =

⎛⎜⎜⎜⎝
ΛM |z|
0

0

⎞⎟⎟⎟⎠ (A.14)

Then A (x) can be written as:

A (x) = Āx+ S (x) (A.15)

It is first shown here that A is Lipschitz, from which it follows that solutions exist and are

unique (cf. section 1.2). It is then shown that all solutions can be extended infinitely far

forward in time.

Proposition 7 A is Lipschitz.

Proof. Set K =
°°Ā°°

1
+ ΛM . It is shown that for x,x0 ∈ R3, kA (x)−A (x0)k1 ≤

K kx− x0k1, from which the result follows. So let x = (x, y, z)T ,x0 = (x0, y0, z0)T ∈ R3 be
given. By (A.15)
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A (x)−A ¡x0¢ = Ā
¡
x− x0¢+ S (x)− S ¡x0¢

⇒ °°A (x)−A ¡x0¢°°
1
≤ °°Ā°°

1

°°x− x0°°
1
+
°°S (x)− S ¡x0¢°°

1
(A.16)

Now by (A.14):

S (x)− S ¡x0¢ = ¡ΛM ¡|z|− ¯̄z0¯̄¢ , 0, 0¢T
⇒ °°S (x)− S ¡x0¢°°

1
= ΛM

¯̄|z|− ¯̄z0¯̄¯̄ ≤ ΛM ¯̄z − z0
¯̄ ≤ ΛM °°x− x0°°1

Setting the above into (A.16) gives kA (x)−A (x0)k1 ≤ K kx− x0k1, as required.

It is now shown that solutions of the linearised system can be extended infinitely far forward

in time.

Proposition 8 Let x0 ∈ R3. Then the unique solution x(τ) to ẋ = A (x) with x (0) = x0
exists ∀τ ≥ 0.

Proof. There are 2 cases:

1. x0 = 0. 0 is a fixed point of ẋ = A (x) and so x (τ) exists ∀τ ∈ R with x (τ) = 0.

2. x0 6= 0. Proceed by contradiction. Assume that there is some maximal b > 0 such that
x(τ) is defined on [0, b). Then by Corollary 4, x(τ) is unbounded on [0, b). Let JL (x0) be

the maximal open interval on which x(τ) is defined. Then JL (x0) = (a, b) for some a < 0

(a may be = −∞). Since x0 6= 0, x (τ) 6= 0 ∀τ ∈ JL (x0) and so kx (τ)k2 is differentiable
on JL (x0) with derivative d

dτ kx (τ)k2 given by

d

dτ
kx (τ)k2 =

x (τ) · ẋ (τ)
kx (τ)k2

where · denotes scalar product. Now x (τ) · ẋ (τ) ≤ |x (τ) · ẋ (τ)| ≤ kx (τ)k1 kẋ (τ)k1 ≤
3 kx (τ)k2 kẋ (τ)k2. Thus, from above:

d

dτ
kx (τ)k2 ≤ 3 kẋ (τ)k2 (A.17)

Also, by (A.13):

330



kẋ (τ)k2 = kA (x (τ))k2 ≤
⎧⎨⎩ kA+k2 kx (τ)k2 if x ∈ N+

kA−k2 kx (τ)k2 if x ∈ N−

Hence, kẋ (τ)k2 ≤ K kx (τ)k2 where K = max {kA+k2 , kA−k2}. Substituting into (A.17)
gives

d

dτ
kx (τ)k2 ≤ 3K kx (τ)k2

Let τ ∈ [0, b). Integrating the above inequality over [0, τ ] gives kx (τ)k2 ≤ kx0k2 e3Kτ ⇒
kx (τ)k2 ≤ kx0k e3Kb. This is true ∀τ ∈ [0, b) implying that x (τ) is bounded on [0, b). This
gives a contradiction, as required.

A.1.7 Proof that the origin is stable in the linearised burster system for

α < Λ+β

It is shown here that the origin is globally attracting in the linearised burster system

ż = LX (z) when α < Λ+β, or equivalently Λ++Λ− > 0. As in the previous section, write

ΛM = Λ+ − Λ− and ΛP = Λ+ + Λ−.

Proposition 9 Assume Λ+ + Λ− > 0. Then ∃ − 1
2 < µ < 0 such that given a solution

z (τ) of ż = LX (z), ∃ a constant C = C (z (0) , ż (0)) ≥ 0 with kz (τ)k ≤ Ceµτ ∀τ ≥ 0.

Proof. It is shown that ∃− 1
2 < µ < 0 such that given a solution x (τ) of the transformed

system ẋ = A (x) introduced in the previous section, ∃ a constant K = K (x (0) , ẋ (0)) ≥ 0
with kx (τ)k ≤ Keµτ ∀τ ≥ 0. The result then follows. Write x (τ) = (x (τ) , y (τ) , z (τ))T .
Explicitly, the system ẋ = A (x) is given by:

ẋ = −x+ ΛM |z| (A.18)

ẏ = −y + ΛP z (A.19)

ż = −�y (A.20)

(cf. equation (A.12)). Differentiating equation (A.19) and substituting in equation (A.20)

gives the following second order differential equation for y (τ):
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ÿ + ẏ + �ΛPy = 0

Differentiating equation (A.20) and substituting in equations (A.19) and (A.20) gives the

following second order differential equation for z (τ):

z̈ + ż + �ΛP z = 0

y (τ) and z (τ) therefore both satisfy the linear harmonic oscillator equation Ẍ+aẊ+bX =

0, with a = 1 and b = �ΛP . It follows from the discussion of this equation in section A.1.4

that there are 3 possibilities for the solution X (τ) for this choice of a and b, depending on

the sign of 1− 4�ΛP .

1. 1− 4�ΛP > 0. From case 1 of section A.1.4, ∀τ ≥ 0

X (τ) = Aeλ2τ +Beλ3τ

where λ2 = −12 + 1
2

√
1− 4�ΛP and λ3 = −12 − 1

2

√
1− 4�ΛP are eigenvalues of DX± (0),

and:

A =
1√

1− 4�ΛP
³
Ẋ (0)− λ3X (0)

´
B =

1√
1− 4�ΛP

³
λ2X (0)− Ẋ (0)

´

2. 1− 4�ΛP = 0. From case 2 of section A.1.4, ∀τ ≥ 0

X (τ) = (A+Bτ) e−
1
2
τ

where:

A = X (0)

B = Ẋ (0) +
1

2
X (0)

3. 1− 4�ΛP < 0. From case 3 of section A.1.4, ∀τ ≥ 0
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X (τ) = Ae−
1
2
τ cos (dτ +B)

where d = 1
2

√
4�ΛP − 1 and:

A =
1

d

sµ
1

4
+ d2

¶
X (0)2 +X (0) Ẋ (0) + Ẋ (0)2

B = − arctan
Ã
X (0) + 2Ẋ (0)

2dX (0)

!

Thus, in all 3 cases, ∃ − 1
2 < µ < 0 and a constant K = K

³
X (0) , Ẋ (0)

´
≥ 0 such that

∀τ ≥ 0:

|X (τ)| ≤ Keµτ

Note that µ can be chosen to depend only on α. The fact that y (τ) and z (τ) both

satisfy the equation in X therefore implies that ∃ constants K1 = K1 (y (0) , ẏ (0)) ≥ 0 and
K2 = K2 (z (0) , ż (0)) ≥ 0 such that ∀τ ≥ 0:

|y (τ)| ≤ K1e
µτ (A.21)

|z (τ)| ≤ K2e
µτ (A.22)

Now consider the x equation, (A.18). Let τ ≥ 0 be given. Multiplying both sides of (A.18)
by eτ and integrating over [0, τ ] gives:

eτx (τ) = x (0) + ΛM

Z τ

0
es |z (s)| ds

Taking moduli of both sides and using (A.22) implies:

eτ |x (τ)| ≤ |x (0)|+ ΛMK2

R τ
0 e(µ+1)sds = |x (0)|+ ΛMK2

µ+1

¡
e(µ+1)τ − 1¢

≤ |x (0)|+ ΛMK2
µ+1 e(µ+1)τ

Multiplying both sides of the above by e−τ gives:

⇒ |x (τ)| ≤ |x (0)| e−τ + ΛMK2
µ+1 eµτ ≤ |x (0)| eµτ + ΛMK2

µ+1 eµτ

=
³
|x (0)|+ ΛMK2

µ+1

´
eµτ
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Set K3 = |x (0)|+ ΛMK2
µ+1 ≥ 0. Then ∀τ ≥ 0:

|x (τ)| ≤ K3e
µτ (A.23)

It follows from equations (A.21)-(A.23) that ∀τ ≥ 0, kx (τ)k ≤ Keµτ where K = K1 +

K2 +K3. Note that K = K (x (0) , ẋ (0)) ≥ 0.

Remark: It follows from the proof above that a given solution z (τ) of the linearised

system ż = LX (z) can only cross the plane P an infinite number of times if 1− 4�ΛP < 0.

A.2 Appendix to Chapter 5

A.2.1 The projection operator π

Proposition 10 The following hold for the projection operator π : R6 → R3 defined

through the 3× 6 matrix:

π =
³
03×3 13

´
1. π is linear.

2. π is continuous.

3. If U is open in R6 then π (U) is open in R3.

4. ∀z ∈ R6, kπzk1 ≤ kzk1

Proof.

1. Follows from the fact that π is defined through a matrix.

2. Follows from the fact that a linear map between Euclidian spaces is continuous [24].

3. Since R6 = R3 ×R3, U can be written in the form

U =
[
i∈I

Ai ×Bi (A.24)

where I is an index set and ∀i ∈ I, Ai and Bi are open in R3. For each i ∈ I:
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Ai ×Bi =
n
(x,y)T : x ∈ Ai,y ∈ Bi

o
Hence:

π (Ai ×Bi) =
n
π (x,y)T : x ∈ Ai,y ∈ Bi

o
= {y : x ∈ Ai,y ∈ Bi} = Bi

Applying π to both sides of (A.24) therefore gives:

π (U) = π

Ã[
i∈I

Ai ×Bi

!
=
[
i∈I

π (Ai ×Bi) =
[
i∈I

Bi

Since an arbitrary union of open sets is open, π (U) is open in R3.

4. Let z = (x,y)T ∈ R6. Then by the definition of the 1-norm, kzk1 = kxk1 + kyk1 =
kxk1 + kπzk1. Thus, kπzk1 ≤ kzk1.

A.2.2 Proof that Z is locally Lipschitz on R6

Proposition 11 Z is locally Lipschitz.

Proof. First recall that for z = (x,y)T ∈ R6, Z (z) is given by

Z (z) =

⎛⎝ Ax+By

Y (y)

⎞⎠
where A,B ∈ R3×3 are constant matrices, and Y (y) = 1

�X (y) ∀y ∈ R3 (cf. (5.2) and
(5.3). So let z0 ∈ R6. To prove the result, it is sufficient to show that there is an open set
Wz0 ∈ R6 containing z0 and a constant Kz0 ≥ 0 such that ∀z, z0 ∈Wz0 :

°°Z (z)− Z ¡z0¢°°
1
≤ Kz0

°°z− z0°°
1

Write z0 = (x0,y0)
T where x0,y0 ∈ R3. It was shown in Proposition 2 that X is locally

Lipschitz on R3. Thus, there exists an open set Vy0 containing y0 and a constant Ly0 ≥ 0
such that ∀y,y0 ∈ Vz0 :
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°°X (y)−X ¡y0¢°°
1
≤ Ly0

°°y − y0°°
1

(A.25)

Define the set Wz0 by Wz0 = R3 × Vy0 . Then Wz0 is open in R6 and contains z0. Let

z = (x,y)T , z0= (x0,y0)T ∈Wz0 . Then:

°°Z (z)− Z ¡z0¢°°
1
=

°°A ¡x− x0¢+B
¡
y − y0¢°°

1
+
°°Y (y)−Y ¡y0¢°°

1

≤ kAk1
°°¡x− x0¢°°

1
+ kBk1

°°¡y− y0¢°°
1
+
1

�

°°X (y)−X ¡y0¢°°
1

Substituting (A.25) into the above yields:

°°Z (z)− Z ¡z0¢°°
1
≤ kAk1

°°x− x0°°
1
+

µ
kBk1 +

Ly0
�

¶°°y − y0°°
1

Define the constant Kz0 ≥ 0 by Kz0 = max
n
kAk1 , kBk1 + Ly0

�

o
. Then from the above:

°°Z (z)− Z ¡z0¢°°
1
≤ Kz0

°°x− x0°°
1
+Kz0

°°y− y0°°
1
= Kz0

°°z− z0°°
1

This is true ∀z, z0 ∈Wz0 , completing the proof.

A.2.3 Solutions of the initial value problem {ẋ = Ax+Br (t) : x (0) = x̂}

Proposition 12 Assume that r (t) is a C1 function defined on an open interval (t1, t2)

containing 0 (t1 may be −∞ and t2 may be ∞). Then given x̂ ∈ R3, the following hold:

1. The unique solution to the initial value problem {ẋ = Ax+Br (t) : x (0) = x̂, t1 < t < t2}
is xr (t) where ∀t ∈ (t1, t2):

xr (t) = eAtx̂+

Z t

0
eA(t−s)Br (s) ds (A.26)

2. ∀t ∈ [0, t2)

kxr (t)k1 ≤ PC

µ
e
− t
TN kx̂k1 +

Z t

0
e
− (t−s)

TN kBr (s)k1 ds
¶
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where PC is a constant with PC ≥ 1.

Proof.

1. It can be verified by direct substitution that xr (t) satisfies ẋ = Ax+ Br (t) on (t1, t2)

with xr (0) = x̂. Moreover, as r (t) is C1 on (t1, t2), the right hand side of the system

ẋ = Ax+Br (t) is C1 on R3 × (t1, t2), and so xr (t) is the unique such solution [4].

2. Assume 0 ≤ t < t2. Taking 1-norms of both sides of (A.26) yields:

kxr (t)k1 ≤
°°eAt°°

1
kx̂k1 +

Z t

0

°°°eA(t−s)°°°
1
kBr (s)k1 ds (A.27)

Recall that the constant matrix A is given by

A =

⎛⎜⎜⎜⎝
0 1 0

−P2 −P1 P2

0 0 − 1
TN

⎞⎟⎟⎟⎠
where

P1 =
1

T1
+
1

T2

P2 =
1

T1T2

with T1 = 0.15, T2 = 0.012 and TN = 25 (cf. (5.4)-(5.7)). The eigenvalues of A aren
− 1

T1
,− 1

T2
,− 1

TN

o
. Let the corresponding eigenvectors be {p1,p2,p3}, and define the

3× 3 constant matrix P by P = [p1 p2 p3]. Then since the eigenvalues of A are distinct

A = PΛP−1

where Λ = diag
n
− 1

T1
,− 1

T2
,− 1

TN

o
. Fix 0 ≤ r < t2. Multiplying the above by r and taking

exponentials of both sides gives:

eAr = PeΛrP−1

⇒ °°eAr°°
1
≤ kPk1

°°eΛr°°
1

°°P−1°°
1

⇒ °°eAr°°
1
≤ PC

°°eΛr°°
1
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where PC = kPk1
°°P−1°°

1
≥ 1. Now eΛr = diag

n
e
− r
T1 , e

− r
T2 , e

− r
TN

o
and so

°°eΛr°°
1
=

max
n
e
− r
T1 , e

− r
T2 , e

− r
TN

o
. Thus, since r ≥ 0 and TN > T1, T2,

°°eΛr°°
1
= e

− r
TN ⇒ °°eAr°°

1
≤

PCe
− r
TN . This is true ∀0 ≤ r < t2, and so

°°eAt°°
1
≤ PCe

− t
TN and

°°eA(t−s)°°
1
≤ PCe

− (t−s)
TN

∀0 ≤ s ≤ t. Substituting into (A.27) implies

kxr (t)k1 ≤ PC

µ
e
− t
TN kx̂k1 +

Z t

0
e
− (t−s)

TN kBr (s)k1 ds
¶

as required.

Remark: It follows from the above proof that
°°eAt°°

1
≤ PCe

− t
TN ∀t ≥ 0. Hence, given

x ∈ R3, °°eAtx°°
1
≤ PCe

− t
TN kxk1 ∀t ≥ 0, and so eAtx→ 0 as t → ∞. Also, °°e−At°°

1
≤

PCe
t

TN ∀t ≤ 0. Thus, given x ∈ R3, °°eAtx°°
1
≥ 1

PC
e
− t
TN kxk1 ∀t ≤ 0, and so eAtx9 0 as

t→ −∞.

A.2.4 Proof that ż = Z (z) has a compact absorbing set if ẏ = Y (y) has a

compact absorbing set

Proposition 13 Assume that ẏ = Y (y) has an absorbing set C of the form:

C =
n
(r, l, ε)T ∈ R3 : 0 ≤ r, l ≤ αM , |ε| ≤ εM

o
(cf.5.27). Then ∃Mε̄ > 0 such that given z ∈ R6, there is tC (z) > 0 for which ψt (z) ∈
B̄Mε̄ (0)× C ∀t ≥ tC (z), where:

B̄Mε̄ (0) =
©
x ∈ R3 : kxk1 ≤Mε̄

ª

Proof. Fix Mε̄ > 0 with Mε̄ > 2PC kBk1 TN (2αM + εM), where PC ≥ 1 is the con-

stant which was defined during the proof of Proposition 12. Let z = (x,y)T ∈ R6,

and define z (t) = (x (t) ,y (t))T by z (t) = ψt (z) ∀t ∈ J (z). y (t) solves ẏ = Y (y),

and so all solutions of ẏ = Y (y) are by assumption eventually confined to C, there is

tC (y) > 0 such that y (t) ∈ C ∀t ≥ tC (y). Also, x (t) satisfies the initial value problem

{ẋ = Ax+By (t) : x (0) = x, t ∈ J (z)}. As J (z) is an open interval of the form (a,∞)
where a < 0, Proposition 12 therefore implies that ∀t ≥ 0:
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kx (t)k1 ≤ PC

µ
e
− t
TN x+

Z t

0
e
− (t−s)

TN kBy (s)k1 ds
¶

If follows that for all t ≥ tC (y):

kx (t)k1 ≤ PCe
− t
TN

Ã
x+

Z tC(y)

0
e

s
TN kBy (s)k1 ds+ kBk1

Z t

tC(y)
e

s
TN ky (s)k1 ds

!
(A.28)

Now since y (t) ∈ C ∀t ≥ tC (y):Z t

tC(y)
e

s
TN ky (s)k1 ds ≤ (2αM + εM)

Z t

tC(y)
e

s
TN ds

≤ TN (2αM + εM)

µ
e

t
TN − e

tC (y)

TN

¶
< TN (2αM + εM) e

t
TN

Substituting the above into (A.28) implies that for t ≥ tC (y):

kx (t)k1 < PCe
− t
TN

Ã
x+

Z tC(y)

0
e

s
TN kBy (s)k1 ds

!
+ PC kBk1 TN (2αM + εM)

< PCe
− t
TN

Ã
x+

Z tC(y)

0
e

s
TN kBy (s)k1 ds

!
+

Mε̄

2

As e
− t
TN → 0 monotonically as t → ∞, it is possible to choose tC (z) > tC (y) such

that ∀t ≥ tC (z), kx (t)k1 ≤ Mε̄, and so x (t) ∈ B̄Mε̄ (0). As y (t) ∈ C ∀t ≥ tC (y),

z (t) ∈ B̄Mε̄ (0)×C ∀t ≥ tC (z), giving the result.

A.2.5 Results concerning the ω-limit sets of the saccadic system ż = Z (z)

The results of this section pertain to the discussion on the ω-limit sets of ż = Z (z) at the

end of section 5.2.

Proposition 14 Given y ∈ R3, ω
³
(x1,y)

T
´
= ω

³
(x2,y)

T
´
∀x1,x2 ∈ R3.

Proof. To prove this, it is sufficient to show that given x1,x2 ∈ R3, ω
³
(x1,y)

T
´
⊆

ω
³
(x2,y)

T
´
. So let x1,x2 ∈ R3. Assume z0 = (x0,y0)T ∈ ω

³
(x1,y)

T
´
. Then by defini-
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tion, there is a sequence (tn) with tn →∞ as n→∞ and ψtn (x1,y)→ z0 as n→∞. The
form of ψtn then implies that Ltn (x1,y) → x0 as n → ∞ and ϕtn (y) → y0 as n → ∞.
Now ∀n ≥ 1:

Ltn (x1,y) = eAtnx1 +

Z tn

0
eA(tn−s)Bϕs (y) ds

It was remarked at the end of Proposition 12 that for all x ∈ R3, eAtx → 0 as t → ∞.
Since tn →∞ as n→∞, this means that eAtnx1→ 0 as n→∞, which implies:

Z tn

0
eA(tn−s)Bϕs (y) ds→ x0 as n→∞ (A.29)

By definition, ∀n ≥ 1:

Ltn (x2,y) = eAtnx2 +

Z tn

0
eA(tn−s)Bϕs (y) ds (A.30)

As n→∞, eAtnx2 → 0. Thus (A.29) and (A.30) imply Ltn (x2,y)→ x0 as n→∞. Since
ϕtn (y)→ y0 as n→∞, it follows that ψtn (x2,y)→ z0 as n→∞. Thus, z0 ∈ ω

³
(x2,y)

T
´
.

This holds ∀z0 ∈ ω
³
(x1,y)

T
´
, and so ω

³
(x1,y)

T
´
⊆ ω

³
(x2,y)

T
´
, as claimed.

Proposition 15 πω (z) = ω (πz) for all z ∈ R6.

Proof. Let z ∈ R6. It is first shown that πω (z) ⊆ ω (πz). So let y0 ∈ πω (z). Then

∃z0 ∈ ω (z) with y0 = πz0. Since z0 ∈ ω (z), there is a sequence (tn) with tn → ∞ as

n → ∞ such that ψtn (z) → z0 as n → ∞. As π is continuous, πψtn (z) → πz0 = y0 as

n→∞. Also π semi-conjugates ψt and ϕt (cf. (5.19)), and so ϕtn (πz)→ y0 as n→∞.
Hence, y0 ∈ ω (πz). This holds ∀y0 ∈ πω (z) proving that πω (z) ⊆ ω (πz).

It is now shown that ω (πz) ⊆ πω (z). So let y0 ∈ ω (πz). Then there is an increasing

sequence (tn) with tn → ∞ as n → ∞ such that ϕtn (πz) → y0 as n → ∞. It was shown
in Proposition 13 that the set {ψt (z) : t ≥ 0} is eventually confined to the compact subset
Ĉ of R6.

¡
ψtn (z)

¢
is therefore a sequence in a compact set, and thus has a convergent

subsequence
¡
ψsn (z)

¢
. Write z0 = limn→∞ ψsn (z). Since (sn) is a subsequence of (tn),

and (tn) is increasing with tn → ∞ as n → ∞, sn → ∞ as n → ∞. Hence, z0 ∈ ω (z).

Also, as π is continuous, πψsn (z) → πz0 as n → ∞. The fact that π semi-conjugates ψt

and ϕt then implies ϕsn (πz) → πz0 as n → ∞. However ¡ϕsn (πz)¢ is a subsequence of¡
ϕtn (πz)

¢
and so y0 = πz0. Thus as z0 ∈ ω (z), y0 ∈ πω (z). This holds ∀y0 ∈ ω (πz)
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proving that ω (πz) ⊆ πω (z).

Proposition 16 Given i1, i2 ∈ IB,
h
(0,yi1)

T
i
∩
h
(0,yi2)

T
i
= φ if i1 6= i2.

Proof. This is by contradiction. So assume that the intersection is nonempty. Then there

is some z ∈ R6 with ω (z) = ω
³
(0,yi1)

T
´
and ω (z) = ω

³
(0,yi2)

T
´
. Hence:

ω
³
(0,yi1)

T
´
= ω

³
(0,yi2)

T
´

⇒ πω
³
(0,yi1)

T
´
= πω

³
(0,yi2)

T
´

So by Proposition 15:

ω (yi1) = ω (yi2)

But {ω (yi) : i ∈ IB} is a collection of distinct sets, implying i1 = i2. This gives a contra-

diction, and so the intersection must be empty.

Proposition 17 Assume that IS has been chosen so that IB ⊆ IS. Then for all i ∈ IS,h
(0,yi)

T
i
= R3 × [yi].

Proof. It is first demonstrated that
h
(0,yi)

T
i
⊆ R3 × [yi] for all i ∈ IS. So let i ∈ IS.

Then given z = (x,y)T ∈
h
(0,yi)

T
i
:

ω (z) = ω
³
(0,yi)

T
´

⇒ πω (z) = πω
³
(0,yi)

T
´

Hence, by Proposition 15:

ω (y) = ω (yi)

⇒ y ∈ [yi]
⇒ z ∈ R3 × [yi]

This holds ∀z ∈
h
(0,yi)

T
i
, and so

h
(0,yi)

T
i
⊆ R3 × [yi]. So now assume that there is

some j ∈ IS for which
h
(0,yj)

T
i
⊂ R3 × [yj ]. It is shown this leads to a contradiction,
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giving the required result. By assumption:

R6 =
[
i∈IS

h
(0,yi)

T
i

Hence, since
h
(0,yj)

T
i
⊂ R3 × [yj ]:

R6 ⊂
[
i∈IS

R3 × [yi] = R3 ×
[
i∈IS

[yi] (A.31)

Also IB ⊆ IS, and so:

[
i∈IB

[yi] ⊆
[
i∈IS

[yi]

Thus, since
S
i∈IB [yi] = R3, the expression above implies

S
i∈IS [yi] = R3. Substituting

into (A.31) yields R6 ⊂ R3 ×R3 = R6, which is a contradiction.

Proposition 18 Assume that Â is an attractor of ż = Z (z). Then πÂ is an attractor of

ẏ = Y (y).

Proof. It is first shown that there is an open set NπÂ of R
3 with πÂ ⊆ NπÂ such that

NπÂ is positively invariant, and ϕt
¡
NπÂ

¢ → πÂ as t → ∞. Since Â is an attractor of

ż = Z (z), there is an open set NÂ of R
6 with Â ⊆ NÂ such that NÂ is positively invariant,

and ψt

¡
NÂ
¢ → Â as t → ∞. Define NπÂ ⊆ R3 by NπÂ = πNÂ. Then NπÂ is open (cf.

(3) of Proposition 10) and as Â ⊆ NÂ, πÂ ⊆ πNÂ = NπÂ. So let y ∈ NπÂ. Then y = πz

for some z ∈ NÂ. The positive invariance of NÂ implies that for all t ≥ 0:

ψt (z) ∈ NÂ

⇒ πψt (z) ∈ πNÂ

⇒ ϕt (y) ∈ NπÂ

Also ψt (z)→ Â as t→∞, and so as π is continuous and Â is compact, πψt (z)→ πÂ as

t→∞. Since π semi-conjugates ψt and ϕt, it follows that ϕt (y)→ πÂ as t→∞. It has
thus been shown that given y ∈ NπÂ, ϕt (y) ∈ NπÂ ∀t ≥ 0, and ϕt (y) → πÂ as t → ∞.
Hence, NπÂ is positively invariant and ϕt

¡
NπÂ

¢→ πÂ as t→∞.
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It is now proved that πÂ has a dense orbit with respect to the 1-norm. Since Â is an

attractor of ż = Z (z), it has a dense orbit
n
ψt (z0) : t ∈ R, z0 ∈ Â

o
. Let z0 = (x0,y0)

T .

It is shown that
n
ϕt (y0) : t ∈ R, y0 ∈ πÂ

o
is a dense orbit of πÂ. So fix y ∈ πÂ and let

� > 0 be given. y = πz for some z ∈ Â. Thus, as
n
ψt (z0) : t ∈ R, z0 ∈ Â

o
is a dense

orbit of Â, ∃t0 ∈ R such that ψt0 (z0) ∈ B� (z), which implies kπ (ψt0 (z0)− z)k1 < �. It

then follows from the linearity of π that:

kπψt0 (z0)− πzk1 < �

⇒ kϕt0 (y0)− yk1 < �

⇒ ϕt0 (y0) ∈ B� (y)

Such a t0 ∈ R can be found for all � > 0. This argument holds ∀y ∈ πÂ implying thatn
ϕt (y0) : t ∈ R, y0 ∈ πÂ

o
is a dense orbit of πÂ.

A.2.6 A result concerning convolutions

The following Proposition is used in section 5.6.

Proposition 19 Let f (t) , g (t) be real, continuous functions defined on [0,∞) for which
the following hold:

1. f (t)→ 0 as t→∞.

2. ∃N,µ > 0 such that |g (t)| ≤ Ne−µt for all t ≥ 0.

Then (f ∗ g) (t)→ 0 as t→∞, where f ∗ g is the convolution of f and g.

Proof. To prove the result, it is necessary to show that given � > 0, there is a t0 > 0 such

that |(f ∗ g) (t)| < � for all t ≥ t0. So let � > 0. By definition, ∀t ≥ 0, (f ∗ g) (t) is given
by:

(f ∗ g) (t) =
Z t

0
f (s) g (t− s) ds

Hence, ∀t ≥ 0:

|(f ∗ g) (t)| =
¯̄̄̄Z t

0
f (s) g (t− s) ds

¯̄̄̄

343



|(f ∗ g) (t)| ≤
Z t

0
|f (s)| |g (t− s)| ds

≤ Ne−µt
Z t

0
|f (s)| eµsds

Now since f (t) → 0 as t → ∞, there is a t̄ > 0 such that |f (t)| < �µ
2N for all t ≥ t̄.

Also f (t) is continuous, and so is bounded on [0, t̄], implying that there is an M > 0 with

|f (t)| ≤M ∀t ∈ [0, t̄]. It thus follows from the above inequality that for all t ≥ t̄:

|(f ∗ g) (t)| ≤ Ne−µt
Ã
M

Z t̄

0
eµsds+

�µ

2N

Z t

t̄
eµsds

!

= Ne−µt
µ
M

µ

³
eµt̄ − 1

´
+

�

2N

³
eµt − eµt̄

´¶
< Ne−µt

µ
M

µ
eµt̄ +

�

2N
eµt
¶

|(f ∗ g) (t)| <
MN

µ
e−µ(t−t̄) +

�

2

MN
µ e−µ(t−t̄) converges to 0 monotonically as t → ∞. Consequently, there is a t0 > t̄

such that MN
µ e−µ(t−t̄) < �

2 for all t ≥ t0. The inequality above therefore implies that

|(f ∗ g) (t)| < � for all t ≥ t0. This completes the proof.
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