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Abstract

Many real processes have stochastic features which seem to be representable in some intuitive sense as 'close to Poisson', 'nearly random', 'nearly uniform' or with binary variables 'nearly independent'. Each of those particular reference states, defined by an equation, is unstable in the formal sense, but it is passed through or hovered about by the observed process. Information geometry gives precise meaning for nearness and neighbourhood in a state space of processes, naturally quantifying proximity of a process to a particular state via an information theoretic metric structure on smoothly parametrized families of probability density functions. We illustrate some aspects of the methodology through case studies: inhomogeneous statistical evolutionary rate processes for epidemics, amino acid spacings along protein chains, constrained disordering of crystals, distinguishing nearby signal distributions and testing pseudorandom number generators.
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1 Introduction

A question: “We already use statistical modeling, why should we bother with information geometry?”  
Information geometry is concerned with the natural geometrization of smoothly parametrized families of discrete probability or continuous probability density functions; the naturality stems from the fact that the metric structure arises from the covariance matrix of gradients of probability. This metric yields a smooth Riemannian structure on the space of parameters, so adding the geometric concepts of curvature and arc length to the analytic tools for studying trajectories through probability distributions as statistical models evolve with time or during changes of system conditions. The development of the subject over the past 65 years has been substantially due to the work of C.R. Rao and S-I. Amari and coworkers; see for example [Rao, 1945], [Amari, 1963], [Amari, 1968], [Amari, 1985], [Amari et al, 1987], [Amari & Nagaoka, 2000] and references therein. Information geometry and its applications remain vigorous research areas, as witness for example the series of international conferences of the same name [IGA Conference, 2010]. In phenomenological modeling applications, information geometric methods complement the standard statistical tools with techniques of representation similar to those used in physical field theories where the analysis of curved geometrical spaces have contributed to the understanding of phenomena and development of predictive models.

In many statistical models of practical importance there is a small range of probability density functions that has very wide application as a result of general theorems, and the spaces of these families have just a small number of dimensions. For example, the families of Gaussian and gamma distributions and their bivariate versions are widely applied and moreover their information geometry is easily tractable, \cite{Arwini&Dodson,2008}. In particular, the family of gamma distributions is ubiquitous in modeling natural processes that involve scatter of a positive random variable around a target state, such as for inhomogeneous populations or features of elements in a collection. The reason for this ubiquity is that a defining characteristic of the gamma distribution is for the sample standard deviation to be proportional to the sample mean. In practice, that property is commonly found to varying degrees of approximation; the case when the standard deviation equals the mean corresponds to the exponential distribution associated with a Poisson process, which is the fundamental reference process for statistical models. Sums of independent gamma random variables (hence also sums of independent exponential random variables) follow a gamma distribution and products of gamma random variables have distributions closely approximated by gamma distributions. We shall provide below more details about the properties of the gamma family and its associated families which include the uniform distribution, approximations to truncated Gaussians and a wide range of others. Our case studies will show that gamma distributions model well the spacings between successive occurrences of each of the 20 different amino acids which with differing abundances lie along a protein chain \cite{Cai et al.,2002}. Figure 6 illustrates the information distance in the space of gamma distributions for amino acid spacings along protein chains, measured from the exponential (Poisson) case $\kappa = 1$; intuitively we might expect that they would be scattered around the reference exponential case. In fact they all lie on the clustered side of the distribution, all have more variance than that expected by chance—the exponential case.

In typical real situations it is of interest to depict the changing state of a statistical model through the trajectory its representative distribution follows in the appropriate family of distributions, under the influence of external influences or some internal evolutionary imperative. An example is shown in Figure 1 for the integral curves starting from different initial gamma distributions of the entropy (ie the ‘mean log probability density’) gradient in the space of gamma distributions; there the unconstrained disordering means that the asymptote coincides with the exponential distribution, when the standard deviation equals the mean and we have maximal entropy (and hence maximal disorder). Information geometry provides the correct measures of ‘information distance’ along or between such trajectories, and along any other arbitrary curves, and it defines parallelism and perpendicularity as well as minimal distance curves (geodesics). Sometimes the degeneration of order is constrained by conditions in the model and then the process does not tend to the maximal entropy but only to a lower level. An example of a class of stochastic phenomena that involves the degeneration of a structure from more orderly to less orderly, through an external application of disruptive statistical influences, is the heating of a crystalline structure. Here there is what might be called a constrained degeneration into disorder, where the constraints are the structural rules that define the material. We shall discuss in the sequel the results from \cite{Lucarini,2009}, which simulates the progression of the disordering degeneration of 3D BCC crystal structure via surface area distributions of Voronoi cells.

Some applications require bivariate statistical models in which correlation is a parameter. Examples are when these variables are lengths of adjacent polygon edges in stochastic fibre networks, and the void and capillary size in stochastic porous media; \cite{Arwini&Dodson,2008} provides details for such cases. Here, by extending an existing product epidemic model \cite{Britton & Lindenstrand,2009} we shall illustrate a statistically similar situation using a bivariate gamma representation of the random variables for periods of latency and infectiousness; see \cite{Andersson & Britton,2000} for more details on the modeling of epidemics. Epidemics in inhomogeneous populations have disease transmission susceptibilities and infectiousness that vary within the population, so we have an inhomogeneous stochastic rate process and this admits interesting representation through information geometric methods. In the sequel, Figures 4 and 5 show how we can depict the parameters in the joint distribution of periods of latency and infectiousness as surfaces of distance, measured from the two reference cases for the evolution of the epidemic, namely starting from Poisson processes for each variable. On such surfaces could be represented data on the progress of epidemics under
different intervention schemes, or simulations of such scenarios.

Another situation where we encounter an inhomogeneous stochastic rate process is that of an evolutionary development of a population through the stochastic de-selection of individuals with unfavourable features. Here we are interested in how the distribution of features develops and what its effect is on the properties of the population. Particular solutions for the cases of initial densities that were Poisson, gamma or uniform were given by [Karev, 2003]. Elsewhere [Dodson, 2010b] reported a study of evolution from initial log-gamma densities that determine a neighbourhood of the uniform distribution [Arwini & Dodson, 2008], so recovering the solution for the uniform distribution as a special case. For a recent account of numerical methods in modeling evolution see [Roff, 2010].

Pseudorandom number generators are common tools in software engineering and we can use information geometry to compare them. Cryptological attacks on encryption/decryption devices may be defended against by obscuring algorithms that overlay randomizing procedures; then there is a need to compare nearby signal distributions and again the information metric can help. Tests for randomness of such sequences have been studied extensively and the NIST Suite of tests [Rushkin, Soto et al, 2001] for cryptological purposes is widely employed. Information theoretic methods also are used, for example see [Grzegorzewski & Wieczorkowski, 1999] also [Ryabko & Monarev, 2005] and references therein for recent work. Here we add to the latter by outlining how pseudorandom sequences may be tested quickly and easily using information geometry by computing distances in the gamma manifold to compare maximum likelihood parameters for separation statistics of sequence elements.

Finally, we utilize the log-gamma family and compare nearby truncated Gaussian-like distributions of arbitrarily small variance and also perturbations of the uniform distribution, as illustrated in Figure 8. Such comparisons are used in a variety of signal analytic applications and in particular we have applied them to studies of cryptological security of smartcards [Dodson & Thompson, 2000], providing simple approximate information distance formulae.

1.1 Software

In the case studies reported in this chapter we have used the computer algebra package *Mathematica* [Wolfram, 1996] for the necessary analytic differential geometry, to perform computer simulations and to represent graphically the typically important process features for a variety of phenomena. The analytic mathematical and numerical computational methodology used here is supported by open source code in the form of *Mathematica* interactive notebooks [Dodson, 2010c] which can be downloaded from the author’s webpage http://www.maths.manchester.ac.uk/kd/mmaprogs/InfoGeomMMANotebooks/ Such notebooks allow interface and exchange of data with many other programs including C, C++ and MatLab as well as export in a variety of graphical, animated and tabular formats. The book [Rose & Smith, 2002] provides a wide range of mathematical statistics coding in *Mathematica*. [Gray, 1998] provides *Mathematica* code for the geometry of curves and surfaces.

1.2 Summary of properties of gamma distributions

We begin with some notes on properties of the family of gamma distributions, which has certain distinguishing characteristics that give it a central role in a wide range of applications because it generalizes the duality between the discrete Poisson event distribution and its complementary continuous exponential event spacing distribution.
The family of gamma distributions with random variable $x$ in event space $\Omega = \mathbb{R}^+$ has a collection of probability density functions given by

$$
\{ f(x; \mu, \kappa) = \left( \frac{\kappa}{\mu} \right)^{\kappa-1} \frac{e^{-x\kappa/\mu}}{\Gamma(\kappa)} \mid \mu, \kappa \in \mathbb{R}^+ \} \equiv \mathbb{R}^+ \times \mathbb{R}^+. $$

These probability density functions depend in a smoothly differentiable way on parameters $\mu, \kappa \in \mathbb{R}^+$, with mean $\mathbb{E}[x] = \mu$ and variance $\mathbb{E}[x^2] - \mathbb{E}[x]^2 = \sigma^2 = \frac{\mu^2}{\kappa}$. The Shannon entropy $S_f$ of (1) and some gradient flow curves, satisfying $\dot{c} = \nabla S_f$, are shown in Figure 1 from the definition

$$
S_f = - \int_0^\infty f \log f \, dx : \mathbb{R}^{2+} \to \mathbb{R} \\
: (\mu, \kappa) \mapsto \kappa - \log \left( \frac{\kappa}{\mu} \right) + \log(\Gamma(\kappa)) - (\kappa - 1) \frac{d \log \Gamma(\kappa)}{d\kappa}.
$$

At fixed $\kappa$, the entropy increases like $\log \mu$; at fixed mean $\mu$, the maximum entropy is given by $\kappa = 1$, which determines the exponential distribution case of maximal disorder or chaos. Integral curves are shown through the space of parameters for gamma distributions to illustrate trajectories of unconstrained disordering processes that converge to the line $\kappa = 1$. Constrained disordering, such as for heated crystals, converges not to $\kappa = 1$ but to a higher value, as we shall see below. Given a set of identically distributed, independent data values $X_1, X_2, \ldots, X_n$, the ‘maximum likelihood’ or ‘maximum entropy’ parameter values $\hat{\mu}, \hat{\kappa}$ for fitting the gamma distribution (1) are computed in terms of the mean and mean logarithm of the $X_i$ by maximizing the likelihood function

$$
\text{Lik}_f(\mu, \kappa) = \prod_{i=1}^n f(X_i; \mu, \kappa).
$$

By taking the logarithm and setting the gradient to zero we obtain

$$
\hat{\mu} = \hat{X} = \frac{1}{n} \sum_{i=1}^n X_i \\
\log \hat{\kappa} - \frac{\Gamma'((\hat{\kappa})}{\Gamma(\hat{\kappa})} = \log \hat{X} - \frac{1}{n} \sum_{i=1}^n \log X_i = \log \hat{X} - \log \hat{X}.
$$
The smooth family of log-gamma distributions has probability density functions of form

\[ h(a, \nu, \tau) = a^{\nu - 1} \nu^{-\tau} \left| \log \frac{1}{a} \right|^{-1} \frac{1}{\Gamma(\tau)} \]  

for random variable \( a \in (0, 1] \) and parameters \( \nu, \tau > 0 \), see Figure 8. The mean and variance are given by

\[ E(a) = \left( \frac{\nu}{\nu + 2} \right)^{\tau} \]  
\[ \sigma^2(a) = \left( \frac{\nu}{\nu + 2} \right)^{2\tau} - \left( \frac{\nu}{\nu + 2} \right)^{\tau}. \]  

In this family the locus of those with central mean \( E(a) = \frac{1}{2} \) satisfies

\[ \nu \left( 2^{\frac{1}{\tau}} - 1 \right) = 1. \]  

The uniform density is the special case with \( \tau = \nu = 1 \). The log-gamma density actually arises from the gamma density

\[ f(x, \nu, \tau) = \frac{x^{\nu-1} \tau^\nu}{\Gamma(\nu)} e^{-x\tau}. \]  

via the change of variable \( x = -\log a \).

The gamma distribution can be characterized by an important uniqueness property which we have in the form of the following theorem—the proof of which could be omitted in a first reading but the method of proof is important:

**Theorem 1** For independent positive random variables with a common probability density function \( f \), having independence of the sample mean and the sample coefficient of variation is equivalent to \( f \) being the gamma distribution.

This characterization is one of the main reasons for the large number of applications of gamma distributions, because many near-random natural processes have observed standard deviation approximately proportional to the mean, as we illustrate in [Arwini & Dodson, 2008]. A proof of the Theorem 1 was given in [Hwang & Hu, 1999] but in fact the result seems to have been known much earlier and here we give a proof partly based on the article [Laha, 1954], of interest for the methodology using Laplace Transforms, which have a close relation to moment generating functions in statistics [Feller, 1971].

**Proof of Theorem 1** Let \( f \) be a probability density function for a positive random variable \( x \), so \( f \) is positive and of unit measure:

\[ \int_0^\infty f(x) \, dx = 1. \]

The expectation operator \( E \) gives the mean \( m \) and variance \( \sigma^2 < \infty \) by

\[ E[x] = \int_0^\infty x f(x) \, dx = m \quad \text{and} \quad E[(x - m)^2] = \int_0^\infty x^2 f(x) \, dx - m^2 = \sigma^2. \]

The Laplace Transform of \( f \) is therefore the expectation of \( e^{-tx} \) which we write as

\[ \phi_x(t) = E[e^{-tx}] = \int_0^\infty e^{-tx} f(x) \, dx. \]  

(10)
Its $n^{th}$ derivative is
\[ \phi_2^{(n)}(t) = (-1)^n \int_0^\infty x^n e^{-tx} f(x) \, dx \]

and so in particular
\[ \phi'_x(0) = -m, \quad \phi''_x(0) = \sigma^2 + m^2. \]

If $y$ is another positive random variable, with probability density function $g$ and $y$ is independent of $x$ then from (10) the probability density function of $z = x + y$ has Laplace Transform
\[ \phi_z(t) = E[e^{-tx}] = E[e^{-tx}e^{-ty}] = E[e^{-tx}]E[e^{-ty}] = \phi_x(t)\phi_y(t) \]

It follows that if $x_1, x_2, \ldots, x_n$ are independent random variables all with the same probability density function $f$, then the pdf of the sum $w = \sum_{j=1}^n x_j$ has Laplace Transform $\phi_w(t) = (\phi_x(t))^n$.

Now let $x_1, x_2, \ldots, x_n$ be independent positive random variables all with the same probability density function $f$. If the sum $\sum_{j=1}^n x_j$ is independent of the ratio
\[ \frac{\left(\sum_{j=1}^n x_j^2\right)}{\left(\sum_{j=1}^n x_j\right)^2}, \]

then we have to show that $f$ is a gamma probability density function.

By the hypothesis of independence,
\[ E\left[ \frac{\sum_{j=1}^n x_j^2}{\left(\sum_{j=1}^n x_j\right)^2} \right] = E\left[ \left(\sum_{j=1}^n x_j\right)^2 e^{\sum_{j=1}^n x_j} \right] = E\left[ \left(\sum_{j=1}^n x_j\right)^2 \right] E\left[ e^{\sum_{j=1}^n x_j} \right]. \]

Using the above result and dividing through by $\phi^n$,
\[ n\phi''_x/\phi_x = K \left( n\phi''_x/\phi_x + n(n-1) (\phi'_x/\phi_x)^2 \right) \]

Now put $\psi(t) = \log \phi_x(t)$ and simplify to give
\[ A\psi'' + B(\psi')^2 = 0, \quad \text{with } \psi(0) = 0, \psi'(0) = m, \psi''(0) = \sigma^2 \quad \text{so } \frac{\psi''(t)}{\psi'(t)^2} = -\frac{\sigma^2}{m^2}. \quad (11) \]

Put $\xi(t) = \psi'(t)$ then rewrite (11) as
\[ -\frac{\psi''(t)}{\psi'(t)^2} = \frac{d}{dt} \frac{1}{\xi(t)} = \frac{\sigma^2}{m^2} \quad \text{hence } \xi(t) = \frac{m}{1 + (\sigma^2/m)t}. \]

Integrating $\xi(t) = \psi'(t)$ gives
\[ \psi(t) = \log \phi_x(t) = (m^2/\sigma^2) \log[1 + (\sigma^2/m)t] \quad \text{finally } \phi_x(t) = (1 + (\sigma^2/m)t)^{m^2/\sigma^2}. \quad (12) \]

It can be checked that this $\phi_x$ is the Laplace Transform of the gamma probability density function
\[ f(x) = \left(\frac{m}{\sigma^2}\right)^{m/\sigma^2} e^{-mx/\sigma^2} \frac{1}{\Gamma(m^2/\sigma^2)} x^{(m^2/\sigma^2) - 1} \]

which completes the proof of Theorem 1.
2 Background information geometry for stochastic processes

There are many books on differential geometry, we mention [Dodson, & Poston, 1991] and [Gray, 1998] which introduce the ideas of Riemannian geometry and the synthesis of smooth $n$-manifolds by smoothly piecing together subsets of $\mathbb{R}^n$, and include many examples. Let $\Theta \subseteq \mathbb{R}^n$ be the parameter space of a smooth family of probability density functions defined on some fixed event space $\Omega$ (typically $\mathbb{R}$, $\mathbb{R}^+$ or products thereof)

$$\{p_\theta| \theta \in \Theta\} \text{ with } \int_\Omega p_\theta = 1 \text{ for all } \theta \in \Theta. \quad (13)$$

The covariance matrix $[g_{ij}]$ is the expectation of the matrix of derivatives of the log-likelihood function $l = \log p_\theta$, with respect to parameters ($\theta$), it is positive definite and hence defines a Riemannian information metric on the smooth $n$-manifold of probability density functions with coordinates these parameters ($\theta$). The components of the Riemannian metric are, subject to certain regularity conditions, cf. [Arwini & Dodson, 2008],

$$[g_{ij}] = \left[ E \left( \frac{\partial l}{\partial \theta_i} \frac{\partial l}{\partial \theta_j} \right) \right] - \left[ E \left( \frac{\partial^2 l}{\partial \theta_i \partial \theta_j} \right) \right], \text{ giving arc length function } ds^2 = \sum_{i,j} g_{ij} d\theta^i d\theta^j. \quad (14)$$

We say that the family (13) is an exponential family if the $p_\theta$ admit expression in terms of functions $\{C, F_1, ..., F_n\}$ on $\Omega$ and a function $\varphi$ on $\Theta$ as:

$$p_\theta(x) = e^{C(x) + \sum_i \theta_i F_i(x) - \varphi(\theta)}, \quad (15)$$

then we say that these ($\theta_i$) are its natural parameters, and $\varphi$ is the potential function. By normalization we obtain:

$$\int p(x; \theta) \, dx = 1, \text{ so } \varphi(\theta) = \log \int e^{C(x) + \sum_i \theta_i F_i(x)} \, dx. \quad (16)$$

In this case the $n$-manifold of probability density functions can be represented by a natural affine immersion (cf. [Dodson & Matsuzoe, 2003], [Arwini & Dodson, 2008]) in $\mathbb{R}^{n+1}$ via

$$\theta \in \mathbb{R}^n \mapsto (\theta, \varphi(\theta)) \in \mathbb{R}^{n+1}. \quad (17)$$

For an exponential family (15) we have a simpler method to compute the information metric (14) from the log-likelihood function $l(\theta, x) = \log p_\theta(x)$ as follows.

$$\partial_i l(\theta, x) = F_i(x) - \partial_i \varphi(\theta) \quad (18)$$

and

$$\partial_i \partial_j l(\theta, x) = -\partial_i \partial_j \varphi(\theta). \quad (19)$$

Then the information metric $g$ on the $n$-dimensional space of parameters $\Theta \subset \mathbb{R}^n$, equivalently on the set $\{p_\theta| \theta \in \Theta \subset \mathbb{R}^n\}$, has components:

$$[g_{ij}](\theta) = -\int_\Omega [\partial_i \partial_j l(\theta, x)] p_\theta(x) \, dx = \partial_i \partial_j \varphi(\theta) = [\varphi_{ij}](\theta). \quad (20)$$

Surprisingly, (14) is tractable for many important smoothly parametrized distributions, in particular for Gaussian, exponential and gamma, as well as their bivariate versions. For example, the space $\mathcal{G}$ of gamma probability density functions (1) is a smooth 2-manifold (here a curved surface) with Riemannian metric

$$[g_{ij}](\mu, \kappa) = \begin{bmatrix} \mu^2 & 0 \\ 0 & \frac{d^2}{d\kappa^2} \log(\Gamma) - \frac{1}{\kappa} \end{bmatrix} \text{ and arc length function } ds^2 = \frac{\kappa}{\mu^2} \, d\mu^2 + \left( \frac{d^2}{d\kappa^2} \log(\Gamma) - \frac{1}{\kappa} \right) \, d\kappa^2. \quad (21)$$
Figure 2: Tubular neighbourhood of the curve $\kappa = 1$ of all exponential random processes, in the surface representing the gamma 2-manifold in $\mathbb{R}^3$ as an affine immersion $\phi(\nu, \kappa) = \log \Gamma(\kappa) - \kappa \log \nu$ in natural coordinates $\nu = \kappa/\mu, \kappa$.

A curve in the space $\mathcal{G}$ of gamma distributions

$$c : [0, 1] \to \mathcal{G} : t \mapsto \{c_1(t), c_2(t)\}$$

has tangent vector $\{\dot{c}_1(t), \dot{c}_2(t)\}$ where the dot signifies differentiation by $t$ and its information length up to $t = T$ is

$$L(T) = \int_0^T \sqrt{\sum_{i,j} g_{ij}(c_1(t), c_2(t)) (\dot{c}_i(t) \dot{c}_j(t))} \, dt$$

It is easy to show that $(\nu = \kappa/\mu, \kappa)$ are natural parameters for the gamma distribution and its potential function is

$$\varphi(\nu, \kappa) = \log \Gamma(\kappa) - \kappa \log \nu.$$  \hfill (24)

In these coordinates the components of the metric are given by

$$[g_{ij}(\nu, \kappa)] = \begin{bmatrix} \frac{\kappa}{\nu} & -\frac{1}{\nu} \\ -\frac{1}{\nu} & \frac{\mu^2}{\nu^2} \frac{d}{d\nu} \log(\Gamma) \end{bmatrix}.$$ \hfill (25)

Figure 2 shows the corresponding affine immersion in $\mathbb{R}^3$ of the 2-manifold $\mathcal{G}$ of gamma distributions, together with a tubular neighbourhood of the curve $\kappa = 1$ which contains all exponential distributions. This is significant because exponential distributions are in one-to-one correspondence with Poisson processes—Poisson processes on a line have exponentially distributed intervals between events and exhibit maximal disorder.

By inspection of (14), the same information geometry arises from the logarithmic version in each case. Also, among the gamma distributions is included the exponential distribution as a special case so among the log-gamma distributions we have also the uniform distribution, as well as approximations to truncated Gaussians of arbitrarily small variance, among other asymmetric unimodal distributions.
The log-gamma family yields a smooth Riemannian 2-manifold with coordinates \((\nu, \tau) \in \mathbb{R}^+ \times \mathbb{R}^+\) and metric tensor given by

\[
[g_{ij}] (\nu, \tau) = \begin{bmatrix}
\frac{\tau}{\nu} & -\frac{1}{\nu} \\
-\frac{1}{\nu} & \frac{1}{\nu^2} \log(\Gamma)
\end{bmatrix},
\]

with\[
ds^2 = \frac{\tau}{\nu^2} d\nu^2 + \frac{d^2}{d\tau^2} \log(\Gamma) d\tau^2 - \frac{2}{\nu} d\nu d\tau.
\] (26)

In fact, this 2-manifold of log-gamma densities is an isometric diffeomorph (smooth 1 to 1 correspondence) of the 2-manifold of gamma densities \((9)_i\), via natural coordinates \((\nu, \tau)\) (cf. [Amari & Nagaoka, 2000], [Arwini & Dodson, 2008]) for which \(\tau = 1\) corresponds to the subfamily of exponential densities with mean \(\frac{1}{\nu}\). So the information geometry of gamma and log-gamma families coincide and the correspondence maps the exponential distribution with unit mean to the uniform distribution which has \((\nu = 1, \tau = 1)\).

2.1 Characterization of important neighbourhoods of process states

Some other useful general results that arise in this context and have wide application are given by the following theorems from [Arwini & Dodson, 2008]

**Theorem 2** Every neighbourhood of a Poisson process contains a neighbourhood of processes subordinate to gamma probability density functions.

A Poisson process defines a unique exponential distribution, the exponential distributions are special cases of gamma distributions and the information geometry of the gamma family determines a metric structure for neighbourhoods. Figure 2 shows a tubular neighbourhood in \(\mathbb{R}^3\) of the curve of exponential distributions in an immersion of the 2-dimensional space of gamma distributions.

**Theorem 3** Every neighbourhood of a uniform process contains a neighbourhood of processes subordinate to log-gamma probability density functions.

The log-gamma distributions contain the uniform distribution as a special case; logarithmic transformation of random variables leaves unaltered the information geometry so this follows from Theorem 2. Thus a spherical neighbourhood in \(\mathbb{R}^3\) centred on the uniform distribution in an immersion of the space of log-gamma distributions provides a neighbourhood of uniformity.

**Theorem 4** Every neighbourhood of an independent pair of identical Poisson processes contains a neighbourhood of bivariate processes subordinate to Freund bivariate exponential probability density functions.

The 4-dimensional space of Freund bivariate mixtures of exponential distributions [Freund, 1961] contains subfamilies that include correlated identical exponential distributions, so the Freund information geometry provides a metric structure for neighbourhoods of independent exponential distributions and consequently for their corresponding complementary Poisson distributions.

**Theorem 5** The 5-dimensional space of bivariate Gaussians admits a 2-dimensional subspace through which can be provided a neighbourhood of independence for bivariate Gaussian processes.

The information geometry of the bivariate Gaussian family determines a 2-dimensional subfamily that contains the space of independent Gaussians, so determining a neighbourhood of independence.

**Theorem 6** Via the Central Limit Theorem, by continuity, the tubular neighbourhoods of the curve of zero covariance for bivariate Gaussian processes will contain all limiting bivariate processes sufficiently close to the independence case for all processes with marginals that converge in probability density function to Gaussians.

These results are rather general and their qualitative features make them widely applicable. We shall illustrate some aspects in this chapter through several case studies in the following sections for processes that
have stochastic features which seem to be representable in some intuitive sense as ‘close to Poisson’, ‘nearly random’, ‘nearly uniform’ or with binary variables ‘nearly independent’. Those particular reference states, being defined by an equation, are unstable in the mathematical statistical sense, but are passed through or hovered about by many important observed processes and hence we need to consider neighbourhoods. The fact that we have the topological property of geometrical ‘nearness’ means that qualitative results remain true even if the actual models (choice of distribution family) is only an approximation. We look in some detail at inhomogeneous statistical rate processes for epidemics and evolution, and outline applications to amino acid spacings, constrained disordering, distinguishing nearby signal distributions and testing pseudorandom number generators. This should not be viewed as a substitution for other methods of study but rather as an additional methodology that may be useful in representation or evaluation of phenomena.

3 Case Study 1: Modeling a stochastic epidemic rate process

Epidemiology is a big subject with a long history and a large literature; standard texts on modeling include [Bailey, (1975)], [Andersson & May, 1991], [Diekmann & Heesterbeek, 2000], note also the new volume on numerical methods [Andersson & Britton, 2000].

The spreading of an infectious disease involves a (large) population in which an initially small number of individuals are infected. Each infected individual is for a period of latency $L$ not yet infectious but at the end of the latent period the individual becomes infectious for a period $I$; models provide distributions for the random variables $L$ and $I$. The rest of the population is susceptible to infection from infectious individuals; this susceptibility is often taken to be a constant but later we shall consider a population with an evolving inhomogeneous distribution of susceptibilities to infection. An infectious individual has random infectious contacts at a rate $\lambda$ and contact with a susceptible individual results in infection and then the latent period of that individual commences. The so-called basic reproduction number is $R_0 = \lambda \mu I$, the product of the rate of infectious contacts and the mean period of infectiousness $\mu I$.

[Lloyd, 2001] discussed the sensitivity of dynamical properties of an epidemic model to the choices of formulation and made use of a gamma distribution for the period of infectiousness and allowed for optional seasonality. [Cauchemez & Ferguson, 2008] introduced a new approach to the analysis of epidemic time series data to take account of partial observation of latency and the temporal aggregation of observed data. They showed that homogeneous standard models can miss key features of epidemics in large populations. Also, [Nishiura et al, 2009] devised an estimate of reproduction number in terms of coarsely reported epidemic data, showing that an ideal reporting interval is the mean generation time rather than a fixed chronological interval. See also recent work by [He et al, 2009] for related results on partially observed data and by [Miller et al, 2009] on general distributions of generating intervals.

[Chowell et al, 2009] have edited a new collection of articles on mathematical and statistical approaches to epidemic modelling and Chapter 2 there, by G. Chowell and F. Bauer, gives a detailed study of the basic reproduction rate in a variety of epidemic models. [Wallinga & Lipsitch, 2007] addressed the sensitivity of the reproduction number to the shape of the distribution of generation intervals and obtained upper bounds even in the situation of no information on shape.

Recently [Britton & Lindenstrand, 2009] described a model where the period of latency $L$ and the period of infectiousness $I$ have independent gamma distributions. They found that variability in these random variables had opposite effects on the epidemic growth rate. That rate increased with greater variability in $L$ but decreased with greater variability in $I$. Here we extend their result by using the McKay bivariate gamma distribution [McKay, 1934] for the joint distribution of $L$ and $I$, recovering the above effects of variability but allowing in case it may be of relevance the possibility of correlation. One might imagine that in the case of a
disease in which the physical changes during latency lead to longer future infectiousness if the period of their development is longer, then the random variables \( L \) and \( I \) may have a positive correlation. We use methods of stochastic rate processes to obtain explicit solutions for the growth of the epidemic and the evolution of the inhomogeneity and information entropy. This admits a closed analytic solution to the evolution of the distribution of the number of uninfected individuals as the epidemic proceeds, and a concomitant expression for the decay of entropy. The family of McKay bivariate gamma distributions has a tractable information geometry which provides a framework in which the evolution of distributions can be studied as the outbreak grows, with a natural distance structure for quantitative tracking of progress.

3.1 Inhomogeneous Malthusian epidemic models

In their discussion of epidemic modelling, [Britton & Lindenstrand, 2009] highlighted aspects when stochastic features are more important than deterministic ones. In particular, they described the importance of admitting random variables to represent the period of latency \( L \) and the period of infectiousness \( I \). Their standard susceptible-exposed-infectious-removed (SEIR) epidemic model was elaborated using independent gamma distributions for \( L \) and \( I \) with means \( \mu_L, \mu_I \) and standard deviations \( \sigma_L, \sigma_I \). The basic (mean) reproduction number is given by

\[
R_0 = \lambda \mu_I
\]

where \( \lambda \) is the rate of infectious contacts and \( \mu_I \) is the mean length of infectious period. An epidemic becomes a major outbreak if \( R_0 > 1 \) and then the number infected increases exponentially,

\[
n_I(t) \sim e^{rt}
\]

where the Malthusian parameter \( r \) satisfies the equation

\[
E \left( e^{-rt} \lambda \, \text{Prob}\{L < t < L + I\} \right) = 1.
\]

Their independent bivariate model expresses \( r \) in terms of the parameters of the two gamma distributions. They used means, \( \mu_L, \mu_I \) and coefficients of variation \( \tau_L = \sigma_L / \mu_L, \tau_I = \sigma_I / \mu_I \) to deduce

\[
r = \frac{R_0}{\mu_I} \left( 1 + \tau_L^2 \mu_L \right)^{-1/\tau_L^2} \frac{1}{\left( 1 - (1 + \tau_I^2 \mu_I)^{-1/\tau_I^2} \right)}.
\]

Then [Britton & Lindenstrand, 2009] found from numerical analysis of (30) that, at fixed \( R_0 \), the growth rate \( r \) is monotonically decreasing with \( \mu_L, \mu_I \) and \( \tau_I \), but it is increasing with \( \tau_L \). So increased variability in latency period increases the epidemic growth rate whereas increased variability in infectious period decreases the epidemic growth rate.

3.2 Bivariate gamma distribution of periods of latency and infectiousness

The model described here adds to the work of [Britton & Lindenstrand, 2009] in which they used independent univariate gamma distributions for the periods of latency and infectiousness in an epidemic model that they illustrated with data from the SARS outbreak [WHO, 2003]. They used numerical methods to obtain approximate solutions. Our contribution is to use a bivariate gamma distribution which allows positive correlation between the random variables representing the periods of latency and infectiousness. That could represent a situation where physical changes during the latency period lead to longer future infectiousness if the period of their development is longer. We obtain a closed analytic solution and show that the same qualitative features persist in the presence of such correlation. This makes available the analytic information geometry of the space of probability densities, allowing comparison of possible trajectories for the epidemic.
against, for example, exponential distributions for periods of infectiousness or of latency, corresponding to underlying Poisson processes.

Somewhat surprisingly, it is rather difficult to devise bivariate versions of Poisson, exponential distributions or more generally gamma distributions that have reasonably simple form [Arwini, 2004, Arwini & Dodson, 2008] and indeed only Freund bivariate exponential [Freund, 1961] and McKay [McKay, 1934] bivariate gamma distributions seem to have tractable information geometry. The family of McKay bivariate gamma density functions is defined on $0 < x < y < \infty$ with parameters $\alpha_1, \alpha_2 > 0$ and probability density functions,

$$f(x, y; \alpha_1, \alpha_2) = \frac{(\alpha_1 \alpha_2)^{(\alpha_1 + \alpha_2)}/2}{\Gamma(\alpha_1) \Gamma(\alpha_2)} x^{\alpha_1 - 1} y^{\alpha_2 - 1} e^{-\sqrt{\pi/2} \sqrt{x y}}.$$  \hspace{1cm} (31)

Here $\alpha_{12}$, which must be positive, is the covariance of $x$ and $y$ and $f(x, y)$ is the probability density for the two random variables $x$ and $y = x + z$ where $x$ and $z$ both have gamma density functions.

We obtain the means, standard deviations and coefficients of variation by direct integration:

$$\mu_x = \sqrt{\alpha_1 \alpha_2}, \quad \mu_y = \frac{(\alpha_1 + \alpha_2) \sqrt{\alpha_2}}{\sqrt{\alpha_1}}, \quad \mu_z = \frac{\alpha_2 \sqrt{\alpha_1}}{\sqrt{\alpha_2}}$$  \hspace{1cm} (32)

$$\sigma_x = \sqrt{\alpha_1}, \quad \sigma_y = \sqrt{\alpha_2 (\alpha_1 + \alpha_2) \alpha_1 / \alpha_1}, \quad \sigma_z = \frac{\alpha_2 \sqrt{\alpha_1}}{\sqrt{\alpha_2}}$$  \hspace{1cm} (33)

$$\tau_x = \frac{1}{\sqrt{\alpha_1}}, \quad \tau_y = \frac{1}{\sqrt{\alpha_1 + \alpha_2}}, \quad \tau_z = \frac{1}{\sqrt{\alpha_2}}$$  \hspace{1cm} (34)

The correlation coefficient, and marginal probability density functions of $x$ and $y$ are given by

$$\rho = \sqrt{\frac{\alpha_1}{\alpha_1 + \alpha_2}} > 0$$  \hspace{1cm} (35)

$$f_1(x) = \frac{\alpha_1}{\alpha_1 + \alpha_2} x^{\alpha_1 - 1} e^{-\sqrt{\pi/2} \sqrt{x}} \frac{\Gamma(\alpha_1)}{\sqrt{\alpha_1}}$$  \hspace{1cm} (36)

$$f_2(y) = \frac{\alpha_2}{\alpha_1 + \alpha_2} y^{\alpha_2 - 1} e^{-\sqrt{\pi/2} \sqrt{y}} \frac{\Gamma(\alpha_2)}{\sqrt{\alpha_2}}$$  \hspace{1cm} (37)

The marginal probability density functions of latency period $x$ and infectiousness period $y$ are gamma with shape parameters $\alpha_1$ and $\alpha_1 + \alpha_2$, respectively. It is not possible to choose parameters such that both marginal functions are exponential, so the two random variables cannot both arise from Poisson processes in this model.

### 3.3 Stochastic rate processes

For a detailed monograph on stochastic epidemic models see [Andersson & Britton, 2000]. We consider here a class of simple stochastic rate processes where a population $N$, of uninfected individuals, is classified by a smooth family of time-dependent probability density functions $\{P(t), t \geq 0\}$ with random variable $a > 0$, having at time $t$ mean $E_a(a)$ and variance $\sigma^2(t)$. This situation was formulated by [Karev, 2003, Karev, 2010b] in the following way. Let $l_t(a)$ represent the frequency at the $a$-cohort, then we have

$$N(t) = \int_0^\infty l_t(a) \, da \quad \text{and} \quad P_t(a) = \frac{l_t(a)}{N(t)}$$  \hspace{1cm} (38)

$$\frac{dl_t(a)}{dt} = -a l_t(a) \quad \text{so} \quad l_t(a) = l_0(a) e^{-at}$$  \hspace{1cm} (39)
Figure 3: Left: Plot of the Malthusian parameter $r$ against the coefficients of variation of periods of latency $\tau_x$ and infectiousness $\tau_y$ with means $\mu_x = 3$, $\mu_y = 2$ and $R_0 = 2.2$ from [Britton & Lindenstrand, 2009] for the SARS data [WHO, 2003]. So the exponential growth rate of infection decreases with variability in latency period ($\tau_x$) but increases with variability in infectiousness period ($\tau_y$). Right: Plot of the Malthusian parameter $r$ against the means of periods of latency $\mu_x$ and infectiousness $\mu_y$ with coefficients of variation $\tau_x = \tau_y = 4/7$ and $R_0 = 2.2$ from [Britton & Lindenstrand, 2009] for the SARS data [WHO, 2003]. So the exponential growth rate of infection decreases with mean latency period ($\mu_x$) and with mean infectiousness period ($\mu_y$).

General solutions for these equations were given in [Karev, 2003], from which we obtain

$$N(t) = N(0)L_0(t)$$
$$\frac{dN}{dt} = -E_t(a)N$$
$$\frac{dE_t(a)}{dt} = -\sigma^2_t(a) = (E_t(a))^2 - E_t(a^2)$$
$$P_t(a) = e^{-at}P_0(a)$$
$$\frac{dP_t(a)}{dt} = P_t(a)(E_t(a) - a)$$

Here $L_0(t)$ is the Laplace transform of the initial probability density function $P_0(a)$ and so conversely $P_0(a)$ is the inverse Laplace transform of the population (monotonic) decay solution $N(t)/N(0)$. See [Feller, 1971] for more discussion of the existence and uniqueness properties of the correspondence between probability densities and their Laplace transforms. In this section we shall use $N(t)$ to represent the decreasing population of uninfected individuals as an epidemic grows. In our context of an epidemic model we might view the random variable $a$ as a feature representing susceptibility to infection in the population; in general this distribution will evolve during the epidemic. The model can be reformulated for a vector $(N_i(t))$ representing a composite population with a vector of distributions ($P_i(t)$) and a matrix of variables $[a_{ij}]$.

In [Dodson, 2010b] a similar situation was used in an evolutionary selection process, where the random variable $a$ represents unfitness and the population $N(t)$ declines with time as $P_t(a)$, the distribution of unfitness, evolves towards greater mean fitness. There solutions were found for several initial distributions from the log-gamma family, so investigating a neighbourhood of the uniform initial case.

It is easy to deduce the rate process for entropy from Karev’s model. The Shannon entropy at time $t$ is

$$S_t = -E_t(\log P_t(a)) = -E_t \left( \log \frac{P_0(a)e^{-at}}{L_0(t)} \right)$$
which reduces to
\[ S_t = S_0 + \log L_0(t) + E_t(a) t. \] (46)

By using \( \dot{E}_t(a) = -\sigma^2(t) \), the decay rate is then
\[
\frac{dS_t}{dt} = -t \sigma^2(t). \tag{47}
\]

This result shows how the variance controls the entropy change during quite general inhomogeneous population processes. In fact equation (47) and further related results were given also in subsequent papers [Karev, 2010a], [Karev, 2010b]. We note that the reverse process of population growth may have applications in constrained disordering type situations [Dodson, 2010a].

### Initial growth rate

We follow the method of [Britton & Lindenstrand, 2009] in their §3.2, to compute the initial exponential growth rate of the epidemic from equation (29) which we write for bivariate \( x, y \) in the form
\[
\int_0^\infty \int_y^x e^{-r(y-x)} \lambda f(x,y) \, dy \, dx = 1 \tag{48}
\]

Here, from [Britton & Lindenstrand, 2009]. \( R_0 = \lambda \mu_x \) for the average number of infections per infective, so \( \lambda \) is the contact rate; this gives the Malthusian parameter analytically in explicit form as
\[
r = \frac{1}{\mu_x \tau_x^2} \left( \frac{R_0}{\mu_y} \right) \frac{\tau_y}{\tau_x} - 1. \tag{49}
\]

Thus, \( r \) is monotonically decreasing with \( \mu_x, \mu_y \) and \( \tau_x \) but increasing with \( \tau_y \); typical values from the SARS epidemic [WHO, 2003] as used by [Britton & Lindenstrand, 2009] are \( \mu_x = 3 \) and \( r = 0.053 \). So the bivariate gamma model reveals that the result of [Britton & Lindenstrand, 2009] for the dependence of growth rate on variability in the periods of latency and infectiousness in the independent case persists also in the presence of correlation between these two random variables. Such a correlation may be relevant in particular applications, when physical changes evolve during the latent period and influence the length of the subsequent infectiousness period.

We can estimate also the evolution of an inhomogeneous distribution of susceptibility \( a \), as the population \( N(t) \) of uninfected individuals declines with time \( t \). For example, the case when the initial distribution \( P_0(a) \) is a gamma distribution with parameters \( s, k \) was solved in [Karev, 2003] giving the result
\[
P_t(a) = \frac{P_0(a)}{L_0(t)} e^{-at} = \frac{(s+t)^k a^{k-1}}{\Gamma(k)} e^{-a(s+t)}, \quad \text{for time } t \geq 0. \tag{50}
\]

Then the time dependences of mean, standard deviation and coefficient of variation are given by
\[
\mu_a(t) = \frac{k}{s+t} \tag{51}
\]
\[
\sigma_a(t) = \frac{\sqrt{k}}{s+t} \tag{52}
\]
\[
\tau_a(t) = \frac{1}{\sqrt{k}}. \tag{53}
\]

From (47), we can see that the rate of entropy decrease is greater for more variability in susceptibility.

### 3.4 Information geometry of the space of McKay bivariate gamma distributions

Information geometry of the smooth family \( M \) of McKay bivariate gamma probability density functions, which is of exponential type, has been studied in detail in [Arwini & Dodson, 2008] Chapter 4. This
Figure 4: Approximate information distances \( d_{E_M} = \sqrt{E_M} \) (equation \( \text{(54)} \)) in the McKay manifold, measured from distributions \( T_0 \) with exponential marginal distribution for \( x \) so \( \alpha_1 = 1 \) and \( \tau_x = 1 \). So the surface represents distances from an exponential process for periods of latency.

provides a Riemannian metric on \( M \), yielding a curved 3-manifold so the affine immersion is a 3-dimensional object in \( \mathbb{R}^4 \), which we can only represent in \( \mathbb{R}^3 \) through its 2-dimensional submanifolds. Here we illustrate how the geometry may nevertheless be used to provide a natural distance structure on the space of the McKay distributions used in our epidemic model.

First we measure distances from distributions with exponential marginal distributions—those for which \( \alpha_1 = 1, \tau_x = 1 \) when the latency periods are controlled by a Poisson event process. The derivation of a distance from distribution \( T_0 \) is given in [Arwini & Dodson, 2008], and yields in terms of \( \tau_x \) and \( \rho \)

\[
E_M(\tau_x, \rho)_{\mid T_0; \alpha_1=1} = \frac{(\rho^2 + 1)^2}{16 \rho^6} \left| \frac{1}{\tau_x^2} - 1 \right| + \frac{1}{4} \left| \left( 1 - \frac{1}{\tau_x^2} \right) \left( 1 - \frac{1}{\rho^2} \right) + 3 \log \left( \tau_x^2 \right) \right|
\]

\[
+ \left| \psi \left( \frac{1}{\tau_x^2} \right) - \psi \left( \frac{1}{\rho^2} - 1 \right) \right| + \left| \psi \left( \frac{1}{\tau_x^2} \right) + \gamma \right|
\]

where \( \psi(u) = \frac{d \log \Gamma(u)}{du} \) is the digamma function and \( \gamma \) is the Euler gamma constant—with numerical value about 0.577. Figure 4 shows a plot of \( d_{E_M} = \sqrt{E_M(\tau_x, \rho)} \) from equation \( \text{(54)} \). This is an approximation to the Riemannian distance but it represents the main features of the information distance of arbitrary latency period distributions \( T_1 \) from the curve of distributions \( T_0 \) with \( \alpha_1 = 1, \tau_x = 1 \).

Repeating the above procedure for the case when \( T_0 \) has \( (\alpha_1 + \alpha_2) = 1 \), which corresponds to an exponential
Figure 5: Approximate information distances $d_{EM} = \sqrt{E_M}$ (equation (55)) in the McKay manifold, measured from distributions $T_0$ with exponential marginal distribution for $y$, so $\alpha_1 + \alpha_2 = 1$ and $\tau_y = 1$. So the surface represents distances from a Poisson process for infectivity.

infectiousness period distribution (and a Poisson process of infections) we obtain

$$E_M(\alpha_1, \alpha_2)_{|T_0: \alpha_1 + \alpha_2 = 1} = |\psi(\alpha_2) - \psi(1 - \alpha_1)| + \frac{1}{4} \left( \frac{(2\alpha_1 + \alpha_2)^2}{4\alpha_1} - \frac{1}{2} (\alpha_1 + 1) \right).$$

This is plotted in Figure 5. The two graphics, Figures 4 and 5, show how we can depict the parameters in the joint distribution of periods of latency and infectiousness as surfaces of distance, measured from the two reference cases for the evolution of the epidemic starting from Poisson processes, respectively. On such surfaces could be represented data on the progress of epidemics under different intervention schemes, or simulations of such scenarios.

Geodesic curves in Riemannian manifolds give minimal arc length and examples are given in [Dodson, 2010a] for manifolds of Weibull, gamma and McKay bivariate gamma distributions, together with gradient flow curves for entropy. More details of the information geometry of uniform, exponential, gamma, Gaussian, and bivariate versions with applications are provided in [Arwini & Dodson, 2008].

[Britton & Lindenstrand, 2009] highlighted aspects when stochastic features are important and used independent gamma random variables to represent inhomogeneity of latency and infectiousness periods. In this paper we have a bivariate inhomogeneous epidemic process, modeled by correlated gamma distributions and we can use similar methods to depict and quantify departures from exponential periods of latency and infectiousness. This shows that the result of [Britton & Lindenstrand, 2009] for the dependence of growth rate on variability in the periods of latency and infectiousness in the independent case persists also in the presence of correlation between the two random variables. Moreover, the information theoretic distance from the two reference scenarios of exponential distributions of periods latency and infectiousness, Figures 4 and 5, provide natural quantitative representations for comparing different parametric data.

[Britton & Lindenstrand, 2009] used independent gamma distributions for periods of latency and infectiousness, from which the reproduction rate can be estimated, with applications for example to the SARS out-
Figure 6: Distances $D$ in the space of gamma models, using a geodesic mesh [Arwini & Dodson, 2008]. The surface height represents upper bounds on distance $D$ from the grand mean point $(\mu, \kappa) = (18, 1)$, the Poisson random case with mean $\mu = 18$. Depicted also are the 20 data points for the amino acid sequences from a large database of 6294 proteins with sequence lengths up to 4092. All amino acids show clustering to differing degrees by lying to the left of the Poisson random curve $\kappa = 1$, some very substantially so.

break [WHO, 2003]. Here we have used a bivariate gamma distribution which allows a corresponding reproduction rate to be computed. Also, we considered the case when the susceptibility to infection is not uniform and illustrated with the case when it begins as a gamma distribution then evolves as the epidemic proceeds. Other models could be used for the initial distribution of susceptibilities, including asymmetric distributions. A wide range of such other cases using log-gamma distributions was considered in [Dodson, 2010b], for a similar rate process applied to an evolutionary model when the random variable $a$ represents unfitness (like susceptibility to infection) in a population.

4 Case Study 2: Amino acids self-cluster along protein chains

[Cai et al, 2002] analysed for each of the 20 amino acids $X$ the statistics of spacings between consecutive occurrences of $X$ within the Saccharomyces cerevisiae genome, from protein chains with differing sequence lengths $n$. The process as modelled is like having beads of colours labelled $i = 1, 2, \ldots, 20$, each colour $i$ having a relative abundance $p_i$. We string the beads onto a long line of total length $n$ beads, then count for each colour $i$ the spacing lengths between successive occurrences in the sequence of beads, yielding 20 empirical distributions which of course depend on the rules used to make the bead choices along the line.
Table 1: Experimental data from [Cai et al, 2002] for amino acid occurrences in sequences from 6294 protein chains of the Saccharomyces cerevisiae genome of length up to \( n = 4092 \). This gives relative abundance, mean spacing, variance of spacing, and maximum likelihood gamma parameter \( \kappa_i \) for each amino acid \( i = 1, 2, \ldots, 20 \). The grand mean relative abundance was \( p_i \approx 0.05 \) and the grand mean interval separation was \( \mu_i \approx 18 \). Surprising is that the range \( 0.59 \leq \kappa_i \leq 0.95 \) lies below unity, which is expected by chance.

Analytically, we derived the solution if the beads were chosen completely at random after mixing in a large bag; this gave us a reference Poisson case and the effects of the number \( n \) of amino acids in the sequence and the relative abundance of each type [Arwini & Dodson, 2008]. In these reference cases the standard deviation was approximately equal to the mean spacing, increasing with sequence length and decreasing with abundance. So again we have a family of distributions contained approximately in a small neighbourhood of the exponential distributions in the space of gamma distributions. Intuitively, in real proteins with 20 types of amino acids distributed at different abundances along a chain, it might be expected that some would be more clustered \(( \kappa < 1 \) \) and others would be more evenly spread \(( \kappa > 1 \) \) compared to a Poisson process—which latter case would have exponential spacings and \( \kappa = 1 \). From a large database with mean spacing \( \mu \approx 18 \), the observed spacing distributions of the amino acids, though discrete of course, were all well approximated by gamma distributions [1], cf. [Cai et al, 2002] for details of goodness of fit. We might have expected that the 20 amino acids would have spacing distributions scattered more or less isotropically around the Poisson case, like that for a pseudorandom number generator in Figure 7. Table 1 summarizes some 3 million experimentally observed occurrences of the 20 different amino acids within the Saccharomyces cerevisiae genome from the analysis of 6294 protein chains with sequence lengths up to \( n = 4092 \). Listed also for each amino acid are the relative abundances \( p_i \) and mean separation \( \mu_i \); the grand mean relative abundance was \( p \approx 0.05 \) and the grand mean interval separation was \( \mu \approx 18 \). The gamma parameter range \( 0.59 \leq \kappa_i \leq 0.95 \), revealed that each amino acid was more clustered and so had higher variance of spacings than expected by chance \(( \kappa = 1 \) \).

Specifically, we found that maximum-likelihood estimates of parametric statistics show that all 20 amino acids tend to cluster \(( \kappa_i < 1 \) \), some substantially, and so had greater variance than would result from a Poisson process. In other words, the frequencies of shorter gap lengths tends to be higher and the variance of the gap lengths is greater than expected by chance. This may be because localizing amino acids with

<table>
<thead>
<tr>
<th>Amino Acid</th>
<th>Occurrences</th>
<th>Abundance ( p_i )</th>
<th>Mean separation ( \mu_i )</th>
<th>Variance ( \sigma^2_i )</th>
<th>( \kappa_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Alanine</td>
<td>163376</td>
<td>0.055</td>
<td>17</td>
<td>374</td>
<td>0.81</td>
</tr>
<tr>
<td>C Cysteine</td>
<td>38955</td>
<td>0.013</td>
<td>55</td>
<td>5103</td>
<td>0.59</td>
</tr>
<tr>
<td>D Aspartate</td>
<td>172519</td>
<td>0.058</td>
<td>16</td>
<td>346</td>
<td>0.77</td>
</tr>
<tr>
<td>E Glutamate</td>
<td>192841</td>
<td>0.065</td>
<td>15</td>
<td>292</td>
<td>0.73</td>
</tr>
<tr>
<td>F Phenylalanine</td>
<td>133737</td>
<td>0.045</td>
<td>21</td>
<td>554</td>
<td>0.78</td>
</tr>
<tr>
<td>G Glycine</td>
<td>147416</td>
<td>0.049</td>
<td>19</td>
<td>487</td>
<td>0.74</td>
</tr>
<tr>
<td>H Histidine</td>
<td>64993</td>
<td>0.022</td>
<td>39</td>
<td>1948</td>
<td>0.79</td>
</tr>
<tr>
<td>I Isoleucine</td>
<td>195690</td>
<td>0.066</td>
<td>15</td>
<td>222</td>
<td>0.95</td>
</tr>
<tr>
<td>K Lysine</td>
<td>217315</td>
<td>0.073</td>
<td>14</td>
<td>240</td>
<td>0.74</td>
</tr>
<tr>
<td>L Leucine</td>
<td>284652</td>
<td>0.095</td>
<td>10</td>
<td>122</td>
<td>0.85</td>
</tr>
<tr>
<td>M Methionine</td>
<td>62144</td>
<td>0.021</td>
<td>46</td>
<td>2461</td>
<td>0.85</td>
</tr>
<tr>
<td>N Asparagine</td>
<td>182314</td>
<td>0.061</td>
<td>16</td>
<td>277</td>
<td>0.87</td>
</tr>
<tr>
<td>P Proline</td>
<td>130844</td>
<td>0.044</td>
<td>21</td>
<td>587</td>
<td>0.77</td>
</tr>
<tr>
<td>Q Glutamine</td>
<td>116976</td>
<td>0.039</td>
<td>24</td>
<td>691</td>
<td>0.81</td>
</tr>
<tr>
<td>R Arginine</td>
<td>132789</td>
<td>0.045</td>
<td>21</td>
<td>565</td>
<td>0.78</td>
</tr>
<tr>
<td>S Serine</td>
<td>269987</td>
<td>0.091</td>
<td>11</td>
<td>136</td>
<td>0.85</td>
</tr>
<tr>
<td>T Threonine</td>
<td>176558</td>
<td>0.059</td>
<td>16</td>
<td>307</td>
<td>0.85</td>
</tr>
<tr>
<td>V Valine</td>
<td>166099</td>
<td>0.056</td>
<td>17</td>
<td>315</td>
<td>0.93</td>
</tr>
<tr>
<td>W Tryptophan</td>
<td>31058</td>
<td>0.010</td>
<td>62</td>
<td>6594</td>
<td>0.58</td>
</tr>
<tr>
<td>Y Tyrosine</td>
<td>100748</td>
<td>0.034</td>
<td>27</td>
<td>897</td>
<td>0.79</td>
</tr>
</tbody>
</table>
the same properties may favour secondary structure formation or transmembrane domains [Cai et al., 2002]. Figure 6 represents the information distance in the space of gamma distributions for amino acids along the protein chains, measured from the Poisson case \((\kappa = 1)\) at the grand mean value \(\mu = 18\), with data points superimposed. This finding revealed and quantified an important qualitative property: a universal self-clustering that is stable over long sequences for all of these amino acids. The biological significance is yet to be elaborated but it is intriguing to consider the phenomenon as providing a long-range rule that acts as a check during DNA synthesis. Clearly, the maximum likelihood gamma distributions fit only stochastic features and in that respect view the data as exhibiting transient behaviour at small gap sizes; other methods are available for interpretation of such deterministic features and we concentrate here on representation of whole sequences as a stochastic process. Our approach contributes to the characterization of whole sequences by extracting and quantifying stable stochastic features. More detail concerning the data and further discussion is provided in [Cai et al., 2002] and [Arwini & Dodson, 2008].

5 Case Study 3: Constrained degeneration of crystalline order

The degeneration of crystal order was simulated in [Lucarini, 2009] through perturbations of the simple 3D cubic crystal lattices simple, body-centred, face-centred (SC, BCC, FCC) by an increasing spatial Gaussian noise applied to vertices. Physically, the perturbing spatial noise intensity corresponds to a lattice temperature in the structural symmetry degeneration. The statistical parameters of the evolving changes were analyzed through those of the (convex) cells in the Voronoi tessellations, which are optimal partitions of the space from the given set of generating vertices of the structure. In all cases the gamma distribution \((1)\) was an excellent model for the observed probability density functions of all metric and topological properties. With the onset of noise, quite quickly the three tessellations became indistinguishable. With intense noise they all converged to the 3D Poisson-Voronoi tessellations, for which exact analytic results are known [Finch, (2003)]. The observations showed the evolution of the mean and standard deviation of these properties as they converge asymptotically towards the Poisson-Voronoi case, illustrating the rapid degeneration of crystallinity from \(\kappa \sim \infty\) for crystalline structures to much lower values as the noise increased, meanwhile the mean area of Voronoi cells reduced only by some ten percent.

Of course, the constraint of remaining tessellations, albeit highly disordered ones, precludes convergence down to the maximum entropy limit \(\kappa = 1\). In fact the Poisson Voronoi limiting values are \(\kappa \approx 16\) for number of vertices and the same for number of edges and \(\kappa \approx 22\) for the number of faces; actually these are discrete random variables and the gamma model is not strictly appropriate. However, for the positive real random variables, polyhedron volume in the Poisson Voronoi limit has \(\kappa \approx 5.6\) and polygon face area \(\kappa \approx 16\). The constrained degeneration process descends much more rapidly from high \(\kappa\) values than is the case for entropy gradient flow curves shifted to the same asymptote.

[Lucarini, 2008] had reported similar findings for the 2D case of perturbations of the three regular tessellations of the plane: square, hexagonal and triangular. There also the gamma distribution gave a good fit for the distributions during the degeneration of the regular tessellations to the 2D Poisson-Voronoi case; the limiting values were \(\kappa \approx 16\) for the perimeter of polygons and \(\kappa \approx 3.7\) for areas. These lower limiting values reflect the fewer constraints in the 2D tessellations than in the 3D case. For comparison with other natural apparently constrained disordered structures, \(\kappa \approx 4.25\) is the gamma fitted value to the spacings of eigenvalues in the spectrum of Gaussian unitary infinite random matrices (GUE), which model quantum chaotic spacings between energy levels of complex nuclei and is a very good fit also to the spacings between the zeros of the Riemann zeta function [Dodson, 2008].
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Figure 7: Distances in the space of gamma models, using a geodesic mesh. The surface height represents upper bounds on distances from \((\mu, \kappa) = (511, 1)\) from equation (56). Also shown are data points from simulations of Poisson random sequences of length 100000 for an element with expected separation \(\mu = 511\). In the limit as the sequence length tends to infinity and the element abundance tends to zero we expect the gamma parameter \(\kappa\) to tend to 1.

6 Case Study 4: Testing pseudorandom number generators

In a variety of contexts in cryptology for encoding, decoding or for obscuring procedures, sequences of pseudorandom numbers are generated. Tests for randomness of such sequences have been studied extensively and the NIST Suite of tests [Rushkin, Soto et al., 2001] for cryptological purposes is widely employed. Information theoretic methods also are used, for example see [Grzegorzewski & Wieczorkowski, 1999] also [Ryabko & Monarev, 2005] and references therein for recent work. Here we can show how pseudorandom sequences may be tested using information geometry by using distances in the gamma manifold to compare maximum likelihood parameters for separation statistics of sequence elements.

Mathematica [Wolfram, 1996] simulations were made of Poisson random sequences with length \(n = 100000\) and spacing statistics were computed for an element with abundance probability \(p = 0.00195\) in the sequence. In the data from 500 simulations the ranges of maximum likelihood gamma distribution parameters were \(419 \leq \mu \leq 643\) and \(0.62 \leq \kappa \leq 1.56\). The surface height in Figure 7 represents upper bounds on information geometric distances from \((\mu, \kappa) = (511, 1)\) in the gamma manifold:

\[
\text{Distance}[(511, 1), (\mu, \kappa)] \leq \left| \frac{d^2 \log \Gamma}{d\kappa^2} (\kappa) - \frac{d^2 \log \Gamma}{d\kappa^2} (1) \right| + \left| \log \frac{511}{\mu} \right|. \tag{56}
\]
This employs the geodesic mesh function we described in [Arwini & Dodson, 2008]. Also shown in Figure 7 are data points from the Mathematica simulations of Poisson random sequences of length 100000 for an element with expected separation $\mu = 511$. As expected, the simulated data scatters more or less isotropically around the grand mean.

In the limit, as the sequence length tends to infinity and the abundance of the element tends to zero, we expect the gamma parameter $\tau$ to tend to 1. However, finite sequences must be used in real applications and then provision of a metric structure allows us, for example, to compare real sequence generating procedures against an ideal Poisson random model.

7 Case Study 5: Comparing nearby signal distributions and drifts from uniformity

The typical application context here is in the protection of public-key encryption methods involving variations of the RSA procedure, which employs modular arithmetic with a very large modulus. It is necessary to compute

$$ R \equiv y^e \pmod{m} \quad \text{or} \quad R \equiv y^d \pmod{m} $$

(57)

for, respectively, encoding or decoding a message $y$. The very large modulus $m$ and the encryption key $e$ are made public; the decryption key $d$ is secret. The modulus $m$ is chosen to be the product of two large prime numbers $p, q$, also secret, then choose $d, e$ such that

$$ ed \equiv 1 \pmod{(p - 1)(q - 1)}. $$

(58)

Encoding and decoding computations both involve repeated numerical exponentiation procedures. Then, some knowledge of the design of an implementation and information on the timing or power consumption during computational stages could yield clues to the decryption key $d$. [Canvel, 1999], [Canvel & Dodson, 2000] showed how timing analyses of the modular exponentiation algorithm quickly reveal the private key, regardless of its length. An obscuring procedure could mask the timing information but that may not be straightforward for some small memory devices. It is important to be able to assess departures from Poisson randomness of underlying or overlaid procedures that are inherent in devices and here we outline some information geometric methods to add to the standard tests [Rushkin, Soto et al, 2001].

In cryptographic attacks, differential Power Analysis (DPA) methods and Statistical Zero-Knowledge (SZK) proofs depend on discrimination between noisy samples drawn from pairs of closely similar distributions. In many cases the distributions resemble truncated Gaussians; sometimes one distribution is uniform. A log-gamma family of probability density functions provides a 2-dimensional metric space of distributions on $(0, 1]$, ranging from the uniform distribution to symmetric unimodular distributions of arbitrarily small variance. Illustrative calculations are provided here; more discussion is given in [Arwini & Dodson, 2008].

In practical signal comparison situations, we obtain statistical data for an observable that is defined on some finite interval. We shall use as our model the family (5) of log-gamma probability density functions defined for random variable $a \in (0, 1]$. The choice of log-gamma model is due to the fact that it contains a neighbourhood of the uniform distribution, for parameter values $(\nu, \tau) = (1, 1)$ in (5), and for parameter values $\tau >> 1$ it has approximations to Gaussians truncated to domain $(0, 1]$ and with arbitrarily small variance. Figure 8 illustrates symmetric such cases with mean value $E(a) = \frac{1}{2}$. From the information metric (26) on the space of these probability density functions we can obtain information distances between nearby distributions as follows.

Suppose that we record data on amplitude $a \in (0, 1]$ for two cases with parameters $(\nu_0, \tau_0)$ and $(\nu_0 + \Delta \nu, \tau_0 +$
Figure 8: Examples from the log-gamma family of probability densities with central mean \( E(a) = \frac{1}{2} \). Left: near to uniform, \( \tau = 0.99, 1, 1.1 \). Right: approximations to truncated Gaussians, \( \tau = 20, 40, 100 \).

\[ \Delta s^2 \approx \frac{\tau_0}{\nu_0^2} \Delta \nu^2 - \frac{2}{\nu_0} \Delta \nu \Delta \tau + \frac{d^2 \log \Gamma}{d\tau^2}(\tau_0) \Delta \tau^2. \]  (59)

Two particular cases are of interest:

**Near to the uniform distribution** Here we have \( (\nu_0 = 1, \tau_0 = 1) \) and (59) reduces to

\[ \Delta s^2 \approx \Delta \nu^2 - 2 \Delta \nu \Delta \tau + 1.645 \Delta \tau^2. \]  (60)

**Two nearby unimodular distributions** Here we have \( \tau_0 >> 1 \) and (59) reduces to

\[ \Delta s^2 \approx \frac{\tau_0}{\nu_0^2} \Delta \nu^2 - \frac{2}{\nu_0} \Delta \nu \Delta \tau + \Delta \tau^2. \]  (61)

For example, some data on power measurements from a smartcard leaking information during processing of a '0' and a '1', at a specific point in process time, yielded two data sets \( C, D \). These had maximum likelihood parameters \( (\nu_C = 2.506, \tau_C = 1.816) \) and \( (\nu_D = 4.527, \tau_D = 1.757) \).

## 8 Conclusions

Information geometry allows us to formulate precise meaning for nearness and neighbourhood in a state space of processes and it quantifies the proximity of a process to a particular state by means of a natural information theoretic metric structure on smoothly parametrized families of probability density functions. Information geometric methods complement standard statistical tools with techniques of representation similar to those used in physical field theories where the analysis of curved geometrical spaces have contributed to the understanding of phenomena and development of predictive models. The role of information theory itself is important, attributing significance to the geometry and giving access to the concepts of entropy and likelihood. In many statistical models of practical importance there is a small range of probability density functions that has very wide application as a result of general theorems, and the spaces of these families
have just a small number of dimensions. Families of Gaussian and gamma distributions and their bivariate
versions are widely applied and moreover their information geometry is easily tractable. Gamma distributions
are ubiquitous in modeling natural processes that involve scatter of a positive random variable around a
target state, such as for inhomogeneous populations or features of elements in a collection. A defining
characteristic of the gamma distribution is for the sample standard deviation to be proportional to the
sample mean, commonly found to varying degrees of approximation: the case when the standard deviation
equals the mean corresponds to the exponential distribution associated with a Poisson process which is the
fundamental reference process. We have described some general theorems about information neighbourhoods
of randomness, independence, and uniformity for processes and their qualitative features make them widely
applicable, as our case studies illustrate.

The case of an inhomogeneous statistical rate processes for epidemics showed how a bivariate process may
be involved, to reveal and quantify qualitative features. For example, we demonstrated a stable property
that persisted in the presence of correlation between infectiousness and latency periods. The epidemic
exponential growth rate increased with variability of infectiousness period but decreased with variability of
latency period. The information metric provided a distance structure to quantify proximity to the natural
reference states—those for exponential distributions for one of the two variables. A gamma model for
amino acid spacings along protein chains revealed the qualitative stable property that all 20 of the amino
acids are more clustered together than would be expected at random, over a range of abundances and
lengths of protein chains. Simulations of the constrained disordering of crystals in two and three dimensions
again revealed the dominance of the gamma family of distributions for features such as polygon areas,
polygon perimeters and polyhedral volumes; this means that the progress of degeneration of order may be
tracked through the information geometry of the space of gamma distributions. Distinguishing nearby signal
distributions is important in a variety of contexts, particularly now in cryptological studies. The family of log-
gamma distributions provides a neighbourhood of the uniform distribution as well as good approximations
to truncated Gaussians of arbitrarily small variance; such distributions are commonly needed for testing
purposes.

Clearly, there is plenty of scope for further applications of information geometry in the modeling of real
phenomena, and in particular for the elaboration of inhomogeneous biological rate processes. One example of
the latter is in the neural modeling of the process of neuron and synapse evolution during early development.
Typically, embryo brains seem to create a large number of neurons very rapidly [Hamburger, 1975] but some
die out to reduce the adult number to about 60% of the maximum. In humans, there is a rise in number
of synapses that seem randomly created during the first two years; this is followed by a decline to 60% of
the maximum by the time of adolescence [Huttenlocher, 1984]. This gives rise to a large neural net model
for populations of nodes (neurons) and edges (synapses) declining through a rate process controlled by early
usage statistics from neuronal stimulation and activity [Izhikevich, 2003]; such a study is in progress. In
another direction, modern small chip-controlled interactive devices, that need encryption to protect data but
have limited computational capability, could benefit from ‘quick and rough’ software applications that can use
information geometry to detect patterns in fraudulent attempts at access. Similarly, in the development of
devices it could be useful to monitor externally detectable non-random process activity statistics, informing
the need for shielding or obscuring procedures [Canvel & Dodson, 2000]. Constrained disordering on a small
scale may be viewed as a minor degradation in a structure, a device or a service; this may be as a result
of ageing or externally caused damage and may be amenable to automatic monitoring through information
geometry associated with the defining structural features and through which the degradation is detectable
and measurable. More developments in the theory and applications of information geometry can be gleaned
from the papers presented at the latest international conference, [IGA Conference, 2010].
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9 Key Terms and Definitions

Information metric: Riemannian distance structure and hence arc length function, defined by the covariance matrix function of a smooth family of probability density functions.

Information entropy: The negative of the expectation of the logarithm of a probability density function.

Inhomogeneous rate process: A first order differential process defined on a population where the rate of change of a cohort is proportional to the local density of that cohort.

Constrained disordering: A structure defined by a probability distribution of its features may be perturbed but the structural rules control the degree to which total disorder may be approached.

Pseudorandom number generator: An algorithm that generates numbers from a given set with each interval of the set having a probability of occurrence in proportion to its total length, so approximating a uniform distribution.

Random variable: A variable that follows a well-defined discrete probability distribution, or continuous probability density distribution.

Integral curve of a gradient field: A curve for which the rate of change with time at a point is equal to the gradient vector of a field at that point.

Voronoi cells: Given a set of nodes in the plane $\mathbb{R}^2$, for each point in the plane there is one node closest to it or at most two closest nodes equidistant from it. The Voronoi cell for a node is the interior of the convex polygon of nearest points. This definition extends to higher dimensions—leading to convex polyhedra in $\mathbb{R}^3$. 