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The relative involvement of different temporal frequency-selective filters

underlying detection of chromatic stimuli were studied. Diverse spectral

stimuli were used, namely flashed blue and yellow light spots, wide bars and

narrow bars. The stimuli were temporally modulated in luminance having

constant wavelength. Although the bar-like stimuli apparently reduced the

sensitivity at short and long wavelengths, the cone-opponent mechanism still

remained responsible for the actual stimulus detection at different temporal

frequencies. The bar-like stimuli increased sensitivity for temporal frequencies

around 3-6 Hz, revealing involvement of an intermediate temporal frequency-

selective filter to detection, the so-called transient-1 filter. A probability

summation model for the method of adjustment was developed that assumes

that detection depends on the properties of the temporal filters underlying

the temporal frequency-sensitivity curve. The model supports the notion that

at least two temporal frequency-selective filters are necessary to account for

the shape of the sensitivity curves obtained for blue bar-like stimuli. c© 2010

Optical Society of America

OCIS codes: 330.1690, 330.1720, 330.6180, 330.6790, 330.5510
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1. Introduction

It is now generally thought that three overlapping temporal frequency-selective filters sub-

serve perception of achromatic stimuli [1–5]. These three temporal filters (or channels) can

be revealed using a detection task combined with a task of identification of a stimulus,

namely detection of pattern, movement and pure flicker [1, 6] and corresponds to the three

perceptual phenomena [7]. Mandler and Makous [2] also reported three achromatic tempo-

ral frequency filters: one low-pass, often referred to as sustained (actually weak band-pass,

peak around 0.6-1 Hz), one intermediate band-pass referred to as transient-1 (peak around

3-8 Hz), and a second band-pass referred to as transient-2 (peak 9-16 Hz). The temporal

frequencies at which the peaks occur depend on mean luminance, i.e. higher frequencies

at higher luminance. The broad tuning of these filters makes it generally difficult to sep-

arate them, unless stimuli are chosen to favor certain components, or observers are made

to perform discrimination tasks. The peak of the transient-1 temporal filter is most readily

revealed in luminance modulated spatial patterns such as gratings [6,8]. Kelly [8], whilst not

recognizing separate filters, observed that luminance modulation is sensitized for frequencies

around 5 Hz, following introduction of a bipartite field (a central edge). He also reported that

adding a central edge to a chromatic stimulus lowered maximum sensitivity of the low-pass

filter. Accordingly, two temporal filters for red-green grating stimuli have been explicitly re-

ported using Gabor patches [9,10]; a low-pass filter (sustained), and a second band-pass filter

(transient-2 ). There are strong residual achromatic contributions due to the L- and M-cone
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phase shifts for red-green stimuli [11,12], and this makes it more difficult to separate either

of them from the luminance mechanism. Hence, the intermediate band-pass temporal filter

(transient-1 ) has never been proposed as underlying detection of diffuse chromatic spots. S-

cone stimuli, like blue presented on a yellow adapting background, give better separation of

the cone-opponent mechanisms from the luminance mechanism than L- and M-cone stimuli.

A diffuse blue spot on a yellow background would be expected to reveal a broad low-pass

temporal frequency-selective filter (sustained), reflecting a pure color mechanism (a color

mechanism with balanced red-green and blue-yellow sensitivity). The idea put forward here

is that the presence of spatial edges is needed to reveal the intermediate band-pass temporal

filter (transient-1 ). Any evidence of involvement of temporal filters other than the low-pass

(sustained) filter would then be taken as evidence for multiple temporal filters subserving

chromatic perception in general.

The present study employed rectangular stimuli like bars to investigate the number and

type of temporal filters needed to account for detection of blue-yellow stimuli. This was

done in an attempt to address the question whether the intermediate band-pass tempo-

ral frequency-selective filter (transient-1 ) is needed in addition to the low-pass temporal

frequency-selective filter (sustained) to subserve chromatic processing in general. The addi-

tion of high-spatial frequency components, like edges, to S-cone stimuli still left the stimuli

predominantly cone-opponent. Thresholds were measured as a function of temporal fre-

quency for short (blue) and medium (yellow) wavelength and it is demonstrated that there

is increased sensitivity around 3-8 Hz for the S-cone bar-like stimuli, suggesting involve-
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ment of the transient-1 filter. A probability summation model was developed and fitted to

the experimental data and shows that at least two temporal filters are needed to account

for the results. That is: a low-pass filter (sustained), and an intermediate band-pass filter

(transient-1 ), and in some cases a second band-pass filter (transient-2 ).

The intermediate temporal filter (transient-1 ) is considered to subserver perception of both

color and luminance contrast, but color contrast, and not luminance contrast, is believed to

be responsible for detection of blue stimuli for the following reasons:

i) Sensitivity to color contrast is much higher than that for luminance contrast in end-

spectral regions.

ii) The intermediate temporal filter is also evident when the L-M cone-opponent mecha-

nism has been additionally desensitized with an adapting yellow background.

2. Methods

The stimuli were generated by a three-filter Maxwellian view optical system. All stimulus

parameters (spatio-temporal and chromatic) as well as observer responses were controlled

and analyzed by a computer. The set-up has been described in detail elsewhere [13].

A. Stimuli and backgrounds

The test stimuli were circular spots (1 deg), wide (0.5 x 3.0 deg) or narrow bars (0.06 x

1.3 deg). The width of the bars subtending 0.06 and 0.5 deg approximates half a cycle of a

grating of about 8 and 1 c/deg, respectively. The background of luminous intensity 1000 td
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was neutral daylight (x = 0.42, y = 0.42, equivalent to a color temperature (CT) of 3350

K), here referred to as white, or yellow (x = 0.51, y = 0.47, CT = 2520 K). The yellow

background was obtained by adding a Lee industrial filter No.104 to the background field (x

= 0.49, y = 0.49). The yellow background was used to desensitize the L-M cone-opponent

mechanisms, and to facilitate detection of luminance contrast around 575 nm [14,15].

Calibration of stimuli and backgrounds have been described in detail elsewhere [16,17].

B. Procedures

In each experiment, the observer used an analogue control button to adjust the intensity of

the test object. The stimulus was flickering continuously while the observers were instructed

to adjust the intensity until the flicker just ceased to be seen and then made one step up

to yield the threshold [18]. Thus these are thresholds for seeing flicker, not any other aspect

of a stimulus. Moreover, subjects were encouraged to look away every few seconds to avoid

adaptation to flicker. The method is less time consuming [19] and gave similar results as

compared with an alternative forced choice method [16] for experienced observers. For slow

(1, 2, 2.5, 3 and 5 Hz) temporal presentations the observer was instructed to set the threshold

for detecting the offset of the test object (seeing the blank between presentations). For

rapidly flickering (7.5, 10, 15 and 25 Hz) presentations, the observer was instructed to set the

threshold for the detection of flicker [1,6], as during homochromatic flicker photometry [20].

In all experiments, the observer was first dark adapted for 20 min and then adapted to the

background for a period of one min before the trials commenced. Fixation was maintained

6



central throughout (assisted by a fixation spot).

Two different experiments were carried out. In the first experiment spectral sensitivity

curves were measured for 1-deg spots, wide and narrow bars. Measurements of the eleven

different wavelength presentations, ranging from 400 to 650 nm were repeated at least three

times. Temporal modulation was 1 or 25 Hz square-wave with an additive non-zero base. In

the second experiment, temporal sensitivity measurements were carried out for two different

wavelengths (450 nm, 574 nm) with the 1-deg spots, wide and narrow bars. Measurements

of the two wavelengths were repeated at least three times and in random order. Temporal

modulation was 1, 2, 2.5, 3, 5, 7.5, 10, 15 and 25 Hz square-wave.

The data presented were obtained from three experienced observers: a 28-year-old female

(RB), a 33-year-old male (AG) and a 62-year-old male (JK). AG did not complete the full

set of experiments. All observers had corrected monocular visual acuity of 6/6 or better,

normal color vision tested with the Farnsworth-Munsell 100 Hue test, and no known ocular

or general pathology that could have affected the results.

3. Model

A. Probability summation for the method of adjustment

Following Metha and Mullen [9], it was sought to characterize the observers’ sensitivity

curves in terms of Watson’s probability summation model [21] and various combinations

of filters drawn from a family of filters originally proposed by Koenderink [22]. The main

idea required to generalize the probability summation model to experiments employing the
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method of adjustment, rather than a two-alternative forced-choice design based on stimuli

of fixed temporal duration, is explained briefly below. This is followed by models fitted to

the actual data and results. Mathematical details appear in the Appendix, Section A.

B. The probability of recording a threshold at contrast level C

The main result in Section A is an expression, Eqn. (A9), for P (C, ν : τ, σ, β, A), the

probability that a stimulus with contrast C and flicker frequency ν will not be detected by a

system of filters specified by parameters τ, σ (which characterize, respectively, the rise-time

and temporal duration of the impulse response functions); Weibull parameter β and three

filter amplitudes given by the vector A = (A0, A1, A2). These scale, respectively, the output

of a low-pass filter h0 and two band-pass filters, h1 and h2 (see Table 1 and Section A for

details).

A threshold at contrast level C was recorded if:

i) the stimulus is visible at contrast level C, but . . .

ii) the stimulus is not visible at contrast level γC, where γ = 10−ε/10 < 1 and ε (in dB),

is the smallest step in contrast that the viewing system permits: here ε = 0.3.

In light of this design, the probability of recording a detection threshold C for a stimulus

with flicker frequency ν is the product

(1 − P (C, ν : τ, σ, β, A)) × P (γC, ν : τ, σ, β, A) (1)

where the first factor is the probability that the stimulus is detected at contrast C while the
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second is the probability that it is not detected at contrast γC.

C. Bayesian model fitting

The model builds upon Metha and Mullen’s work in two ways, firstly by extending their mod-

els to encompass the method of adjustment and secondly by adopting a Bayesian framework

for model fitting. The Bayesian approach requires the specification of a prior distribution

P (τ, σ, β, A) on the parameters of the model, which should incorporate any a priori knowl-

edge or assumptions about their values. Given the prior, parameters can be fit by choosing

those that maximize the posterior likelihood, which is the product

P (τ, σ, β, A) × P (Data | τ, σ, β, A) (2)

In the remainder of this section a brief account of the factor P (Data | τ, σ, β, A) is given

and the assumptions incorporated into the priors are explained.

1. Likelihood of the data given parameters

Data from a typical observer consists of several threshold measurements recorded at each of

a range of frequencies: the data is denoted as a list of pairs (Cj,k, νj) where νj ranges over the

flicker frequencies at which there are data and, for each fixed value of j (that is, for each fixed

flicker frequency), the index k = 1, 2, . . . runs over all the available threshold measurements.

Given a set of parameters (τ, σ, β, A) the probability of a observing particular set of data

is

P (Data | τ, σ, β, A) =
∏

j,k

(1 − P (Cj,k, νj : τ, σ, β, A)) P (γCj,k, νj : τ, σ, β, A). (3)
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This expression, when combined with prior distributions sketched below, enables us to fit

the parameters by maximizing the posterior likelihood (2). C++ programs was written to

do this, using version 3.1.1 of the discrete Fourier transform library FFTW [23] to compute

convolutions (A4) and version 2.4 of Sandia’s OPT++ library [24] to do the optimization.

2. The parameter β

Initial numerical investigations showed that for the data the conditional likelihood (3) de-

pends only weakly on the parameter β. This makes sense in that β controls the slope of the

psychometric function, but does not influence the threshold [21]. As only thresholds were

measured, the data provide only weak constraints on β (though β does allow one to pre-

dict the variance for repeated threshold measurements at the same frequency). Metha and

Mullen [9] addressed a similar issue by measuring the slope of the psychometric function

directly, but such measurements were not available and so assumed fixed values of β were:

1.73 for the blue stimuli and 2.4 for yellow ones.

3. Priors on parameters of the filters

The shapes of Koenderink’s family of kernels are characterized by only two parameters, τ

and σ [see Eqn. (A3)], but a natural quantitative description of the three filters that are of

interest here would require at least five: a roll-off frequency for the low-pass filter and two

parameters apiece for each of the band-pass filters; for example, a frequency at peak gain and

a full width at half-maximum. Thus Koenderink’s formulation imposes certain inescapable

interdependencies among the three filter. To incorporate the expectations about the filters
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a prior distribution on τ and σ proportional to a product of normal distributions designed

to constrain features of the gain curves was therefore applied.

The prior, which was the same far all classes of models, whichever combination of filters

they included, was

P (τ, σ, β, A) = P (τ, σ) =
2∏

j=0

e−(fj(τ,σ)−mj)
2/(2s2

j )

√
2πs2

j

(4)

where the fj(τ, σ) are frequencies at which certain features of the filters occur, the mj are

target values for those frequencies and the sj are tolerances indicating how strictly the targets

should be enforced. Thus, for example, f0(τ, σ) is the frequency at which the low-pass filter

rolls off to half-maximal gain and m0 = 8 Hz while s0 = 3 Hz. This component of the prior

acts as a penalty function designed to provide a (fairly weak) constraint that requires the

low-pass filter to roll off at f0 ≈ 8 ± 3Hz. The other two factors in (4) are designed to

constrain f1(τ, σ) and f2(τ, σ), which are the frequencies at which the two band-pass filters

produce their peak gains. The details of these Gaussian priors are summarized in Table 1.

Finally, uniform priors on the filters gains Aj were imposed, restricting each to the interval

0 ≤ Aj ≤ 25000. Numerical experiments show that this range includes all remotely plausible

(in terms of fitting the data) values.
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4. Results

A. The 1 Hz spectral sensitivity function

Figure 1 shows the standard spectral sensitivity function of the cone-opponent mechanisms

for two observers on the white background (3350 K), marked by empty circles. This curve

has three characteristic, almost equal, peaks at about 450, 525 and 600-620 nm. A notch at

574 nm separates the peaks in the red-green spectral range (cf. Ref. 20,25,26) and conceals

a response of the yellow-blue mechanism (cf. Ref. 13). The notch is defined as the difference

in sensitivity at 574 nm as compared with at 554 nm and 601 nm. The notch becomes

shallower when luminance intrusions are stronger (cf. Ref. 27). Fig. 1 illustrate this point:

spectral sensitivity for a 1-deg spectral spot presented on the white background (empty

circles) has a deeper notch than on the yellow background (2520 K), marked by filled circles.

1. The effect of bar-like stimuli

The spectral sensitivity curve obtained with the wide bar on a white background (Fig. 1:

empty squares) is only marginally different to that obtained with a 1-deg spot (empty circles),

especially for medium-long wavelengths. The notch depth (cf. Ref. 27) at 574 nm is reduced

by about 0.1 log units as compared with the spot, whereas the peak around 450 nm is reduced

by about 0.05 log units.

Narrowing the bar to 0.06 deg (Fig. 1: empty triangles) reduced sensitivity at 450 nm

by 0.6 to 1.0 log unit depending on the observer. The short-wavelength peak is reduced by

about 0.3 log units compared with the spot. Thus the sensitivity of the short-wavelength
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cone-opponent mechanism seems to deteriorate as a consequence of introducing spatial edges

when a white background is used. There is still a difference between cone-opponent and

luminance mechanisms in end-spectral regions, even for the narrow bar: Compare empty

triangles with the dashed line in Fig. 1; the dashed line represents 25 Hz homochromatic

flicker for a narrow bar on a white background. The 25 Hz homochromatic flicker function

is identical for the yellow background and is therefore not shown here.

2. The effect of bar-like stimuli and background color

A yellow background was introduced to desensitize the L- and M-cone mechanisms (Fig. 1,

filled circles). Spectral sensitivity curves measured for bars, either wide or narrow, presented

on the yellow background are enhanced for the short-wavelength range as compared with the

curves obtained for the white background. Similar effects, which have been known for spot

stimuli (Fig. 1, circles), is evident for narrow and wide bars as well (compare filled squares

and triangles with the corresponding empty symbols in Fig. 1), indicating that the S-cone

opponent mechanism is well separated from the L- and M-cone mechanisms. The shallower

notch around 574 nm may imply that the detection of spectral yellow in this case is influenced

by luminance contrast, since the test and background differ little in chromaticity.
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B. The temporal sensitivity function

1. The effect of bar-like stimuli

Actual thresholds and predicted sensitivity curves for spots are plotted in Fig. 2 and for

wide and narrow bars in Fig. 3, 4, 5. The temporal frequency sensitivity curves obtained

with a 2-deg colored spot on a white background generally gives a low-pass function (cf. Ref.

28). This is similar to what is presented here for a 1-deg blue spot on a yellow background

[Fig. 2(b)]. A blue wide bar gives rise to a broader low-pass function with a flat region

between 3 to 10 Hz [Figs. 3 (a) and 4 (a)]. The flat region of the function may be an

envelope of the sensitivities of two band-pass (transient) filters.

Tables 2-6 summarize the results from the model fit. The tables have the same format: the

likelihood scores for a given stimulus are arranged in a block of four rows; one each for the

four classes of model that were tested. Each row begins with a symbol describing the model,

for example, M02 refers to a model based on the low-pass filter h0 and the band-pass filter h2,

followed by three columns relating to the log of the posterior-likelihood for the maximally

likely set of parameters. The column headed Prior lists the log of the Bayesian prior (4)

evaluated for the parameters of the most likely model while the column headed Fit is the

log of that factor (3) in the posterior likelihood (2) which gives the probability of seeing the

observed data: the latter of these two provides a measure of how well the most likely model

in the class actually fits the data. The last column of log-likelihood values, headed Total,

gives the sum of the contributions from the prior and the fit and it is this quantity, the log
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of the posterior likelihood (2), that is the target of the likelihood maximization.

The final two columns list p-values given by a test of the significance of the differences

in log-likelihood between the various models. The test depends on an asymptotic result for

the distribution of these differences that requires the models being compared to be nested in

the sense that one is a special case of the other. Consider, for example, the models M0 and

M02: the first includes only a single filter, the low-pass filter h0, while the second includes

both h0 and h2, the second of the band-pass filters. Thus M0 is a special case of M02 for

which the amplitude A2 = 0. In the vocabulary of the asymptotic result mentioned above,

model M0 is said to be nested in model M02 and a χ2 test can be used (see, for example,

Section 8.4.2 of Ref. 29) to check whether the difference in log-likelihood between the two

models is significant. This makes it clear that there are two sorts of significance tests that

can be done. As M0 is nested within each of the more complex models, it is possible to test

all three of them against M0: the p-values for these tests are tabulated in the columns headed

p1. The same framework to test differences in likelihood between models M01 and M02 can

not be used as neither is nested within the other, but both of these two can be tested against

the model M012. The columns headed p2 record p-values for the difference in log-likelihood

between M012 and the most likely member of the pair M01 and M02.

Tables 2 and 3, top two rows, show that in the case of a blue bar on a white background, a

model that combines the low-pass filter with the first band-pass filter (model class M01), or

a model that combines all three filters (model class M012) provides the best fit to the data.

The model that excludes the first band-pass filter and combines the low-pass filter with the
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second band-pass filter (model class M02) provides the least satisfactory fit to the data. For

a narrow blue bar the model M012 has a slightly greater likelihood than either M01 or M02,

but the difference is not significant.

2. The effect of bar-like stimuli and background color

The predicted temporal-sensitivity curves for a blue wide bar on a yellow background

[Figs. 3(c), 4(c), and 5(a)] are similar to those for a blue wide bar on a white background

[Figs. 3(a) and 4(a)], this is confirmed in the log-likelihood values for each of the model

fits (tables 2 and 3). Table 4 show the result for observer AG for a blue spot and wide and

narrow blue bars on a yellow background; his results show the same trend. This indicates

that a transient-1 filter also subserves detection of S-cone stimuli. Narrowing the bar shifts

the peak of the predicted sensitivity curves to lower temporal frequencies, as a wide bar,

detected by its two edges, is known to engage faster processing than a narrow bar (cf. Ref.

30).

A yellow bar, wide or narrow, on a yellow background gives rise to a temporal sensitivity

curve with a peak around 10 Hz [Figs. 3(e) and (f) and 4(e) and (f)]. Tables 5 and 6 show

that the model that fits a yellow spot or bar best is either the model that combines the

low-pass filter with the second band-pass filter (model class M02), or a model that combines

all three filters (model class M012). The model that combines the low-pass filter with the

first band- pass filter (model class M01) provides the poorest fit to the data.
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5. Discussion

The results show that at least two temporal frequency-selective filters (or channels) are neces-

sary to account for detection of both chromatic (blue bars on a yellow or a white background)

and achromatic (yellow bars on a yellow background) stimuli. The transient-2 filter domi-

nates the predicted sensitivity curves obtained with the yellow bars, whereas the transient-1

filter is the transient filter that dominates the predicted sensitivity curves obtained with the

blue bars. This transition reveals a shift in relative contributions of color and luminance

from low to higher temporal frequencies, and we argue that interaction between color and

luminance signals drives visual processing at intermediate temporal frequencies.

The deterioration of the cone-opponent function as a consequence of change of shape from a

spot to a rectangular bar can be inferred from the change in the spectral sensitivity functions

(Fig. 1). One plausible explanation for the observation is that bar-like stimuli (presented at 1

Hz) activate a hypothetical intermediate detection mechanism operating between pure color,

mediated by the sustained temporal filter, and pure luminance, mediated by the transient-2

temporal filter. This is not an effect of area since the change in effective area of a spot, from

0.1 deg2 to above 1 deg2, only produces a vertical shift in sensitivity [19]. Note that pattern-

detection sensitivity is known to increase when straight edges are present in the stimuli [31],

unlike pure luminance detection, which is best for large spots [1].

The presence of straight edges in the stimuli still increases the activation of the luminance

mechanism as compared with the cone-opponent mechanism, and this is evident in the spec-
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tral sensitivity function as the notch around 575 nm is shallower and end-spectral sensitivity

at 450 and 600 nm is reduced for the narrow and wide bar stimuli as compared with the

spot stimulus (Fig. 1). These results are in line with previous quantitative assessments of

contribution of cone-opponent versus luminance mechanism around 575 nm [13, 20, 32–37].

Reviewing the experimental evidence available, Sharanjeet-Kaur et al. [27] concluded that

circular blurred spots, or spots with an annulus, are optimal stimuli to activate cone-opponent

mechanisms. Introduction of a yellow background further increases chance achromatic detec-

tion [13, 15], and makes it difficult to separate the yellow chromatic part of the blue-yellow

cone-opponent mechanism, especially if the wavelengths of the test stimulus and background

are similar [13]. Conversely, the yellow background accentuates chromatic detection for a

stimulus with peak wavelength around 450 nm as a consequence of L- and M-cone desen-

sitizing. Luminance contrast is thereby unlikely to be responsible for detection at 450 nm,

and thus the results for blue stimuli suggest different processes.

Stimuli with straight edges like the bar-like stimuli employed here are not optimal shapes

for stimulation of the cone-opponent mechanisms as spatial edges reduces the peaks at both

ends of the visible spectrum as shown previously [38]. Narrowing the bars reduces the spectral

sensitivity of the peak around 450 nm even more, probably because of foveal tritanopia

[39, 40]. Apparently, even though the sensitivity of the cone-opponent mechanism to the

bar-like stimuli is lower than for spots, the sensitivity of the luminance mechanism under

such viewing conditions is even lower (see Fig. 1 dashed line the 25 Hz homochromatic

flicker function approximates the luminosity function). The luminance mechanism does not
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contribute much in the spectral sensitivity function at both ends of the visible spectrum.

Detection of wide blue bars is thus mediated mainly by the cone-opponent mechanism.

Furthermore, measurements performed on yellow backgrounds, show an overall increase of

sensitivity around 450 nm, both for wide and narrow bars, indicating good separation of the

S-cone response.

In spite of the quantitative differences in the spectral sensitivity curves for the various

conditions of detection of narrow and wide blue bars, the predicted temporal sensitivity

curves reveal the presence of the same intermediate (transient-1 ) filter for blue bars on

white and yellow backgrounds. Moreover, the models that include the transient-1 filter also

provides the best fit to the data (e.g. Table 2).

A. The temporal sensitivity function

The detection of a blue spot on a white background by cone-opponent mechanism is well

separated from the luminance mechanism, as defined by homochromatic flicker photometry.

The temporal frequency curve under this condition is low-pass with a fall-off at 10 Hz [28,

41]. The predicted sensitivity curves obtained for a blue bar with both white and yellow

background conditions are flat between 3 and 10 Hz with lower sensitivity at low temporal

frequencies [Figs. 3 and 4 (a) and (b)] than for a 1-deg spot stimulus [compare Fig. 2 (b)

with Figs. 3 (c), 4 (c) and 5 (a)]. The flattening at intermediate frequencies of the temporal

sensitivity curves reflects that under conditions were spatial edges are prominent, the cone-

opponent mechanism, which is believed to be of sustained properties only, is not operating
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on its own. The argument put forward here is that this is because perception is mediated

by the transient-1 filter. The model employed to derive the theoretical filters underlying the

data support that at least two filters are necessary to account for the data, with models

encompassing both the sustained and the transient-1 filters being favoured. A similar effect

was demonstrated with different intensity levels of the yellow background [42], giving a flatter

region between 4 and 9 Hz at lower levels of background illumination. Stockman et al. also

reported that S-cone signals are mediated by two temporal filters [43]; the sustained and the

transient-2 filters. They used high intensity levels that shift sensitivity to higher temporal

frequencies; this may be why they did not consider the transient-1 filter. Any contribution

of the transient-1 filter has been shown to be evident if the temporal frequency sensitivity

curve exhibits a peak around 4 Hz [6,44]. Involvement of a distinctive intermediate transient

component has been reported for red-green isoluminant stimuli and has been attributed to

the operation of an additional chromatic mechanism [10, 45]. It has been demonstrated by

two other separate investigations [46, 47] that under strict conditions of isoluminance, and

after accounting for this transient component, that both red-green and blue-yellow (tritan)

cone-opponent mechanisms are purely low-pass at threshold, referred to as pure color. This

implies that the cone-opponent mechanism cannot be the sole operator over the range of

intermediate temporal frequencies.
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1. Related studies

The three temporal frequency-selective filters apparent in the data presented here are most

likely to represent the following: a sustained filter subserving perception of cone-opponent

processing without luminance intrusion (also referred to as pure color), one transient-1 filter

of mixed color and luminance properties, and a transient-2 filter of pure luminance proper-

ties. While retrospectively analyzing early studies it became apparent that the intermediate

transient-1 filter was actually evident in the data of Robson [48] (counter-phased luminance

gratings) and Kelly [8] (a bipartite field). Kulikowski and Tolhurst [6] revealed two different

temporal frequency-selective filters for oriented achromatic stimuli. Furthermore, two dis-

crete temporal frequency-selective filters were reported for detecting chromatic and oriented

stimuli [42] and straight-line contours [49]. Finally, a similar finding has been reported in

S-cone monochromatic observers [50].

The slow low-pass (sustained) filter was identified as exclusively serving fine pattern de-

tection above 25 c/deg [51]. A similar filter is also serving the detection of color as reviewed

recently [46,47]. On the other hand, the transient-1 filter, responsible for motion perception,

is stronger for spatial patterns, and is clearly separable from pure flicker detection [1]. The

so-called movement mechanism, optimal around 3-7 Hz and 2 c/deg, depending on level of

retinal illumination, may not have any contribution from the transient-2 filter (pure flicker

mechanism). Burr and Ross [44] have shown that most spatio-temporal contributions to the

detection of fast motion are due to a transient filter with peak sensitivity around 4 Hz (the
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transient-1 filter). The predominance of the transient-2 filter over the transient-1 filter is

shown only above 25 Hz for flashed spots [41].

2. Chromatic-pattern mechanism: possible neuronal basis

S-, M- and L-cones make characteristic connections in the retina via bipolar neurons (for re-

view see: [52]). S-cones do not project to magnocellular ganglion neurons. Dacey and Lee [53]

have shown that excitatory S-cone input goes via specific bipolar neurons to distinct bis-

tratified ganglion neurons and the koniocellular pathway [54] there from. S-cone inhibitory

connections are associated with different neurons [55,56]. Most numerous are L-M opponent

connections forming the parvocellular pathway [57, 58]. In spite of these morphological dif-

ferences, the +S-(L), +S-(M) and L-M opponent ganglion and LGN neurons have temporal

characteristics that are not substantially different [56], and all exceed psychophysical limits

of temporal resolution [59]. It is argued that the perceptual limits of temporal resolution

must be determined at the cortical level [60]. Magnocellular neurons receive information as

a non-linear sum from L+M cones; their spectral characteristics fit the V-lambda luminos-

ity function best and are often regarded as substrate of luminance information [61–63]; but

see [64] for an alternative view. Although it was argued that neurons that receive parvocel-

lular input responds in a way that can approximate the V-lambda luminosity function [65],

both parvo- and koniocellular neurons have been reported to have too low luminance contrast

sensitivity [56, 66–68] to contribute on their own to luminance contrast detection. Studies

of single neurons in the monkey primary cortex V1, have revealed distinct color neurons
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that were not sensitive to luminance contrast [69–71], but in addition also many neurons

that were sensitive to both color and luminance contrast. The latter are typically neurons

with elongated receptive fields [72–78]. Mixing of parvo-, konio- and magnocellular pathways

have been demonstrated anatomically in area V1 [68,79,80]. Moreover, neruons that received

mixed input from the three pre-cortical pathways had the highest maximum achromatic con-

trast sensitivity at low spatial frequencies and moderate velocities. These composite neurons

may form the basis of a mechanism that combines information of color, form and motion.

Kulikowski and Walsh [81, 82] introduced a concept of a chromatic-pattern, motion and

stereo detection mechanism, which may process a mixture of color and luminance signals,

possibly reflecting an integration of konio-, parvo- and magnocellular inputs. Its spectral

characteristic depends critically on the shape of the stimulus; for a 1-deg spot it is the

envelope of typical cone-opponent functions [20,83]; for rectangular stimuli, it is a weighted

characteristic of the V-lambda luminosity function and the two cone-opponent mechanisms:

red-green and blue-yellow.

This view is consistent with the finding of Metha and Mullen [10], who examined red-

green isoluminant and luminance modulated Gabor patches involved in temporal frequency

discrimination. They concluded that at least two temporal filters must be involved which

correspond to the sustained and the transient-1 filter. They suggested that the transient-1

filter might be part of the color detection process. However, McKeefry [46] argued that when

the transient-1 filter is excluded in an aberration-free experiment, red-green and blue-yellow

sensitivity become equal and color is processed in a veridical manner. This would suggest
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separate systems for color and chromatic pattern analyzis, the latter would depend on the

shape of the visual stimuli.

6. Conclusion

The data presented here demonstrate the involvement of a transient-1 filter in a task requir-

ing the detection of bar-like stimuli with combined color and luminance contrast. Detection

of spectral spots is predominantly executed by the cone-opponent mechanism (a sustained

filter) at low temporal frequencies, and by the pure flicker (luminance) mechanism (the

transient-2 filter) at very high temporal frequencies. The involvement of the transient-1 fil-

ter for detecting bar-like stimuli suggests that this temporal frequency-selective filter is linked

with analyzis of chromatic patterns, integrating color and form in to a unified percept (cf.

Ref. 84). It is postulated that this intermediate mechanism which is based on mixed konio-,

parvo- and magnocellular input to some orientation sensitive visual cortical units [68] affect

perception. The change of stimulus shape may critically alter the involvement of these units.
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A. Probability summation model for the method of adjustment: mathematical

details

Watson’s probability summation model [21] requires two ingredients: a set of filters and a

probabilistic detection model. For the first, we followed Metha and Mullen [9] and built

models based on combinations of three filters—a low-pass filter and two band-pass filters—

whose impulse response functions are

h0(t : τ, σ) = exp

{

−(ln(t/τ))2

σ2

}

(A1)

h1(t : τ, σ) = dh0/dt

= −
(

2

tσ2

)
ln(t/τ) exp

{

−(ln(t/τ))2

σ2

}

= −
(

2

tσ2

)
ln(t/τ)h0(t) (A2)

h2(t : τ, σ) = dh1/dt

= −
(

2

t2σ4

) [
2

σ4
ln(t/τ)2 + ln(t/τ) − 1

]
exp

{

−(ln(t/τ))2

σ2

}

= −
(

2

t2σ2

) [
2

σ2
(ln(t/τ))2 + ln(t/τ) − 1

]
h0(t). (A3)

Here the parameters τ and σ characterize, respectively, the rise-times and temporal durations

of responses.

If the stimulus flickers periodically with contrast C, frequency ν (in Hz.) and temporal

waveform g(t : ν) then the responses of the various filters are given by convolutions:

Rj(t) = Cg(t : ν) ∗ hj(t : τ, σ)

= C
∫ ∞

0
g(t − s : ν)hj(s : τ, σ) ds (A4)
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where, on the left-hand side, the dependence on the parameters τ and σ has been suppressed.

Note that as the waveforms g(t : ν) are periodic with period 1/ν, so are the responses Rj(t).

In terms of the Rj(t), the probability that a subject would fail to detect the stimulus during

some interval T0 ≤ t ≤ T1 is given by

PW (C, ν : τ, σ, β, A) = 2
−
∫ T1

T0

∑2

j=0
|AjRj(t)|β dt

(A5)

where here the dependence on all parameters is shown explicitly, including the vector of

amplitudes A = (A0, A1, A2) and the Weibull parameter β that comes from Watson’s prob-

abilistic detection model.

Application of (A5) is straightforward when the signal is presented for a finite period (thus

fixing the bounds T0 and T1 of the integral), but has no immediately obvious interpretation

when, as in our experiments, the flickering stimulus is presented essentially continuously, with

the subject deciding whether the stimulus is visible or not and choosing when to modify the

contrast C. In this context there are two natural generalizations to Eqn. (A5), both of which

rely on some implicit “effective presentation interval” during which the subject attends to

the stimulus to decide whether it is visible or not.

In the first formulation, which we will call the constant T formulation, the subject is

assumed to study the stimulus for a fixed time T , independent of the flicker frequency. In

the second formulation, the constant N formulation, we assume that the subject observes

the stimulus for a fixed number of cycles, N , of the flickering. In both formulations we

assume that after the observer adjusts the contrast he or she then ignores the stimulus for a

26



sufficiently long time that transients may be neglected and we can be assume that Rj(t) is

periodic.

But as the responses are assumed periodic there is, in both formulations, an issue about

the point in the cycle of the periodic flickering at which the observer begins to attend to

the stimulus. That is, there is some unknown phase 0 ≤ θ ≤ 1 such that the limits of the

integral in (A5) become

T0 = θ/ν and T1 =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(θ/ν) + T In the constant T formulation

(θ + N)/ν In the constant N formulation

And as there is no way of knowing θ, one must average over all possible values, replacing the

integral in the exponent of (A5) with, for example in the constant N formulation,

∫ 1

0
dθ
∫ (θ+N)/ν

θ/ν

2∑

j=0

|AjRj(t)|β dt =
∫ N/ν

0

2∑

j=0

|AjRj(t)|β dt

= N

⎡

⎣
∫ 1/ν

0

2∑

j=0

|AjRj(t)|β dt

⎤

⎦ (A6)

where, in simplifying the expression, we have used the fact that the integral of a periodic

function over N complete periods is independent of starting time and equal to N times the

integral over a single period. Notice that the final line is proportional to N , but that no N ’s

appear inside the square brackets surrounding the integral: integrals over a single period of

the responses Rj(t) are all that need be computed.

In the constant T formulation the corresponding calculation is

∫ 1

0
dθ
∫ (θ/ν)+T

θ/ν

2∑

j=0

|AjRj(t)|β dt =
∫ 1

0
dθ
∫ T

0

2∑

j=0

|AjRj(s + θ/ν)|β ds
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where, in passing from the left hand side to the right, we have changed the variable of

integration to s = t − θ/ν. Then, interchanging the order of integration, we obtain the

following

∫ 1

0
dθ
∫ T

0

2∑

j=0

|AjRj(s + θ/ν)|β ds =
∫ T

0
ds
∫ 1

0

2∑

j=0

|AjRj(s + θ/ν)|β dθ

To continue with this calculation it is convenient to make a second change of variable, defining

η = θ/ν:

∫ T

0
ds
∫ 1

0

2∑

j=0

|AjRj(s + θ/ν)|β dθ =
∫ T

0
ds
∫ 1/ν

0

2∑

j=0

|AjRj(s + η)|β νdη

=
∫ T

0
νds

∫ 1/ν

0

2∑

j=0

|AjRj(s + η)|β dη

Finally, again using the fact that the integral of a periodic function over a complete period

is independent of the starting point, we obtain:

∫ T

0
νds

∫ 1/ν

0

2∑

j=0

|AjRj(s + η)|β dη =
∫ T

0
νds

⎡

⎣
∫ 1/ν

0

2∑

j=0

|AjRj(η)|β dη

⎤

⎦

= νT

⎡

⎣
∫ 1/ν

0

2∑

j=0

|AjRj(η)|β dη

⎤

⎦

This result has a certain formal similarity to (A6): both results are proportional to the inte-

gral of |Rj(t)|β over a single period, but the fixed-T result includes a factor of the frequency

ν that is absent from Eqn. (A6).

Armed with these results, it is easy to write down a probability of non-detection:

P (C, ν : τ, σ, β, A) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

2
−νT

[∫ 1/ν

0

∑2

j=0
|AjRj(η)|β dη

]

Constant T formulation

2
−N

[∫ 1/ν

0

∑2

j=0
|AjRj(η)|β dη

]

Constant N formulation

(A7)
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But these formulae are meant to be used as the basis for the maximum-likelihood fitting

program outlined in Section A and, for this, they include too many parameters. To see why,

consider the expression for the exponent in the constant N formulation:

N

⎡

⎣
∫ 1/ν

0

2∑

j=0

|AjRj(η)|β dη

⎤

⎦ =
2∑

j=0

N

[∫ 1/ν

0
|AjRj(η)|β dη

]

=
2∑

j=0

NAj
β

[∫ 1/ν

0
|Rj(η)|β dη

]

. (A8)

The last line emphasizes the fact that the probability of non-detection depends only on the

products NAj
β, which means that if one were to change N to, say, N ′ = αN and, at the

same time, change all the filter amplitudes to A′
j = Aj/α

1/β then the products that enter

into (A8) would remain unchanged:

N ′(A′
j)

β = (αN)
(

Aj

α1/β

)β

= (αN)

(
Aj

β

α

)

= NAj
β

In other words, one cannot hope to find a unique, best-fitting set of parameters if one permits

both N and the Aj to vary. Alternatively one could say that the expressions (A9) are unsuited

to our data in the sense that, without further measurement, we cannot distinguish between

a very deliberate observer who looks at the signal for a long time (has a large N or T ),

but has rather small filter amplitudes Aj, and a quicker observer who looks briefly (i.e., has

N ′ << N or T ′ << T ), but compensates with larger filter amplitudes A′
j.

To get rid of this ambiguity we fix one of the parameters, choosing T = 1 in the constant T

formulation and N = 1 in the constant N formulation. This leads the following expressions,
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which yield a well-posed, maximum-likelihood parameter-fitting problem:

P (C, ν : τ, σ, β, A) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

2
−ν

[∫ 1/ν

0

∑2

j=0
|AjRj(η)|β dη

]

Constant T formulation

2
−
[∫ 1/ν

0

∑2

j=0
|AjRj(η)|β dη

]

Constant N formulation

(A9)

These probabilities are the main ingredient required for the analysis in Section A.
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Figure Captions

Figure 1. Spectral Sensitivity at 1 Hz as a function of wavelength is plotted for two observers,

RB (a) and JK (b). The curves for bars are shifted down by one and two log units, for

clarity. Top curves, marked by empty circles, are standard spectral sensitivity functions

on a white background (3350 K) with its characteristic peaks. Intrusion of the luminance

mechanism makes the notch shallower as is shown by spectral sensitivity curve on yellow

background (2520 K), marked by filled circles. Bar-like stimuli on a white background

reduces spectral sensitivity in the blue range, only slightly for wide bars (empty squares)

and more substantial for narrow bars (empty triangles). The 25 Hz homochromatic flicker

function approximating the luminosity function is plotted for a narrow bar on white

(dotted line) only for comparison. Spectral sensitivity for bars on yellow background (filled

squares and triangles) increases in the blue range, as expected. Error bars are 1SD.

Figure 2. Results for (a) blue (450 nm) and (b) yellow (574 nm) spot stimuli on yel-

low background as a function of Temporal Frequency [Hz]. The measured thresholds (for

observer RB, JK and AG) are shown as solid dots and the predicted sensitivity curves for

the best-fitting models in each class are shown as lines. The solid line represents model M01;

the dashed line model M02; and the dash-dot line model M012. The predicted sensitivity

curves for the one-filter model M0 gives the least likely fits (for details see third row of

Tables 2, 3 and 5, 6), and are therfore not shown. The two-filter model M01 is the model
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that fits the data for the blue spot best, whereas it is the three-filter model M012 that fits

the yellow spot best.

Figure 3. Results for blue (450 nm) and yellow (574 nm) bar-like stimuli on white or

yellow backgrounds as a function of Temporal Frequency [Hz]. Data (for observer RB): the

conventions are as in Fig. 2. The two-filter model M01 fits the results for the blue bar best,

whereas it is the three-filter model M012 that fits the yellow bar best.

Figure 4. Results for blue (450 nm) and yellow (574 nm) bar-like stimuli on white or

yellow backgrounds as a function of Temporal Frequency [Hz]. Data (for observer JK): the

conventions are as in Fig. 2. The two-filter model M01 fits the results for the blue bar best,

whereas it is the three-filter model M012 that fits the yellow bar best.

Figure 5. Results for blue (450 nm) and yellow (574 nm) bar-like stimuli on white or

yellow backgrounds as a function of Temporal Frequency [Hz]. Data (for observer AG): the

conventions are as in Fig. 2. The two-filter model M01 fits the results for the blue bar best,

whereas it is the three-filter model M012 that fits the yellow bar best.
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Fig. 3.
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Fig. 4.
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Fig. 5.
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Tables

Table 1. Parameters of the Gaussian priors on the parameters τ and σ. Note that the

prior (4) depends on the features fj(τ, σ), which were evaluated numerically.

Feature fj(τ, σ) mj sj

f0(τ, σ): freq. at half-maximal gain for the low-pass filter 8 Hz. 3 Hz.

f1(τ, σ): freq. at peak gain for the 1st band-pass filter 4 Hz. 1 Hz.

f2(τ, σ): freq. at peak gain for the 2nd band-pass filter 14 Hz. 3 Hz.
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Table 2. Results for blue (450 nm) stimuli on white or yellow backgrounds for observer

RB. The total likelihood score of the best model is italicized. The column headed p1 gives

the p-values with regards to whether each of the two-filter or three-filter models is more

likely than the one-filter model M0. The column headed p2 gives the p-values with regards to

whether each of the two-filter models, M01 or M02, is more likely than the three-filter model

M012.

Stimulus Model Prior Fit Total p1 p2

Wide blue bar M0 -8.26 -118.55 -126.81

on white M01 -8.24 -70.77 -79.01 < 0.01

M02 -13.29 -74.43 -87.72 < 0.01

M012 -8.17 -70.95 -79.12 < 0.01 > 0.99

Narrow blue bar M0 -8.02 -71.95 -79.97

on white M01 -8.09 -68.21 -76.30 < 0.01

M02 -12.28 -65.47 -77.75 0.04

M012 -8.10 -68.10 -76.20 0.02 0.65

Blue spot M0 -8.26 -169.28 -177.54

on yellow M01 -14.53 -73.31 -87.84 < 0.01

M02 -16.14 -95.51 -111.65 < 0.01

M012 -14.83 -73.04 -87.87 < 0.01 > 0.99

Wide blue bar M0 -8.26 -98.37 -106.63

on yellow M01 -8.82 -59.48 -68.30 < 0.01

M02 -14.52 -61.52 -76.04 < 0.01

M012 -8.53 -59.80 -68.33 < 0.01 > 0.99

Narrow blue bar M0 -8.02 -53.55 -61.57

on yellow M01 -8.02 -53.32 -61.34 0.50

M02 -8.02 -53.35 -61.37 0.53

M012 -8.02 -53.19 -61.21 0.70 0.61
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Table 3. Results for blue (450 nm) stimuli on white or yellow backgrounds for observer JK.

The conventions are as in Table 2.

Stimulus Model Prior Fit Total p1 p2

Wide blue bar M0 -8.10 -91.99 -100.09

on white M01 -8.02 -76.66 -84.68 < 0.01

M02 -12.44 -77.16 -89.60 < 0.01

M012 -8.02 -76.63 -84.65 < 0.01 0.81

Narrow blue bar M0 -8.02 -65.58 -73.60

on white M01 -8.02 -64.53 -72.55 0.15

M02 -8.05 -65.50 -73.55 0.75

M012 -8.02 -64.50 -72.52 0.34 0.81

Blue spot M0 -8.26 -148.16 -156.42

on yellow M01 -10.72 -76.15 -86.87 < 0.01

M02 -15.03 -91.31 -106.34 < 0.01

M012 -10.72 -76.15 -86.87 < 0.01 > 0.99

Wide blue bar M0 -8.26 -113.93 -122.19

on yellow M01 -12.36 -70.50 -82.86 < 0.01

M02 -16.19 -85.62 -101.81 < 0.01

M012 -12.56 -70.32 -82.88 < 0.01 > 0.99

Narrow blue bar M0 -8.10 -81.04 -89.14

on yellow M01 -8.63 -66.80 -75.43 < 0.01

M02 -13.77 -73.56 -87.33 0.06

M012 -8.53 -66.97 -75.50 < 0.01 > 0.99
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Table 4. Results for blue (450 nm) stimuli on white or yellow backgrounds for observer AG.

The conventions are as in Tabel 2.

Stimulus Model Prior Fit Total p1 p2

Blue spot M0 -8.26 -95.31 -103.57

on yellow M01 -11.18 -77.37 -88.55 < 0.01

M02 -8.26 -95.31 -103.57 > 0.99

M012 -12.33 -76.24 -88.57 < 0.01 > 0.99

Wide blue bar M0 -8.26 -146.22 -154.48

on yellow M01 -9.76 -76.34 -86.10 < 0.01

M02 -14.57 -81.79 -96.36 < 0.01

M012 -9.76 -76.36 -86.12 < 0.01 > 0.99

Narrow blue bar M0 -8.02 -58.64 -66.66

on yellow M01 -8.02 -58.02 -66.04 0.27

M02 -8.02 -58.23 -66.25 0.37

M012 -8.02 -57.74 -65.76 0.41 0.45
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Table 5. Results for yellow (574 nm) stimuli on yellow background for observer RB. The

conventions are as in Table 2. The three-filter model M012 has a small numerical edge over

the simpler models in two out of three conditions, but is not significantly different from the

two-filter model M02.

Stimulus Model Prior Fit Total p1 p2

Yellow spot M0 -10.14 -100.88 -111.02

on yellow M01 -10.90 -75.64 -86.54 < 0.01

M02 -10.75 -62.31 -73.06 < 0.01

M012 -10.75 -62.30 -73.05 < 0.01 0.89

Wide yellow bar M0 -8.52 -107.09 -115.61

on yellow M01 -10.14 -68.53 -78.67 < 0.01

M02 -12.19 -52.62 -64.81 < 0.01

M012 -12.19 -52.60 -64.79 < 0.01 0.84

Narrow yellow bar M0 -9.05 -178.20 -187.25

on yellow M01 -12.52 -65.58 -78.10 < 0.01

M02 -13.82 -53.36 -67.18 < 0.01

M012 -13.82 -53.36 -67.18 < 0.01 > 0.99
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Table 6. Results for yellow (574 nm) stimuli on yellow background for observer JK. The

conventions are as in Table 2.

Stimulus Model Prior Fit Total p1 p2

Yellow spot M0 -11.11 -121.52 -132.63

on yellow M01 -13.80 -104.08 -117.88 < 0.01

M02 -9.61 -72.44 -82.05 < 0.01

M012 -9.61 -72.45 -82.06 < 0.01 > 0.99

Wide yellow bar M0 -9.25 -138.16 -147.41

on yellow M01 -10.86 -66.87 -77.73 < 0.01

M02 -13.43 -51.35 -64.78 < 0.01

M012 -13.43 -51.35 -64.78 < 0.01 > 0.99

Narrow yellow bar M0 -9.05 -170.64 -179.69

on yellow M01 -11.96 -60.53 -72.49 < 0.01

M02 -13.73 -54.41 -68.14 < 0.01

M012 -13.51 -54.31 -67.82 < 0.01 0.42
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