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First/second order transformation system

Tentative proof

Y. Chahlaoui, P. Van Dooren

Theorem

The generalized state space system (of state dimension \(2n\))

\[
G(\lambda) \sim \begin{bmatrix}
\lambda \hat{E} - \hat{A} & \hat{B} \\
\hat{C} & 0
\end{bmatrix}
\]

(1)

is system equivalent to the so-called second order form

\[
G(\lambda) \sim \begin{bmatrix}
\lambda I_n & -I_n & 0 \\
K & \lambda M + D & B \\
C & 0 & 0
\end{bmatrix}
\]

(2)

if and only if there exists an \(n \times 2n\) matrix \(R\) such that

\[
\text{rank}\begin{bmatrix}
R \hat{E} \\
R \hat{A}
\end{bmatrix} = n, \quad R \hat{B} = 0, \quad \text{rank}\begin{bmatrix}
R \hat{E} \\
\hat{C}
\end{bmatrix} = \text{rank}\begin{bmatrix}
R \hat{E}
\end{bmatrix}.
\]

(3)

Proof. The only if part is trivial since if both generalized state space systems are equivalent, then there exist invertible matrices \(S\) and \(T\) such that

\[
\begin{bmatrix}
S(\lambda \hat{E} - \hat{A})T \\
C T
\end{bmatrix}
\begin{bmatrix}
S \hat{B}
\end{bmatrix} =
\begin{bmatrix}
\lambda I_n & -I_n & 0 \\
K & \lambda M + D & B \\
C & 0 & 0
\end{bmatrix}.
\]

But then clearly the matrix \(R\) made from the first \(n\) rows of \(S\) satisfies

\[
\begin{bmatrix}
I_n & 0 \\
0 & -I_n
\end{bmatrix}
\begin{bmatrix}
R \hat{E} \\
R \hat{A}
\end{bmatrix}
T = I_{2n}, \quad R \hat{B} = 0, \quad \begin{bmatrix}
R \hat{E} \\
\hat{C}
\end{bmatrix} T = \begin{bmatrix}
I_n & 0 \\
0 & C
\end{bmatrix}
\]

(4)

which clearly satisfies (3). The if part follows the converse reasoning. Construct the inverse of the matrix \(T\) from the given matrix \(R\), and partition it as follows

\[
T^{-1} := \begin{bmatrix}
I_n & 0 \\
0 & -I_n
\end{bmatrix}
\begin{bmatrix}
R \hat{E} \\
R \hat{A}
\end{bmatrix}, \quad [T_1 | T_2] := T.
\]
Now choose $S_1 = R$ and $S_2$ such that $S_2 \hat{E} T_1 = 0$ where
\[
S := \begin{bmatrix} S_1 \\ S_2 \end{bmatrix},
\]
is of full rank. This can always be done since $S_1 \hat{E} T_1 = I_n$ implies that none of the rows of $S_1$ are orthogonal to $\hat{E} T_1$ while $S_2 \hat{E} T_1 = 0$ implies that all the rows of $S_2$ are orthogonal to $\hat{E} T_1$. We now obtain with this construction the required equivalence (3) by putting
\[
C := \hat{C} T_1, \quad B := S_2 \hat{B}, \quad K := S_2 \hat{A} T_1, \quad M := S_2 \hat{E} T_2, \quad D := S_2 \hat{A} T_2.
\]

Notice that we have not assumed any special properties of the systems (1) and (2). It easily follows that
1. system (2) is regular iff system (1) is regular
2. system (2) is minimal iff system (1) is minimal
3. $M$ in system (2) is invertible iff $\hat{E}$ in system (1) is invertible
since equivalence transformations do not change these properties. Moreover, if the system is regular, then the transfer function is also given by
\[
G(\lambda) = C(\lambda^2 M + \lambda D + K)^{-1} B.
\]
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